Challenges in Automated Detection of COVID-19 Misinformation
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The COVID-19 pandemic has made the dangers of the spread of misinformation obvious but despite much global effort to curbing its
spread, fake information about the pandemic keeps proliferating. In this paper, we address the development of automated methods
for verification of claims about COVID-19 and discuss the challenges associated with this task. We focus on labeled data collection,
limitations of existing models, and difficulties of applying misinformation detection models in practical applications. Our initial
analysis indicates label imbalance may be a particular challenge for developing claim verification models and we discuss options for

alleviating this issue.

CCS Concepts: « Computing methodologies — Discourse, dialogue and pragmatics; - Human-centered computing — Web-

based interaction; - Networks — Online social networks.
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1 INTRODUCTION

In recent years, the online spread of false and misleading claims has influenced many narratives and affected the
world in various ways from moving the markets [12] and helping to incite violence against minorities [23], to shaping
political opinions [5]. The COVID-19 pandemic has made the dangers of spread of misinformation even more obvious.
To address this, a significant amount of effort has been devoted to both manual fact checking of claims as well as to
developing automated claim verification methods. In this paper we address the development of automated methods for
predicting the truthfulness of claims about COVID-19 and discuss the challenges associated with this task. We focus on
labeled data collection, limitations of existing models, and difficulties of applying claim verification models in practical
applications. Our long term goal is to study the relation between misinformation, its spread, and COVID-19 infection
prevalence around the world. Consequently, our current focus is on developing accurate claim verification models that

can be applied on large amounts of online claims.
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2 DATASETS

A significant challenge for automated misinformation detection is the availability of labeled data. As [3] point out, past
datasets constructed for claim verification were either small or based on artificially created claims. Recently, a large
number of datasets have been released that are built using data collected from fact checking websites, e.g., [3, 6, 9, 19]
among many others. A significant advantage of leveraging data from fact checkers is in the quality of labels, the size
and scope of data, and the fact these claims represent real-world data. However, leveraging data from fact checkers
poses a number of challenges for developing claim verification models.

One downside of leveraging this data is that it can suffer from significant label imbalance with the majority of claims
being false or partially false. For example, we collected over 16 thousand claims about COVID-19 from seven fact

checkers and mapped their truth labels to the following scale:

e True: Correct, verified statement, or a statement that is almost completely true (e.g. claims labeled “mostly true”).
o False/misleading: Parts or all of statement are false, or a statement that is presented in a way that could be
misleading.

e Other: Sarcasm, satire, outdated, not enough evidence, etc. as well as claims without a label.

Across our 16,080 claims, only 224 claims (1.4%) can be categorized as true and 721 (4.5%) as other, while the remaining
claims are labeled false/misleading (15,135, or 94%). Additional details about our data collection and harmonization
approach are presented in [10]. This label imbalance is unsurprising given the nature of fact checkers, but poses an issue
for training classification models. To overcome the issue of label imbalance, several works have explored collecting
additional COVID-19-related statements from reliable public health and research organizations such as the CDC, UK
NHS, and WHO [6, 9]. However, collecting additional true claims in this manner may be much more difficult for other
topics of misinformation where such clear sources of reliable information may not exist.

In contrast, Shahi and Nandini [19] did not incorporate additional true claims. They harmonized all labels by assigning
them to either “false” or “other” categories (true claims would be included in “other”) and focused on predicting these
two categories. While the authors did not specify how many claims in their dataset were labeled “true”, based on the
above analysis of fact checker data we expect that besides true claims, many claims that would fall into the “other”
category contain sarcasm, satire, and other types of claims that are not false, but may also not be a good representation
of true claims. A somewhat similar approach was previously employed by [3] who did not map all labels to the same
scale but instead developed models to predict labels as collected from fact checkers — they overcome the issue of
disparate label sets from different fact checkers by employing multi-task learning. However, it is unclear whether a
model trained on such imbalanced data could be used on real-world data collected from online sources where the vast
majority of claims are likely to be true [2]. Collecting additional true claims may help alleviate this issue, but identifying
good sources of true claims is not a trivial task, particularly if collecting claims about multiple topics.

Another difficulty of utilizing data collected from fact checkers is that truth labels and other data such as claim
source information, as well as the way claims can be collected automatically are not harmonized across different fact
checkers. We also observed that in many cases, links to the original claim no longer work. To overcome the first issue,
one possibility is to develop a protocol for data interoperability. For example, the Open Archives Initiative Protocol
for Metadata Harvesting! has been developed to enable harvesting of metadata descriptions records and is widely
implemented by institutional repositories to provide access to scholarly outputs — a similar approach could be leveraged

by fact checkers. To overcome the latter issue existing services and protocols for web archiving could be leveraged [11].

https://www.openarchives.org/pmh/
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Addressing these challenges has the potential to significantly simplify access to important data to researchers studying

misinformation or developing detection systems and consequently to help advance research in this area.

3 CLAIM VERIFICATION APPROACHES

The natural language processing community has in the past invested significant efforts in the development of systems
to deal with disinformation and misinformation, and several detailed reviews of literature on misinformation detection
and related tasks exist (see for example [13, 17, 21]). Therefore, in this section we focus mainly on the verification of
claims surrounding COVID-19.

A significant focus within COVID-19 misinformation detection has been put on Twitter and several existing studies
have investigated the spread of COVID-19 related misinformation on Twitter [14, 16, 20], however, other sources of
information including YouTube [15] and Reddit [1] have been explored as well. Of the existing studies on detection
of COVID-19 misinformation, many have framed the problem as a classification task that focuses on predicting the
veracity of claims based on their content [4, 8, 9, 14, 15, 19]. These previous works have experimented with different
text classification models including both traditional 8, 9] and deep learning models [9, 14].

Previous studies have shown incorporating both additional metadata [22] such as the speaker (the claim author) and
the context (where/on what occation was the claim made), as well as claim evidence [3, 18] can significantly improve
the performance of claim verification models. While much additional metadata is available directly from fact checkers,
evidence for claims has to be collected separately. Previously, this has been done by leveraging search engines to look
for articles most closely related to a given claim [3, 4, 18], or by incorporating Tweets and Wikipedia pages on a given
topic [7]. The advantage of models trained on claims, metadata, and evidence is that these models no longer focus
solely on surface-level linguistic features, but can also leverage related information from other sources, leading to
higher accuracy [3, 18, 22]. The limitation of this approach is the need to obtain data which may be used as evidence
for claims. This step can be particularly difficult when collecting evidence for large amounts of real-world online claims
and when prediction speed is an issue. Consequently, claim verification using claim content may represent a quick and
simple option for getting an initial veracity prediction for a claim, with evidence-based models enabling more accurate

prediction in downstream applications.

4 CONCLUSION

As more misinformation and disinformation spreads online, quickly detecting the veracity of a claim is becoming a
critical task that can help the public in making more evidence based decisions. While recent years have seen an explosion
of research on claim verification and other relevant tasks, many challenges and open questions remain. In this paper we
focused on some challenges related to data collection and model development for automated verification of claims; in
particular on label imbalance associated with collecting data from fact checkers, and on challenges associated with
developing claim verification models. Our future goal is to study the relation between misinformation and COVID-19
infection prevalence. To this end our focus will be on applying automated claim verification models to a large dataset of
Tweets, Facebook posts and other claims about COVID-19. We hope our present discussion will prove useful to other

researchers wanting to apply automated claim verification in other studies and applications.
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