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Abstract

In this paper, we investigate the resource management problem in orthogonal frequency division multiplexing
(OFDM) based multiple-input multiple-output (MIMO) cognitive radio (CR) systems. We propose to perform
resource allocation based on interference alignment (IA) in order to improve the spectral efficiency of CR systems
without affecting the quality of service of the primary system. IA plays a role in the proposed algorithm to enable
the secondary users (SUs) to cooperate and share the available spectrum, which leads to a considerable increase
in the spectral efficiency of CR systems. However, IA based spectrum sharing is restricted to a certain number of
SUs per subcarrier in order to satisfy the IA feasibility conditions. Accordingly, the resource allocation problem
is formulated as a mixed-integer optimization problem which is considered as an NP-hard problem. To reduce
the computational complexity of the problem, a two-phases efficient sub-optimal algorithm is proposed. In the first
phase, frequency-clustering is performed in order to satisfy the IA feasibility conditions, where each subcarrier is
assigned to a feasible number of SUs. Whenever possible, frequency-clustering stage considers the fairness among
the SUs. In the second stage, the available power is allocated among the subcarriers and SUs without violating
the constraints that limit the maximum interference induced to the primary system. Simulation results show that
IA with frequency-clustering achieves a significant sum rate increase compared to CR systems with orthogonal
multiple access transmission techniques.

Index Terms
Cognitive radio, Interference alignment, Frequency-clustering, Multicarrier, OFDM, MIMO, Resource Alloca-

tion.

I. INTRODUCTION

The governmental agencies are currently regulating the frequency allocation with a static spectrum
licensing model. By this model, the spectrum is divided into several bands that are generally allocated
exclusively to specific users or services. As conducted by practical measurements [2], this model leads
to inefficient use of the spectrum which opposes the increasing demand of the frequency spectrum and,
hence, the rapid growth of the communication services. Cognitive radio (CR) is proposed to overcome the
spectrum underutilization problem by introducing a new licensing scheme which allows a group of users
called secondary users (SUs) to access the vacant portion of the spectrum left by the licensed users, also
called primary users (PUs), without affecting the performance of the licensed system or inducing harmful
interference to it.

Multicarrier transmission schemes like orthogonal frequency division multiplexing (OFDM) offer several
advantages over the single carrier ones in CR context. Multicarrier schemes provide high spectral efficiency
and robustness to selective fading. Additionally, they offer more flexibility in distributing the system
resources among the different users and subcarriers. Furthermore, multicarrier systems have the ability
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to operate in noncontiguous portions of the spectrum and have the capability to control the transmission
parameters to avoid inducing severe interference to the PUs, which make it very attractive for the CR
applications. Combining multiple-input multiple-output (MIMO) technology with multicarrier transmission
can increase the diversity gain and accordingly the system data rate. The MIMO multicarrier systems have
been considered recently as a promising candidate for CR systems.

The resource management problem in non-cognitive and cognitive systems is widely considered in
the literature [3]–[9]. In the works of [3], [4] and references therein, resource management algorithms
were proposed for the non-cognitive scenarios which is not always efficient within the CR context. This
is because the limitation introduced by interference constraint to the CR system should be taken into
consideration. Optimum power allocation with beamforming is performed to maximize the capacity without
violating the interference and power constraints in [5], [6]. A game theory based decentralized approach
is proposed in [7] to design a cognitive MIMO transceivers. In [8], the capacity provided by the MIMO is
utilized to construct a cooperative paradigm that can be applied by the SUs to simultaneously relay the PUs
traffic and transmit their own traffic over the same accessed band. Nguyen and Krunz in [9] translated the
non-convex resource allocation optimization problem into a distributed non-cooperative game. At each of
the CR nodes, precoding matrices are computed to maximize the capacity while preventing the interference
between PUs and other SUs.

Interference alignment (IA) is a cooperative interference management technique that reduces the di-
mensionality of the interference subspace aiming at maximizing the degrees-of-freedom (DoF) of K-user
interference channels [10]. The basic concept of IA in MIMO systems is to design linear precoders at
the transmitter sides and interference suppression decoders at the receiver sides in a smart way in order
to align the interference signals in half of the spatial subspaces at the receiver sides.

Recently, IA has been investigated in MIMO CR systems with full cooperation between the PUs and
SUs in order to allow the SUs to utilize both free and non-free eigenmodes of PUs. This employment
helps in removing the interference constraints from the optimization problem since it assumes that the
PUs cooperate with the SUs and can suppress the received interference at the primary side [11]–[15]. In
[11], the authors considered only one MIMO SU link to coexist with one MIMO PU link aiming at that
the SU achieves the same transmission rate as of the PU. This work was extended in [12] by redesigning
the decoding matrix of the SU receiver in order to combat PU interference in a more effective manner,
where the SU is enabled to compute blindly the required channel state information (CSI). Similarly, the
work in [13] enables one SU to share the unused eigenmodes of the PU considering the power and
interference constraints. In the same way, the work in [14] considered MIMO employment at SUs and
a PU with frequency scheduling. In [15], the authors formulated the cooperative spectrum leasing with
IA into a Stackelberg game, where the PU is the leader, and SUs are followers. This work assumed
feasible IA system, which is not always valid. In [16], a limited number of SUs are enabled to share
the non active primary bands based on IA in order to coexist with a single antenna PUs. Additionally,
the impact of the physical layer modulation technique is studied in [17], [18]. Resource management
in IA is not sufficiently addressed in the literature. The works in [19] and [20] proposed an energy-
efficient IA algorithm through power allocation and transmission mode adaptation for green IA systems
in non-cognitive and cognitive scenarios, respectively. The aforementioned works assumed the existence
of a certain level of coordination and cooperation between cognitive and primary systems. Nevertheless,
the cooperation between the primary and cognitive systems is not always guaranteed, and it requires
a permission from the primary system to denote some of its DoF to the SUs. Furthermore, to the
best of the authors’ knowledge, overloaded CR networks -where IA problems are infeasible- have not
been considered in the literature. Additionally, because of the challenges associated with joint power
and spectrum optimization, most existing works on MIMO IA CR systems do not consider resource
management over the multicarrier systems (frequency dimension) as it is not fairly trivial.

In this paper, IA with frequency-clustering is proposed in overloaded CR systems in order to improve
the spectral efficiency of MIMO CR systems while protecting the primary system performance. The
tackled system model considers a practical scenario by assuming that there is no coordination between the
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cognitive and the primary network. IA based resource management problem in CR systems is formulated,
where the using of IA increases the DoF per SU by enabling the SUs to effectively share the available
spectrum. In the problem formulation, each subcarrier is assigned to a feasible number of SUs in order
to meet the IA feasibility conditions, where the fair distribution of the resources among the different SUs
is taken into account. Considering that there is no coordination between the primary and the cognitive
systems, the primary system should be protected from receiving severe induced interference from the
CR systems by ensuring that the received interference is below a prescribed limit. Accordingly, several
interference constraints are added to the optimization problem. As the computational complexity of the
optimal scheme is quite high, the paper further proposes an efficient sub-optimal resource allocation
algorithm with two phases. In the first phase, frequency-clustering method is employed in order to assign
each subcarrier to a feasible number of SUs with fairness consideration. Frequency-clustering operation
considers the interference channel qualities of the subcarriers as well as the generated interference to PUs.
In the second phase, the power is allocated among all subcarriers and SUs considering the power budget
of the SUs and the interference limits at the PUs.

In this context, a preliminary investigation to this problem is addressed in [1]. However, the work
of [1] suffers from a remarkable performance loss in the low interference constraints regime since the
frequency-clustering is performed considering only the channel qualities, where the subcarriers with high
interference gains will potentially have a low transmitting power even when they have a good channel
quality. In [1], the fairness between the SUs is not considered through frequency clustering, which leads to
poor sum rate for some SUs. This occurs because the subcarriers allocated to those SUs are not enough to
achieve the minimum required instantaneous data rate. Motivated by these drawbacks, we propose in this
work a frequency-clustering algorithm that considers not only the channel qualities and per-user power
budget constraints but also takes into account the induced interference to the PU band, which achieves a
significant sum rate gain in comparison with the work in [1]. Moreover, the proposed frequency-clustering
phase takes the fairness among SUs into consideration. Furthermore, the work in this paper is generalized
to consider the multiple antennas primary systems in addition to the case of having a multi-streams CR
system.

The rest of this paper is organized as follows. The system model is described and the optimization
problem is formulated in Section II. Section III presents the frequency-clustering phase with fairness
consideration. The optimal and the low-complexity power allocation algorithms are introduced in Section
IV. The complexity analysis is presented in Section V. Section VI exhibits and discuses the simulation
results. Finally, Section VII concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this work, a secondary communication system with K SUs is considered, where each SU has one
transmitter with MT antennas in order to communicate with one receiver with MR antennas. The assumed
secondary system is co-located with a primary system in the same geographical area. The PUs are assumed
to be equipped with MP antennas. The side-by-side frequency distribution of active and non-active bands
is assumed as shown in Fig. 1. The active primary system bands represent the portions of the spectrum
already occupied by the PUs while the non-active bands refer to the vacant bands that can be used by
SUs. L active PU bands (W1,W2, ...,WL) are assumed. Additionally, the non-active bands are divided into
N equal subcarriers each with Δf bandwidth. The SUs are connected to a local gateway, which works as
a centralized controller and is in charge of the resource management task of the network. Fig.2 shows an
example of 6 SUs, in which the transmission of the different SUs causes interference to the PUs as well
as to the other unintended SU receivers. The induced interference should not exceed the prescribed limit
of the allowable interference that can be tolerated by each PU, i.e. I lth. The numbers above the arrows
represent the frequency-clustering that will be described later in Section III.

In our model, the transmission on a given subcarrier is not restricted to one user at a given time. Rather,
different SUs are allowed to share the different subcarriers by employing IA. Accordingly, the interference
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Fig. 1: Frequency distribution of active and non-active bands.

Fig. 2: Example of a CR network with 6 SU pairs. Different numbers and colors denote different subcarriers.

between SUs is managed by generating different precoding matrices based on MIMO IA technique
[21], [22]. By considering a multicarrier technique, the frequency orthogonality can be achieved between
subcarriers, which enables the independent application of IA on each subcarrier. Each SU transmitter sends
d data streams to its intended receiver. The transmitted data stream xn

k ∈ C
d×1 over the nth subcarrier is

multiplied by the precoding matrix Vn
k ∈ CMT×d. Using this precoding, the desired data is aligned at its

own receiver in the interference-free subspace while the interference signals from other SU transmitters
are aligned at the interference subspace [10], [23]. By assuming a perfect knowledge of the CSI at each
node, the discrete-time complex received signal at the kth receiver over the nth subcarrier is represented
as

yn
k = Un

k
HHn

kkV
n
kx

n
k +

K∑
j=1,j �=k

Un
k

HHn
kjV

n
j x

n
j +Un

k
Hznk , (1)

where Un
k ∈ C

MR×d is an orthonormal linear interference suppression matrix applied at the k th SU
receiver, Hn

kj ∈ CMR×MT denotes the channel frequency response between jth SU transmitter and kth SU
receiver, and znk ∈ C

MR×1 is the zero mean unit variance circularly symmetric additive white Gaussian
noise (AWGN) vector at the kth SU receiver.

If perfect IA is achieved, only the undesired SU interfering signals to the kth SU receiver is aligned
and cancelled. That is [10]

rank (Un
k

HHn
kkV

n
n) = d ∀k and ∀n, (2)
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and
Un

k
HHn

kjV
n
j = 0 ∀j �= k and ∀n. (3)

It was stated in [24], [25] that MIMO IA in (MR ×MT , d)
K interference channels is feasible when

MT +MR − (K + 1)d ≥ 0. (4)

The interference can be completely eliminated at each SU receiver when the feasibility condition in
(4) is achieved. Furthermore, the precoding and decoding matrices can be designed to achieve perfect
IA using closed-form solution or other algorithmic methods as presented in the literature for many cases
(e.g. [10], [26]–[30] and references therein). Assuming perfect IA is achieved, the received signal in (1)
becomes

yn
k = Un

k
HHn

kkV
n
kx

n
k +Un

k
Hznk , (5)

and, hence, the total sum rate of the SUs over the nth subcarrier is

Rn
T =

K∑
k=1

Rn
k (H

n
kk, S

n
k ) , (6)

where Rn
k is the capacity of the kth SU over the nth subcarrier and can be expressed as

Rn
k (H

n
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n
k) = log

∣∣∣∣∣Id + 1
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∣∣∣∣∣ . (7)

Sn
k = E

[
xn
kx

n
k

H] ∈ Rd×d is the input covariance matrix of the kth SU at the nth subcarrier and can be
expressed as Sn

k = diag (Pk,n(1), .., Pk,n(d)), where Pk,n(i) is the allocated power to the ith data stream at
the kth SU over the nth subcarrier. Therefore, the transmitted power by the kth SU over the nth subcarrier
is Pk,n = Tr (Sn

k). Moreover, Jn
kl is the total interference introduced by the lth PU transmitter at the nth

subcarrier to the kth SU [6], which can be expressed as

Jn
kl (Dn) =

MR∑
m=1

MP∑
i=1

⎛⎜⎝ Dn+Δf/2∫
Dn−Δf/2

∣∣yn,m,i
kl

∣∣2 ψl

(
ejω
)
dω

⎞⎟⎠ , (8)

where Dn represents the spectral distance between the nth CR subcarrier and lth PU band. ψl (e
jω) is

the power spectral density (PSD) of the lth PU signal, and yn,m,i
kl is the channel gain between the mth

SU antenna at the kth SU receiver and the ith antenna at the lth PU over the nth subcarrier.
∑L

l=1 J
n
kl

can be modeled as AWGN, which is a general assumption in this research area (e.g. [31] and references
therein). This assumption is justified using the central limit theorem. Therefore, σn

k
2 = σ2

AWGN+
∑L

l=1 J
n
kl.

Since Un
k

HHn
kkV

n
k is considered as the effective channel and has a rank of d, the sum rate in (7) can be

formulated using spectral decomposition into

Rn
k (H

n
kk, Pk,n(i)) =

d∑
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where λi
(
Un

k
HHn

kkV
n
k

)
is the ith eigenvalue of Un

k
HHn

kkV
n
k . Further, we denote λi

(
Un

k
HHn

kkV
n
k

)
as λnk,i.

The interference introduced by the kth SU transmitter over the nth CR subcarrier transmission to the
lth PU receiver can be expressed as [32]

Inlk (Dn, Pk,n) =

MT∑
m=1

MP∑
i=1

⎛⎜⎝ Dn+Wl/2∫
Dn−Wl/2

∣∣gn,m,i
lk

∣∣2 Pk,n,mΦ
n (f) df

⎞⎟⎠ , (10)
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where gn,i,mlk denotes the channel gain between the the mth antenna of the kth SU transmitter and the ith
antenna at the lth PU receiver over the nth subcarrier, Pk,n,m denotes the power transmitted from the mth

transmit antenna of the kth SU over the nth subcarrier, and Φn is the PSD of the nth subcarrier. (10) can
be reformulated into [16]

Inlk (Dn, Pk,n) = Tr
(
Ωn

l G
n
lkV

n
k S

n
kV

n
k

HGn
lk

H) , (11)

where Gn
lk ∈ CMP×MT denotes the channel gain between the the kth SU transmitter and the lth PU over

the nth subcarrier, and Ωn
l is the interference factor of the lth subcarrier to the lth PU, which is represented

as

Ωn
l =

Dn+Wl/2∫
Dn−Wl/2

Φn (f) df . (12)

It is also assumed that all the CR system has the perfect information of interference channel gains Gn
lk.

Practically, the CR system is able to obtain the information through periodic sensing of pilot signal from
the primary system by assuming the channel reciprocity [33], [34].

The objective of the resource management in this work is to maximize the total throughput of the CR
system subject to the interference introduced to the PUs and transmit power budget constraints considering
also per-SU minimum rate constraints. IA allows SUs to share the spectrum resources simultaneously,
which increases the DoF of the CR system. However, this advantage of using IA is restricted by the
IA feasibility condition in (4) since perfect IA can be attained up to a certain number of SUs K̄, where
K̄ = MT+MR

d
−1. Therefore, the formulation of IA based resource allocation problem should consider this

limitation by scheduling only K̄ SUs, in which IA is feasible, to share a given subcarrier. Furthermore, the
interference from SUs to PUs should be considered in the formulation since no coordination is assumed
between the CR and the primary system. The problem can be formulated as

P1 : max
Sn
k ,w

n
k

N∑
n=1

K∑
k=1

wn
kR

n
k (H

n
kk,S

n
k) (13a)

s.t. :
N∑

n=1

wn
kTr (Sn

k) ≤ Pk ∀k (13b)

Sn
k � 0, ∀n and ∀k (13c)
N∑

n=1

K∑
k=1

wn
kΩ

n
l Tr

(
Gn

lkV
n
k S

n
kV

n
k

HGn
lk

H) ≤ I lth, ∀l (13d)

wn
k ∈ {0, 1} ∀k, n (13e)
K∑
k=1

wn
k = K̄ ∀n (13f)

N∑
n=1

wn
kR

n
k (H

n
kk,S

n
k) ≥ Rmin , ∀k, (13g)

where wn
k is a binary variable that indicates whether the nth subcarrier is allocated to the kth SU or not.

wn
k = 1 if and only if the nth subcarrier is allocated to the kth SU and zero otherwise. The constraint (13b)

represents the kth SU total power constraint (Pk), while a positive transmission power at data stream is
guaranteed by (13c). The constraint (13d) ensures that the total interference induced by SUs to the lth PU
is below the prescribed interference threshold I lth. The equality condition

∑K
k=1w

n
k = K̄ ensures that any

given subcarrier can be shared by K̄ SU links, where IA feasibility is accomplished and, consequently,
perfect IA can be achieved. The constraint in (13g) ensures that the fairness among SUs is guaranteed by
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assuming that every SU has a minimum instantaneous rate Rmin.
The optimization problem in P1 is a mixed-integer optimization problem, where the mixed-integer

nature comes from the integer constraint in (13e) that is used for SUs scheduling. Moreover, the minimum
throughput constraints in (13g) increase the complexity of the problem since the CR system may not
be able to satisfy this minimum rate due to the limitation introduced by the interference and power
budget constraints as well as the channel qualities. Therefore, the complexity of the optimal scheme is
generally prohibitive as detailed in Section V. To solve the resource allocation Problem P1 efficiently
with low computational complexity, a two-phase sub-optimal algorithm is proposed. In the first phase,
for overloaded secondary systems where the number of SUs doesn’t satisfy IA feasibility conditions, IA
frequency-clustering is performed in order to schedule K̄ SUs per subcarrier with fairness consideration.
This phase can guarantee feasible and perfect IA on each subcarrier [35], [36]. Afterwards, the available
power is distributed among users and subcarriers without violating the interference constraints in the
second phase. Moreover, the minimum throughput constraints in (13g) are relaxed by minimizing the
number SUs whose rates are below the minimum, i.e. reducing the outage probability of having SUs
whose rates are below the minimum. In the sequel, detailed description of the two phases is provided.

III. PHASE I: FREQUENCY-CLUSTERING WITH FAIRNESS CONSIDERATION

This phase needs to be performed in case of having an overloaded CR system, i.e. the number of
SUs, K, doesn’t satisfy the IA feasibility conditions. As the perfect IA can not be obtained in this case,
frequency-clustering algorithm can be executed to cluster the SUs into feasible groups from IA point of
view. As an example for frequency-clustering, consider that 6 SUs are operated with MR =MT = 2 and
d = 1 over N = 4 subcarriers as seen in Fig.2. This network is considered overloaded since IA is only
feasible for 3 SUs. Therefore, IA frequency-clustering is performed and the users are scheduled according
to the numbers above the arrows in Fig.2. This means that SU1, SU2, and SU4 are scheduled to use the
first subcarrier while the second subcarrier is shared between SU2, SU3, and SU6.

In this section, we propose an algorithm for frequency-clustering operation by considering not only
their channel quality and per-user power budget constraints but considering also the induced interference
to the PU band. This can achieve better sum rate performance for the CR system in interference-limited
and power-limited regimes. Moreover, fairness among SUs is guaranteed by assuming that every SU has
a minimum instantaneous rate Rmin.

In order to consider the power-limited regime as well as the interference-limited regime, two initial
power distributions are assumed. These power distributions only benefit the clustering operation, where the
actual power allocation is executed in the second phase. In the power-limited regime, the power allocation
among the subcarriers is mainly restricted by the SUs power budgets, where the interference threshold
is relaxed. In this case and assuming that all the SUs are allocated to equal number of subcarriers, the
power budget of each SU is equally distributed among the subcarriers, where the allocated power for the
kth user at the nth subcarrier is expressed as

PUF
k,n =

KPk

K̄N
. (14)

In the interference-limited regime, the power allocation is mainly restricted by the interference threshold
of the primary system, where the SUs cannot utilize their power budget since using the full-power budget
will induce more interference to the primary system. Hence, we assume that the generated interference
to the primary system, i.e. I lth, is equally distributed among the different subcarriers [31]. Consequently,
by using (11) and (12), the maximum power, P D

k,n, that can be allocated to the nth subcarrier at the kth
SU is

PD
k,n =

dI lth
NK̄Ωn

l Tr
(
Vn

k
HGn

lk
HGn

lkV
n
k

) . (15)

The description of the clustering phase can be commenced by defining A and N to be the sets that
contain all the non-assigned subcarriers and assigned subcarriers, respectively. B is the set that contains all



9

Algorithm 1 IA Frequency-Clustering
1: Initialize A = {1, 2, · · · , N}, B = {1, 2, · · · ,K}, N = ∅, U = ∅ and Δ = {0, 0, .., 0}.
2: while A is not empty do
3: Find C from B.
4: n = A(1); (the first element in A).
5: for all c(i) ∈ C do
6: for all k ∈ c(i) do
7: Evaluate P UF

k,n and P D
k,n using (14) and (15), respectively.

8: Find Vn
k and Un

k .
9: Let P F

k,n = min
(
PD
k,n, P

UF
k,n

)
.

10: end for
11: Evaluate Rn

T =
∑

k∈c(i)

Rn
k

(
Hn

kk, P
F
k,n

)
.

12: end for
13: Find the set c∗n satisfying max

c(i)

∑
k∈c(i)

Rn
k

(
Hn

kk, P
F
k,n

)
, set wn

k = 1 ∀k ∈ c(i).

14: Update the instantaneous rates Δ for the SUs ∀k ∈ c∗n.
15: If Δk ≥ Rmin, remove SU k from B to U . If B is empty, set B = {1, 2, · · · ,K}.
16: Move n from A to N and Set n = n+ 1.
17: end while

SUs whose rates are below Rmin, and U is the set of SUs whose rates are greater than Rmin. Furthermore,
define C = {c(1), .., c(AC)} to be the sets of all possible clustering combinations where AC refers to the
number of clusters while c(i) ∈ C refers to the group of SUs inside the ith cluster. Each cluster has K̄
SUs and hence, C can be formed by generating all the possible combinations of K̄ SUs from the SUs in
the set B. Each cluster must satisfy that c(i) �= c(j); ∀(i �= j). Moreover, we define Δ = {Δ1, ..,ΔK} to
be the instantaneous rates for all SUs.

For each subcarrier, the cluster that has the maximum sum rate after performing IA is selected con-
sidering the power-limited and interference-limited regimes. For a specific subcarrier, we determine to
which regime a given SU is restricted. If P D

k,n exceeds PUF
k,n, i.e. P D

k,n ≥ PUF
k,n, then the power allocation

for the SU is power-limited and, hence, the allocated power, P F
k,n, is fixed to P UF

k,n. Otherwise, the power
allocation is interference-limited and the allocated power, P F

k,n, is fixed to P D
k,n. Hence, the considered

allocated power in clustering operation can be expressed as

P F
k,n = min

(
PD
k,n, P

UF
k,n

)
. (16)

Accordingly, for the nth subcarrier, the cluster selection process can be formulated mathematically to
select c∗n as

c∗n = max
c(i)

∑
k∈c(i)

Rn
k

(
Hn

kk, P
F
k,n

)
. (17)

The users inside this cluster are the only allowed SUs in the system to transmit over that subcarrier.
To describe the selection mechanism, the algorithm starts by allocating the subcarriers that are located

next to the PU band moving towards the distant ones since the subcarriers close to the PU bands will
potentially use low transmit power even that they have good channel conditions. Keeping those subcarriers
to the end of the assignment in the frequency clustering algorithm will make them suffer not only from
the transmission power limitation but also from the low diversity in choosing the users from the set of
users whose instantaneous rate below the minimum. The subcarriers are assigned sequentially to clusters.
Initially, the possible cluster combinations are generated using the SUs in the set B, where B is assumed
to contain all SUs at the beginning. Throughout the allocation of the different subcarriers, if the rate of
the kth SU becomes more than the minimum required rate Rmin, the user will be removed form the set B
to the set U . If the minimum rate constraints are satisfied for all the users, i.e. B is empty, the subcarrier
can be allocated to one of the clusters that are generated from SUs in the set U , which will contain all
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SUs at this moment. If the optimization problem is assumed to be solved without any minimum rate
constraints, the set U will be assumed always empty and accordingly the subcarrier can be allocated to
any one of the SUs. To allocate a given subcarrier, the algorithm initially forms all cluster combinations of
the SUs in the set B and evaluates the allocated power, P F

k,n. Afterwards, the subcarrier is allocated to the
cluster c∗n that achieves the maximum sum rate according to (17) and, then, removed to N . Afterwards,
the instantaneous rates, Δ, of the SUs in c∗n is updated and the SUs whose rates are greater that the
minimum required rate, Rmin, are removed form the set B to the set U . The scheme is repeated until the
allocation of all subcarriers in order to find the selected clusters for all subcarriers, X = {c∗1, .., c∗N}. The
clustering procedures are summarized in Algorithm 1.

IV. PHASE II:POWER ALLOCATION ALGORITHM

By performing the frequency-clustering phase, the subcarriers are allocated to the different clusters.
Therefore, the subcarrier indicators wn

k are already determined from the previous phase. Therefore, the
power allocation problem can be formulated as follows

P2 : max
Pk,n(i)

N∑
n=1

∑
k∈c∗n

d∑
i=1

log
(
1 +

Pk,n(i)λ
n
k,i

σn
k
2

)
(18a)

s.t. :
N∑

n=1

d∑
i=1

Pk,n(i) ≤ Pk ∀k (18b)

Pk,n(i) ≥ 0, ∀n and ∀k (18c)
N∑

n=1

∑
k∈c∗n

d∑
i=1

Ωn
l Pk,n(i)ḡ

n
k (i) ≤ I lth, ∀l, (18d)

where ḡnk (i) is the ith element in the diagonal of matrix Ḡn
k = Vn

k
HGn

lk
HGn

lkV
n
k . It is worth to highlight

that for the nth subcarrier the SUs inside the cluster c∗n are the only considered in the power allocation
phase.

The problem P2 is a convex optimization problem. The Lagrangian can be written as

L = −
N∑

n=1

∑
k∈c∗n

d∑
i=1

log
(
1 +

1

σn
k
2Pk,n(i)λ

n
k,i

)
+

K∑
k=1

βk

(
N∑

n=1

d∑
i=1

Pk,n(i)− Pk

)
(19)

+

L∑
l=1

αl

⎛⎝ N∑
n=1

∑
k∈c∗n

d∑
i=1

Ωn
l Pk,n(i)ḡ

n
k (i)− I lth

⎞⎠−
N∑

n=1

K∑
k=1

d∑
i=1

Pk,n(i)μ
n
k ,

where βk, αl and μn
k are the non-negative Lagrange multipliers. The Karush-Kuhn-Tucker (KKT) condi-

tions can be described as follows

P n
k ≥ 0; βk ≥ 0; αl ≥ 0; μn

k ≥ 0 (20a)

βk

(
N∑

n=1

d∑
i=1

Pk,n(i)− Pk

)
= 0, ∀k (20b)

αl

⎛⎝ N∑
n=1

∑
k∈c∗n

d∑
i=1

Ωn
l Pk,n(i)ḡ

n
k (i)− I lth

⎞⎠ = 0, ∀l (20c)

∂L
∂Pk,n(i)

=
−1

σn
k
2

λn
k,i

+ Pk,n(i)
+

K∑
k=1

βk +

L∑
l=1

αlΩn
l ḡ

n
k (i)− μn

k = 0. (20d)
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After rearranging (20d), we get

Pk,n(i) =

⎡⎢⎢⎢⎣ 1
L∑
l=1

αlΩn
l ḡ

n
k (i) +

K∑
k=1

βk

− σn
k
2

λnk,i

⎤⎥⎥⎥⎦
+

, (21)

where [y]+ = max(0, y). The optimal solution of problem P2 requires high computational complexity
and its complexity grows exponentially with the number of subcarriers. This prompts to propose a low
complexity algorithm approaching the optimal solution. Therefore, we propose the sub-optimal power
allocation algorithm that distributes the power among the subcarriers and SUs with less complexity.

In the rest of this work, to make the analysis more clear and without loss of generality, we assume that
each SU sends one data stream to its intended receiver. Accordingly, ḡnk = Vn

k
HGn

lk
HGn

lkV
n
k . Moreover,

the sum rate in (7) can be written as

Rn
k = log

(
1 +

1

σn
k
2Pk,nh̄

n
k

)
, (22)

where h̄nk � Un
k

HHn
kkV

n
kV

n
k

HHn
kk

HUn
k .

Further, the sub-optimal power allocation is described through four steps, where this method allocates
the power in a novel way by dividing Problem P2 into two sub-problems: power allocation problem
considering only interference constraint and, then, a cap-limited waterfilling problem considering only the
power budget of SUs. Accordingly, the power can be allocated to SUs and subcarriers as stated in the
following stages.

1) Finding the maximum power: the maximum power Pmax
k,n that can be allocated to the kth user

over the nth subcarrier is determined by ignoring the per-SU power constraints and considering only
the interference constraints. Therefore, by considering only the lth PU interference constraint, the
problem is reduced to

P3 : max
̂Pk,n

N∑
n=1

∑
k∈c∗n

log
(
1 +

1

σn
k
2 P̂k,nh̄

n
k

)
(23a)

s.t. :
N∑

n=1

∑
k∈c∗n

Ωn
l P̂k,nḡ

n
k ≤ I lth (23b)

P̂k,n ≥ 0, ∀n and ∀k, (23c)

where ( ·̂ ) represents the variables that are optimized under the interference constraint only. By
solving P3 ; ∀l ∈ {1, 2, · · · , L}, we obtain

P̂ l
k,n =

[
1

α̂lΩn
l ḡ

n
k

− σn
k
2

h̄nk

]+
, (24)

where the Lagrange multiplier α̂l is evaluated using (24) and (23b) as

α̂l =
|NK|

I lth +
N∑

n=1

∑
k∈c∗n

Ωn
l σ

n
k
2ḡnk

h̄n
k

. (25)

By solving P3 for every interference constraint, Pmax
k,n is evaluated as

Pmax
k,n = min

{
P̂ l
k,n

}L

l=1
. (26)
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By applying this formula, one can guarantee that the interference introduced to the PU bands is
below the maximum limit. This step is expressed graphically in Fig. 3.a, where the maximum power
that can be allocated for each subcarrier over the SUs is expressed by the red lines.

2) Checking power budget constraints: when the maximum power Pmax
k,n is determined, the per-SU

power constraints are tested. If the relation
∑N

n=1 P
max
k,n � Pk is satisfied for all SUs, the optimal

solution of the optimization problem P2 is determined to be P k,n = Pmax
k,n which is equal to the

maximum power that can be allocated to each subcarrier. Otherwise, proceed to the next steps.
3) Distribution of the power budgets: the power budget Pk for each SU is distributed among its

allocated subcarriers subject to be lower that or equal to the power upper-bound of each user at each
subcarrier Pmax

k,n . The problem is formulated as a cap-limited waterfilling problem as follows [37]

P4 : max
˜Pk,n

N∑
n=1

∑
k∈c∗n

log
(
1 +

1

σn
k
2 P̃k,nh̄

n
k

)
(27a)

s.t. :
N∑

n=1

P̃k,n ≤ Pk (27b)

0 ≤ P̃k,n ≤ Pmax
k,n , (27c)

where P̃k,n is the allocated power by solving problem P4. This problem can be solved efficiently using
a successive application of the conventional waterfilling concept. As a starting point, the waterfilling
solution is found as [38]

P̃WF
k,n =

[
λ− σn

k
2

h̄nk

]+
, (28)

where P̃WF
k,n is the allocated power by waterfilling solution for the kth user at the nth subcarrier, and

λ is the waterfilling level. Thereafter, if the power allocated by waterfilling solution P̃WF
k,n is greater

than Pmax
k,n , the power is readjusted to P max

k,n and the already allocated power is subtracted from the
total power budget. Then, successive waterfilling is performed over the users and subcarriers that
did not exceed the maximum power P max

k,n in the last step until reaching the iteration in which P̃k,n

doesn’t exceed Pmax
k,n for any user and subcarrier. This step is described graphically in Fig. 3.b, where

the highlighted colours represent the power that is allocated using cap-limited waterfilling.
4) Re-adjustment of the power levels: the allocated power per subcarrier P̃k,n found by solving

P4 is less than or equal P max
k,n . Therefore, some of the allocated power P̃k,n doesn’t not reach the

maximum allowed power. Consequently, the system loses some of the allowed power resources as
the interference constraint is not satisfied with equality which decreases the capacity of CR system.
Therefore, some power can be moved from one subcarrier to another in order to enhance system
throughput. This can be achieved by updating the maximum power that can be allocated to each
subcarrier Pmax

k,n depending on the residual interference I lR, which can be calculated as follows

I lR = I lth −
N∑

n=1

∑
k∈c∗n

P̃k,nΩ
n
l ḡ

n
k . (29)

Assuming that Bl is the set of subcarriers that reach the maximum allowed power, i.e. P̃k,n =
Pmax
k,n ; ∀n ∈ Bl, then, Pmax

k,n ; ∀n ∈ Bl can be updated by applying the equations (24)-(26) on the
subcarriers in the set Bl with the updated interference constraints, which can be evaluated as

I ′lth = I lR +
∑
n∈Bl

∑
k∈Bl

P̃k,nΩ
n
l ḡ

n
k . (30)
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Algorithm 2 Sub-Optimal Power Allocation Algorithm

1: ∀l ∈ {1, · · · , L}, Find P̂ l
k,n using (24) and (25).

2: ∀n and ∀k, Evaluate Pmax
k,n = min

{
P̂ l
k,n

}L

l=1
.

3: if
∑N

n=1 P
max
k,n � Pk; ∀k then

4: Let P k,n = Pmax
k,n and stop the algorithm.

5: end if
6: ∀n and ∀k, Execute the cap-limited waterfilling under the per-user constraint Pk and the maximum

power that can be allocated to each subcarrier Pmax
k,n and find the set Bl where P̃k,n = Pmax

k,n .
7: Evaluate the residual interference I lR using (29) and the updated interference constraints I ′lth using

(30).
8: Perform Steps (1-2) to update Pmax

k,n .
9: ∀n and ∀k, Execute the cap-limited waterfilling under the per-user constraint Pk and the updated

maximum power that can be allocated to each subcarrier P max
k,n and set P k,n = P̃k,n.

Fig. 3: Graphical representation of the proposed power allocation algorithm.

Finally, the procedures of the cap-limited waterfilling that were used to solve problem P4 is re-
performed to find the final solution P k,n = P̃k,n. At this point, the solution P

n

k is approaching the
optimal solution and satisfying the interference constraints with equality as well as guaranteeing
that the total power budget constraints are satisfied. Fig. 3.c summarizes the procedures of this step
graphically using the dashed highlighted colours.

The power allocation phase is described in Algorithm 2.

V. COMPUTATIONAL COMPLEXITY ANALYSIS

In this section, we present the computational analysis of the optimal solution and the proposed algorithm.
In terms of complexity, the optimal solution that is formulated in Problem P1 needs to iterate

(
K
K̄

)N

times
to exhaust all the cluster combinations of SUs, where the power allocation of Problem P2 is performed and
IA solution is computed for each combination. The complexity of IA solution is dependent on the algorithm
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that is used to find IA solution. As an example, minimum leakage interference (MLI) method requires
a complexity of K̄.T. [O (M3

T ) +O (M3
R)] + K̄.T.

[
2
(
K̄ − 1

)
(O (MRM

2
T ) +O (MTM

2
R))

]
, where T is

the number of iterations in the reciprocity channel [39]. Many research work in the literature tackled the
problem of designing low complexity solutions for IA as in [40]–[42] and references therein. The design
of such solutions is out of the scope of this paper. Therefore, we denote the complexity of finding IA
solution by Ψ. Accordingly, the computational complexity of the optimal scheme is

O
((

K
K̄

)N

·
(
Ψ+

(
K̄dN

)3))
,

where K̄dN is the number of the variables that needed to be optimized using the interior point optimization
technique.

Since the complexity of the optimal scheme is very hard to afford, the sub-optimal approach is proposed
through two phases as discussed before. In the frequency-clustering algorithm, a maximum of

(
K
K̄

)
IA

solutions are found for every subcarrier. Accordingly, the complexity of frequency-clustering phase is

O
((

K
K̄

)
·N ·Ψ

)
.

Referring to the sub-optimal power allocation in Algorithm 2, step 1 in Algorithm 2 has a waterfilling
like computational complexity of O (

K̄dN log
(
K̄dN

))
[43], [44]. Step 1 should be performed for L inter-

ference constraints, hence the complexity of step 1 is O (
LK̄dN log

(
K̄dN

)) ≤ O (
KLK̄dN log

(
K̄dN

))
.

Steps 6 and 9 in the algorithm execute the cap-limited waterfilling for all SUs with a complexity
of O (

K̄dN log
(
K̄dN

))
. Accordingly, the complexity of steps 6 and 9 is O (

KK̄dN log
(
K̄dN

)) ≤
O (

KLK̄dN log
(
K̄dN

))
. Step 8 has a complexity of O (|Bl|log|Bl|) ≤ O (

KLK̄dN log
(
K̄dN

))
con-

sidering all SUs. Therefore, the computational complexity of the sub-optimal power allocation algorithm
is lower than O (

KLK̄dN log
(
K̄dN

))
.

Correspondently, the complexity of the proposed sub-optimal resource allocation algorithm through
the two phases is lower than O ((

K
K̄

) ·N ·Ψ+KLK̄dN log
(
K̄dN

))
, which is much lower than the

computational complexity of the optimal solution.

VI. SIMULATION SETUP AND RESULTS

In our simulation, we investigate the performance of using IA based resource allocation algorithm. The
performance is compared with frequency division multiple access (FDMA) technique as an orthogonal
transmission scheme in MIMO-OFDM CR network. The CR system is assumed to have K = 12 SUs
with N = 128 subcarriers. The PSD of the nth subcarrier of the OFDM system is expressed as [6]

Φn (f) = Ts

(
sin πfTs
πfTs

)2

, (31)

where Ts is the symbol duration. MT = MR = 2 antennas at each SU node are assumed while a
single antenna at each PU node is considered. Two active PU bands are assumed where each has 10
MHz bandwidth. Moreover, the non active band is located between the active bands and has 10 MHz of
bandwidth. Channel realizations have been drawn from independent and identically distributed Gaussian
distribution with zero mean and unit variance. The value of noise variance σn

k
2 is assumed to be 10−6. In

this scenario, IA solution is evaluated using closed-form solution as in [10], where IA in the considered
system is only feasible for K̄ = 3 SUs. The minimum rate for each SU is set to be Rmin = 150 bits per
OFDM symbol.

Obtaining the optimal solution of problem P1 is very hard even for small number of subcarriers
and users. For the purpose of performance comparison, the following algorithms are considered in the
simulation:
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Fig. 4: Achieved sum rate vs. allowed interference threshold.
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Fig. 5: Achieved sum rate vs. per-SU power budget.

1) IA FC+Optimal: performs frequency-clustering using Algorithm 1 and evaluates the optimal power
distribution using CVX toolbox [45]. The word Fairness is added between parenthesis when the
fairness constraint is considered.

2) IA FC+Suboptimal: applies frequency-clustering using Algorithm 1 and performs the power allo-
cation based on Algorithm 2. The word Fairness is added between parenthesis when the fairness
constraint is considered.

3) CR-FDMA: distributes the different radio resources optimally considering an FDMA system as in
[5].

We first show the impact of the interference threshold with I 1th = I2th on the average sum rate when the
per-SU power budget is set to be Pk = 0 dBm, as shown in Fig. 4. In general, for all resource allocation
methods, the average sum rate increases as the interference threshold levels increase since each SU has
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Fig. 6: Outage probability vs. interference thresholds, Rmin = 150 bits/symbol.

more flexibility to allocate more power on its subcarriers. It can be observed also that IA FC+Suboptimal
algorithm strictly matches the corresponding curves of IA FC+Optimal, which reveals the efficiency of the
sub-optimal algorithm. It can be observed that IA FC+Optimal and IA FC+Suboptimal algorithms achieves
higher sum rate in compared with CR-FDMA algorithm. Furthermore, the sum rate increases with the
increase of interference threshold until a certain interference threshold value. After this value, the sum rate
remains constant as the CR behaves like a non-CR system where the interference constraint has no effect
on the optimization problem. In low interference threshold values, the algorithms with fairness perform
very close to those without fairness consideration as the fairness constraint can not be achieved with this
low interference threshold value. Accordingly, the algorithm acts as there is no fairness constraint. After
a certain interference constraint value (-20 dBm in the figure), the fairness constraint can be satisfied for
the users. The loss in the sum rate is because of the activation of the fairness constraint.

The average sum rate versus per-SU power constraint is presented in Fig. 5 where I1th = I2th = −20 dBm.
The sum rate of the CR systems increases as the per-SU power budget increases up to certain power value,
afterwards the sum rate remains constant because the CR system reaches to the maximum power that can
be allocated under the interference threshold. The gap between IA based resource allocation algorithms
and CR-FDMA increases with the increase of the power constraints, which shows the efficiency of IA in
utilizing the available resources. The behavior of the algorithm with fairness constraint consideration has
the same interpretation as commented on Fig. 4.

Fig. 6 presents the outage probability of the different algorithms against interference threshold when
the per-SU power budget is set to be Pk = 0 dBm. Generally, the outage probability decreases with the
increase of interference constraint as the algorithms become more able to support the instantaneous rate
for the different users. Furthermore, the outage probability of the IA FC+Suboptimal is very close to IA
FC+Optimal, and both are much lower than that of the CR-FDMA. It is clearly observed from this figure
that IA based resource allocation algorithms is able to achieve a high-level of fairness among the different
users. The best outage probability is achieved, as expected, by the algorithms when the fairness constraint
is considered.

Fig. 7 plots the instantaneous rate for a given user over time when I 1th = I2th = −10 dBm, Pk = 0 dBm
and Rmin = 150 bits per OFDM symbol. It is noted from the figure that the instantaneous rate fluctuates
along the time. The high values mean that this user is assigned a larger number of subcarriers compared
to others while low values mean that other users have a large number of subcarriers causing the deep rate.
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Fig. 8: Achieved sum rate vs. number of SUs.

Therefore, IA based resource allocation exhibits better instantaneous rate compared to CR-FDMA since
the fluctuations of CR-FDMA is stronger and changes dramatically, which causes deep rate degradation at
some time samples. Moreover, IA FC+Optimal with fairness consideration presents smooth instantaneous
rate compared to others, which means that the users get fair allocation of the subcarriers. Clearly, IA
FC+Optimal with fairness always achieves a better rate than the minimum unlike the other compared
methods.

Fig. 8 presents the average sum rate versus the number of SUs when the interference threshold is
I1th = I2th = −20 dBm and the per-SU power budget is Pk = 10 dBm. Generally, the sum rate increases
with the number of SUs due to the increase in the multiuser diversity and the average SNR per subcarrier.
Moreover, IA based resource allocation algorithms exploit much more gain from the increase in the
multiuser diversity than CR-FDMA as the IA based resource allocation algorithms allows more users to
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Fig. 9: Achieved sum rate vs. allowed interference threshold when K = 4, P k = 0 dBm and N = 4.

share the available resources.
Finally, we consider a small-scale system of K = 4 SUs and N = 4 subcarriers in order to present a

comparison between the proposed algorithms and the optimal solution since the complexity of the optimal
solution is very high to be performed for the previously simulated scenario. For this small system, 256
different combinations of SUs clusters should be considered for power allocation in the optimal solution.
If the number of subcarriers is increased by one (i.e. N = 5), 1024 cluster combinations are required.
Additionally, 10000 combinations are required when the number of SUs is increased by one (i.e. K = 5).
This clearly present the prohibitive complexity of the optimal solution. Therefore, we use a small scale
system of K = 4 SUs and N = 4 subcarriers in the comparison. Fig. 9 presents the average sum rate
for the optimal solution and the proposed algorithms against the interference thresholds when the per-
SU power budget is set to be Pk = 0 dBm. The fairness constraint is not considered since the fairness
constraint is not feasible to be achieved through the optimal solution. Fig. 9 presents that the performance
of proposed algorithms closely approaches the optimal one with less complexity, which reveals the efficient
performance of the proposed algorithm. For the considered small-scale CR system with K = 4 SUs and
N = 4 subcarriers, the optimal solution requires 256 cluster combinations of SUs in order to find the
optimal solution while the IA FC+Optimal needs only 16 cluster combinations to achieve almost the same
performance.

VII. CONCLUSION

In this paper, efficient resource allocation in overloaded MIMO CR systems is achieved using IA
with frequency-clustering without affecting the quality of service of the primary system. The problem is
formulated as a mixed-integer problem. Furthermore, an efficient sub-optimal algorithm is proposed to
reduce the computational complexity of the problem through two phases. In the first phase, frequency-
clustering is performed to assign one group of SUs to each subcarrier in order to make IA feasible
considering the fairness constraints. While in the second phase, the power is distributed among subcarriers
considering the induced interference limits. Simulations show that IA technique achieves a significant sum
rate increase of CR systems compared to traditional CR systems (CR-FDMA). With a significant reduction
of the computational complexity, the proposed sub-optimal scheme achieves a very close performance to
the optimal one. Moreover, the algorithm with fairness consideration presents better fairness among the
SUs.
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