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PUBLISHABLE SUMMARY 
The EHDEN network has the potential to support the development of externally validated clinical prediction 
models at high speed and in a transparent manner. Under the incoming Medical Device Regulations in 
Europe (2017/745), clinical prediction models that are used to inform further testing or treatment decisions 
for patients are likely to be classified as medium to high risk medical devices and be regulated accordingly. 
The clinical evidence required to demonstrate performance and safety over a device’s lifetime and the 
intensity of post-market surveillance are greater than in the outgoing directives. This, in turn, is likely to 
lead to greater scrutiny by health technology assessment bodies and has prompted the development of 
evidence standards for the demonstration of clinical benefit. The development and use of such models 
must also adhere to other European and national regulations such as the General Data Protection 
Regulation.  

To ensure that high-quality clinical prediction models developed through the EHDEN network can usefully 
inform clinical practice, it is essential that developers take into account these changing regulatory 
requirements. In this report we provide an overview of the incoming regulations and evidence standards 
for clinical algorithms, as well as best practice methods for clinical prediction model development. We 
discuss the challenges that this will pose for those developing clinical prediction models on the EHDEN 
platform and provide guidance for the future development of such models.  

Models developed on the EHDEN network using OHDSI tools are well placed to provide substantial 
evidence on a model’s performance both in-sample and in one or more external datasets and to do so in a 
transparent manner following the principles of open science. However, it is also important to demonstrate 
clinical effectiveness against usual practice, ideally through a randomised controlled trial. Developers must 
also establish mechanisms to collect data on the real-world use of their clinical algorithms to support post-
market surveillance and vigilance activities.  

Some commentators have argued that European regulations require decisions made based on clinical 
algorithms to be explainable (conceptualisations of which differ), which may impede the use of certain 
machine learning methods. However, there remains considerable debate about to what extent European 
regulations demand this. Others argue that demonstrable performance benefits are of utmost importance.   

It is also essential that those developing prediction models engage with healthcare practitioners, managers, 
and patients to ensure that any model developed is acceptable to clinicians and patients and can be 
integrated within existing clinical software systems. Finally, ethical concerns (e.g. due to unfair 
discrimination) need to be placed at the forefront of algorithmic development and application. 
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1. INTRODUCTION 
The EHDEN network will facilitate the development of clinical prediction models which can provide 
prognostic information to patients and potentially guide clinical decisions about further testing or 
treatments for patients. Under the incoming European regulations for medical devices, clinical prediction 
models are expected to be classified as medical devices and regulated accordingly. This, in turn, is likely to 
have repercussions for their evaluation by health technology assessment (HTA) bodies. Clear guidance is 
needed on the evidentiary requirements to satisfy regulatory and HTA bodies to ensure that the EHDEN 
network and OHDSI tools are developed, and studies conducted, in ways that support the adoption of these 
models in healthcare practice.  

In this report we: 

• Describe the types of personalised medicine tools that can be generated through the EHDEN 
network 

• Describe the existing and changing regulatory and HTA frameworks for medical devices, with a 
focus on the evidentiary requirements 

• Identify the challenges in developing prognostic models in the EHDEN framework that meet 
regulatory requirements and support clinical decision making and provide guidance for future work 

2. PREDICTIVE MODELLING IN EHDEN 
The EHDEN network is a federated database network consisting of many European observational 
healthcare datasets all mapped to the OMOP common data model. The EHDEN network can be used to 
develop models and for safety surveillance. EHDEN itself is not responsible for models developed on its 
network.  

Personalised medicine is concerned with stratifying patients to specific treatment pathways or therapies 
based on their specific characteristics [1]. Personalised medicine tools can provide information on disease 
risk, prognosis, diagnosis, or treatment response. Types of tools include complex algorithms, health apps, 
and omics-based biomarkers.  

The EHDEN network is expected to be used predominantly to develop clinical algorithms to estimate the 
risks of future outcomes (positive or negative) and treatment response (i.e. prognostic models). It may also 
be used to predict intermediate outcomes like prescription adherence. Such tools can simply provide 
information to patients and healthcare practitioners or can be used to inform clinical decisions, such as 
whether to conduct further testing or treat a patient. They can be based on simple rule-based expert 
systems or generated using traditional regression modelling techniques or machine learning methods. 

The open-science OHDSI collaborative has developed a suite of tools to perform patient level prediction 
tasks [2,3]. These currently include several machine learning methods (e.g. lasso regression, random forest, 
logistic regression) which predict outcomes over a large number of parameters (potentially thousands, 
though this is often reduced during model development) in observational databases. The fact that data are 
standardised across the network means the model can be tested in any external dataset in the network 
subject to standard data governance processes (and assuming adequate coverage and quality of included 
data elements). A series of dashboards are available which describe model performance in the estimation 
sample as well as external data sets. Performance metrics include measures of discrimination and 
calibration. Model development follows best practices for prognostic model development as laid out in the 
TRIPOD statement [4]. Finally, there is an emphasis on transparency, with all generated analytical code 
being available to support replication and external validation using open-source tools.  
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3. REGULATION OF MEDICAL DEVICES 

3.1 European regulations 

3.1.1 Medical device regulation 2017/745 

The regulation of medical devices in the EU is currently undergoing a transition. The medical device 
directive 93/42 is being replaced by regulation 2017/745 (MDR) [5]. The transition period started in May 
2017 and the new regulations were due to fully apply from 26 May 2020. The European Commission has 
delayed this deadline by one year due to the COVID-19 outbreak.  

The new regulations introduce several key changes, including to: 

• Regulatory responsibilities 
• Definitions of devices and risk classification 
• Quality of clinical evidence required to demonstrate performance, safety, and acceptable risk-

benefit 
• Post-market surveillance requirements 

3.1.2 Who is responsible for regulating medical devices? 

The regulation of medical devices is largely delegated to national competent authorities, who in turn 
appoint accredited notified bodies (commercial organisations) to conduct assessments. Medical devices 
must undergo conformity assessment to demonstrate that they meet relevant legal requirements and to 
ensure that they are safe and perform as intended. Assessment typically involves an audit of the 
manufacturer’s quality control systems and, for some devices, a review of technical documentation on the 
performance and safety of the device [6].  

The EMA is only responsible for evaluating combination products, i.e. devices which include a medicinal 
substance as an integral or ancillary part [7]. However, if a company submission includes a prognostic 
model the EMA will evaluate it, though clear criteria for their evaluation have not yet been established. The 
EMA prefers evidence from randomised controlled trials. The EMA encourages companies to engage with 
the EMA through Innovation Task Force meetings prior to submission, though these are not compulsory.  

3.1.3 Medical device definition and risk classification 

The MDR includes ‘software’ (defined as ‘a set of instructions that processes input data and creates output 
data’) intended for a ‘specific medical purpose’ in its definition of a medical device (Figure 1). Prognostic 
models may fall under this definition and therefore be subject to pre-market certification and post-market 
surveillance processes. 
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Figure 1. Article 2(1) of the Medical Device Regulation 

Medical devices are categorised into one of the following risk classes: 

• Class I – low risk 
• Class IIa – medium risk 
• Class IIb – medium/high risk 
• Class III – high risk 

Risk classification determines the evidence requirements to achieve conformity assessment and post-
market surveillance activities. All devices of class IIa or higher require approval from a notified body while 
class I devices require only self-assessment unless they are sterile, have a measuring function, or are re-
usable surgical instruments.  

Rule 11 of Annex 2 (Figure 2) states that software (which should include prediction models) will be 
considered as class IIa or greater if used to inform treatment decisions. Clinical algorithms providing 
information (e.g. risk of a cardiovascular event) but not guiding treatment decisions are considered class I 
medical devices. 

 

Figure 2. Risk classification of software algorithms (MDR: Annex 2, Rule 11) 

3.1.4 What are the evidence requirements? 

Manufacturers (or developers) must carry out a conformity assessment to demonstrate that their medical 
device meets the requirements in the MDR. Once complete the device is issued with a CE mark to allow 
marketing in the European Union.  

As part of the conformity assessment procedures, manufacturers must submit technical documentation to 
notified bodies demonstrating that the device is suitable for its intended purpose, safe, effective, and with 
an acceptable risk-benefit ratio. The components of the technical documentation are specified in Table 1. 
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The required fields of the technical documentation are similar to those in the outgoing directives but there 
is general agreement that the quality of evidence required, particularly for clinical evidence, and the rigour 
of post-market surveillance are greater [8–11]. 

Table 1. Required Content of Technical Documentation as per MDR  

(a) Annex II – Technical Documentation: 
1. Device description and specification, including variants and accessories 
   1.1 Device description and specification 
   1.2 Reference to previous and similar generations of the device 
2. Information to be supplied by the manufacturer 
3. Design and manufacturing information 
4. General safety and performance requirements 
5. Benefit–risk analysis and risk management 
6. Product verification and validation 
   6.1 Pre-clinical and clinical data 
   6.2 Additional information required in specific cases 
(b) Annex III – Technical Documentation on Post Market Surveillance: 
1. The post-market surveillance plan 
2. The PSUR (Periodic Safety Update Report) 
3. PMS Report 

 

Clinical algorithms must be designed to ensure repeatability, reliability, and performance in line with their 
intended use, and development must take into account the principles of development life cycle, risk 
management, including information security, verification, and validation. Development teams (or 
manufacturers) must include at least one full-time employee with demonstrable expertise in medical 
device regulation. The algorithms must be developed to be compatible with the systems into which they 
will be integrated. 

Product verification and validation requires information on the design and results of tests and evaluation of 
published literature applicable to the device. Developers must prepare a clinical evaluation report with 
sufficient amounts of detail to allow a qualified assessment of whether the device achieves the intended 
clinical benefits and safety when used as intended. The process to generate, collect, analyse, and assess the 
clinical data must be methodologically sound, systematic, and planned. Relevant data includes serious and 
non-serious incidents and side-effects, feedback and complaints, relevant specialist or technical literature, 
databases and/or registers, and publicly available information about similar medical devices. There are no 
clear standards with respect to clinical study design.  

Developers should collect data for continuous reassessment of the benefit-risk analysis and risk 
management, develop a post-market clinical follow-up plan, and submit periodic safety summary and post-
market surveillance reports. Developers must also undertake vigilance to track and report serious adverse 
events. The use of registries for post-marketing data collection is encouraged.  

Where developers consider their device equivalent to an existing device, they must submit evidence to 
demonstrate its technical and clinical equivalence. This avoids the need for clinical evaluation but not for 
post-marketing surveillance.  

 

 



 

D3.3 – Assessment of regulatory requirements for patient level decision making 

WP3 – Personalized medicine Version: v4.0 – Final 

Author(s): Seamus Kent, Jacoline Bouvy, Peter Rijnbeek Security: PU 10/21 

 

© Copyright 2020 EHDEN Consortium  
 

3.1.5 General Data Protection Regulation 

Another relevant piece of European legislation is the General Data Protection Regulation (GDPR; 2016/679), 
which defines the rights of data subjects and the responsibilities of those controlling and processing data in 
terms of information provision, transparency and explanation [12].  

GDPR codifies a right to explanation through Article 22 as well as other Articles (e.g. 51(1)) concerning 
general principles of transparency [13]. Two conditions are required regarding the processing of data in 
Article 22: (1) that it is based solely on automated processing (i.e. there is no human involvement in the 
decision process), and; (2) it produces legal effects concerning or similarly affecting the data subject. In 
practice, healthcare professionals will use clinical prediction models as a decision tool but bring other 
considerations to bear on the treatment decision. As such it is not clear that these two conditions will be 
met in the case of clinical prediction models [13].  

Similarly, there is disagreement among commentators about when explanation is required, i.e. before or 
after data processing, what needs to be explained, i.e. the model as a whole or individual decisions, and 
what kind of explanation is required [13,14].   

Data controllers and processers must also ensure that they receive informed consent to use the data on the 
subjects for scientific research and that any use of the data is compatible with the original purpose. 

3.2 US Food and Drugs Administration 

Traditionally the FDA has reviewed medical devices through an appropriate pre-market pathway (e.g. pre-
market clearance [510k], de novo classification, or pre-market approval). The FDA may also clear 
modifications to medical devices depending on the significance of the risk posed by modification, and it is 
argued that changes to machine learning algorithms would require pre-market review. 

Recognising the limitations of this framework as they pertain to software, particularly dynamic AI models, 
the FDA has proposed a framework which shifts the regulatory emphasis from products to organisations 
and from pre-market review to post-marketing surveillance [15]. It is anticipated that this would remove 
the need for repetitive FDA clearances for software updates in many circumstances.  

A pre-certification procedure would focus on the quality and transparency of the manufacturer’s processes 
rather than on the devices themselves. Manufacturers would have to submit a “pre-determined control 
plan” outlining anticipated modifications and associated methodology of implementation.  

Key components of the evidence requirements of this framework are presented in Figure 4.  
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Figure 3. US FDA's AI framework [15] 

3.3 Other perspectives 

The TRIPOD statement was created in order to support good research practices in the design, conduct, 
analysis, and reporting of prediction models [4]. More recently, the PROBAST tool has been developed to 
help assess the risk of bias of studies developing, validating or updating prediction models [16,17]. Some 
have argued that these tools, though essential, do not fully account for the nuances of machine learning 
tools [18]. Vollmer et al. [18] identify twenty critical questions for the evaluation of machine learning 
methods in healthcare covering study design and conduct, statistical methods, reproducibility, impact 
evaluation, and implementation.  

Similarly, Parikh et al. [19] argue that although good practice recommendations are useful for improving 
study quality, they are not sufficient to demonstrate that an algorithm delivers real clinical benefits, and 
that predictive analytics should meet regulatory standards of clinical evidence. They identify five pillars for 
the evaluation and regulation of predictive algorithms: 

1. Use meaningful endpoints in clinical evaluation, i.e. established standards of clinical benefit (this is 
consistent with International Medical Device Regulators Forum guidelines [20]) 

2. Compare performance to an appropriate benchmark (e.g. clinician’s predictions or guideline-based 
prediction scores), ideally within a randomised controlled trial design 

3. Algorithms should be interoperable and generalisable 
4. Downstream interventions should be explicitly stated 
5. Algorithms should be subject to rigorous audit mechanisms 

Van Calster et al. [21] argue that algorithms, where used to make treatment decisions, should be publicly 
available. This would support independent external validation, assessment of performance heterogeneity 
across settings and over time, and algorithm refinement or updating. Parikh et al. [19] recognise a need to 
balance transparency with the proprietary interests and intellectual property of the algorithms developers.  



 

D3.3 – Assessment of regulatory requirements for patient level decision making 

WP3 – Personalized medicine Version: v4.0 – Final 

Author(s): Seamus Kent, Jacoline Bouvy, Peter Rijnbeek Security: PU 12/21 

 

© Copyright 2020 EHDEN Consortium  
 

Despite the strong interest in developing clinical prediction models, there is too little focus on embedding 
these models within clinical practice, thereby limiting their impact [22,23]. A survey of healthcare 
practitioners in England found the main barriers to use were that they were often time-consuming and 
difficult to use and did not always add value [24]. Some clinical areas such as cardiovascular disease primary 
prevention have a surfeit of clinical prediction models, with over 800 constructed [17] and at least 10 in 
widespread use [25] (most clinical prediction models are never used [18]).  

There is too little focus on assessing the real-world impact of the use of these different clinical prediction 
models and clear guidance on preferred models [18,22,26]. In evaluating a model’s performance it is 
important to provide information on clinical utility in addition to statistical measures of a model’s 
performance (e.g. calibration, discrimination), and it should be compared to current clinical practice [18]. 
Performance should be evaluated in one or more external data sets and there should be a continuous (or 
regular) process to counteract the potential for model deterioration over time (due to the future diverging 
from the past).  

There is a growing recognition that ethical concerns need to be placed at the forefront of algorithmic 
development and application [27]. Algorithms can encode bias and discrimination, for instance, by applying 
only to specific social groups or by selection of certain outcomes, or they can be used in a way that creates 
unfair discrimination.  

4. HEALTH TECHNOLOGY ASSESSMENT OF MEDICAL DEVICES 

4.1 Consideration of medical devices by HTA bodies 

HTA bodies and payers determine coverage, reimbursement and/or pricing of medical technologies. They 
assess comparative effectiveness against alternative technologies. Some bodies additionally consider the 
net benefits taking into account additional costs [28]. Many countries have bodies evaluating medical 
devices, as well as pharmaceuticals [29]. However, we have not yet identified examples of HTA bodies 
evaluating clinical prediction algorithms, although there are a number of examples of health economic 
evaluations of prognostic models [30]. This may relate to the limited regulatory oversight applied to such 
models to date and may change in response to the incoming MDR. 

Even though HTA bodies may not evaluate clinical prediction models alone, they are accepted when 
accompanying health technology assessment submissions for medicinal products or other health 
technologies and in the development of clinical guidelines [31]. Betts et al. [31] survey the use of various 
primary prevention cardiovascular disease prediction models by HTA bodies and developers of clinical 
guidelines. Where criticisms of these models are raised these commonly relate to a lack of applicability to 
the jurisdiction (e.g. the use of Framingham risk equations in the UK), being outdated, poor calibration to 
specific populations (by personal characteristics, risk, or treatment status), and inappropriate covariates. 

4.2 The Evidence Standards Framework 

NICE, in collaboration with NHS England, Public Health England, and MedCity, recently developed the 
Evidence Standards Framework for Digital Health Technologies (DHTs) [32]. The framework describes 
standards for the evidence that should be available, or developed, for DHTs to demonstrate their value in 
the UK health and care system. This includes evidence of effectiveness relevant to the intended use(s) of 
the technology and evidence of economic impact relative to the financial risk. 

The framework distinguishes between fixed algorithms and adaptive algorithms and applies only to the 
former. Separate standards, the code of conduct for data-driven health and care technology, developed by 
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the UK Department of Health and Social Care, apply to such technologies [33]. The code of conduct has 
additional considerations pertaining specifically to adaptive AI and machine learning technologies.  

The evidence standards framework categorises DHTs into risk categories and specifies evidence 
requirements for each risk category (called tiers). For each tier there are two sets of evidence standards: a 
minimum set and a best practice set. Evidence requirements are cumulative such that technologies in any 
given tier must meet the requirements pertaining to that tier and to all preceding tiers. 

Clinical prediction algorithms are likely to be in the highest risk tier, tier 3b, defined as: “Digital health 
technologies with measurable user benefits, including tools used for treatment and diagnosis, as well as 
those influencing clinical management through active monitoring or calculation.” They must therefore 
meet all evidence standards in the framework (see Annex 1). 

In brief, developers must show that the DHT generates accurate, reproducible, and relevant data in the 
target population, and demonstrate effectiveness by undertaking, at a minimum, a high-quality 
intervention study showing improvements in patient relevant outcomes compared to the current care 
pathway. Ideally, randomised controlled trials would be conducted. Ongoing data collection is required to 
show usage in real clinical practice and evaluate user outcomes. 

5. IMPLICATIONS FOR EHDEN 

5.1 Regulatory processes and risk classification 

Clinical prediction models will be regulated as medical devices. Evaluations will be undertaken by notified 
bodies on behalf of competent authorities (i.e. national regulators). Where prognostic models are used to 
guide further treatment decisions, they are likely to be classified as medium or high-risk medical devices 
(i.e. class IIa or higher). Such models may also be evaluated by the EMA when used in relation to a specific 
medicinal product. 

5.2 Producing clinical evidence 

If prognostic models are classified as medium or high-risk medical devices, then developers will have to 
provide clinical evidence to support the use of their models in clinical practice.  

The EHDEN network and OHDSI tools are well placed to provide comprehensive information on model 
construction and performance both in the data set(s) in which the model was constructed and in other data 
sets in the network. The open-source tools and dashboards support the transparent reporting of this 
information in line with best practices laid out in the TRIPOD statement [2,4].  

However, to demonstrate clinical effectiveness it may be necessary to conduct investigative studies. This is 
certainly a requirement of the evidence standards framework and may also be required for regulatory 
approval. These investigative studies would likely have to be conducted extraneously to the EHDEN 
network. The MDR is not prescriptive as to the form that these evaluations should take. Following Parikh et 
al.’s [19] guidelines for the evaluation of clinical algorithms, NICE’s Evidence Standards Framework [32], 
and Vollmer et al. [18] they should be assessed in high-quality investigative studies (ideally RCTs) using 
established measures of clinical benefit and appropriate comparators. Further work is required to elucidate 
the processes model developers should follow in demonstrating clinical effectiveness for regulatory 
approval.  
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5.3 Demonstrating performance  

A key component of the MDR and Evidence Standards Framework is demonstrating that the algorithms can 
be deployed in clinical practice. This requires consideration of how algorithms developed in EHDEN can be 
implemented in existing clinical software systems.  

Some clinical algorithms developed under the principle of parsimony require only a few key parameters 
which are routinely collected (e.g. QRISK [34]). These are easier to implement in existing software systems 
or online calculators can be used.  

Though simple models can, and have been, developed using OHDSI tools, the standard approach to 
algorithmic development in the network creates challenges. The models typically contain a much larger 
number of parameters and some of these parameters will not appear in all electronic healthcare systems, 
or the quality of data or extent of missing data may differ across these systems. This prevents the use of 
simple online calculators and poses challenges for implementation of these models in existing software 
systems. These constraints should be taken into account in the development of algorithms within the 
EHDEN network that are intended to inform clinical practice. 

The development of clinical prediction models should involve strong and early engagement with healthcare 
practitioners to ensure that the model is designed to answer important clinical questions and is 
implementable such that it can contribute to decision making and with patients to ensure that the model is 
acceptable to them [18].  

There are also questions about the use of a model in datasets with different amounts of missing data and 
data quality which may impact the performance of the model [17]. Developers should consider imposing 
constraints on the application of an algorithm, e.g. setting minimum standards for data quality or contents, 
or demanding recalibration. Where recalibration is performed, the performance of the algorithm needs to 
be understood [35].   

5.4 Post-marketing surveillance activities 

The new medical device regulations require developers to proactively and systematically collect data on the 
use of devices in clinical practice and observed outcomes.  

The EHDEN network could potentially be used as a source of post-marketing surveillance data. Although 
this would depend on how well the data sets in the network capture the use of software in clinical practice 
in addition to concerns about data comprehensiveness, representativeness, and quality.  

5.5 Development processes and responsibilities 

Under the new medical device regulations, model developers must meet regulatory standards including 
post-marketing surveillance activities and employment of at least one full-time person with expertise in 
medical device regulation. This may require substantial resources to be devoted to the development and 
maintenance of clinical algorithms. The EHDEN network will facilitate the development of models but it will 
not be responsible for further regulatory activities.  

A related question is whether algorithms developed on the EHDEN network will be freely available and non-
proprietary as argued for by some commentators [21]. However, this may have implications for the 
capacity of developers to meet the regulatory requirements.  
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5.6 Meeting GDPR requirements 

Sensitive pseudonymised personal data are used by data holders within the OHDSI and EHDEN data 
networks in the construction and testing of clinical prediction models. Data controllers must adhere to 
GDPR regarding data subject consent and use of data.  

The EHDEN network is a federated data network, meaning no individual person-level data is shared across 
the network, but only analytical code and summary results.  

The extent to which GDPR requires models to be explainable and what this means in practice are discussed 
in Section 5.7.  

5.7 Human interpretability 

There are no specific requirements in the MDR regulations itself that models be human interpretable or 
subject to white box testing. Instead, the focus is on safety and effectiveness which can be evaluated even 
when the model lacks human interpretability. Furthermore, the contributions of particular parameters to a 
prediction do not possess causal meaning. However, it has been argued that human interpretability may 
support the requirements for validation and verification of the model. 

The right to explanation in the GDPR may be more directly pertinent, although there is substantial 
disagreement about this [11,12]. Potential risks of a lack of human interpretability include bias and 
discrimination. Algorithms developed in EHDEN should consider the ethical implications of any algorithms 
developed and mitigate risks of unfair discrimination or bias.  

Not all machine learning models lack human interpretability, and for those which do, methods are available 
to improve interpretability. Explainable AI is a rapidly evolving field that aims to improve human 
interpretability of models and decisions to create appropriate trust [31]. Human interpretability can be 
tackled by developing an intrinsically interpretable model, possibly at the cost of predictive accuracy, or by 
accompanying a model with a post-hoc explanation. Potential explanations include the importance of 
features, influential instances or a surrogate model. However, what a good explanation is or how human 
interpretability can be formally evaluated, are still open research problems [36].  

Vollmer et al. [18] argue that more limited interpretability compared to human decision making or the use 
of simplified rules must be justified by improvements in predictive accuracy and clinical outcomes.  

5.8 Fixed versus dynamic models 

Clinical algorithms may be completely fixed, i.e. developed at one point in time using a given data cut, or 
they may be dynamic, i.e. regularly (or, continuously) updated to include more data or to change the model 
(e.g. different specification or covariates).  

For machine learning models, new data requires retraining of the model such that it may have different 
performance characteristics. Models can be updated at regular but infrequent intervals (e.g. QRISK is 
updated annually), or on a continuous or very regular basis whenever new data becomes available or 
alternative methodologies are applied.  

MDR 2017/745 does recognise the possibility of changes to devices over time albeit in a very structured 
way. It is less well suited to dynamic models which are updated on a continuous or very regular basis.  The 
feature is explicitly recognised in the FDA AI framework [15].  



 

D3.3 – Assessment of regulatory requirements for patient level decision making 

WP3 – Personalized medicine Version: v4.0 – Final 

Author(s): Seamus Kent, Jacoline Bouvy, Peter Rijnbeek Security: PU 16/21 

 

© Copyright 2020 EHDEN Consortium  
 

The frequency with which prediction models developed on the EHDEN platform would be updated is likely 
to depend on the specific application and data set(s) used. Where models undergo substantial 
amendments, either to data or methods, they may need to be evaluated as a new device. Where these 
changes are more modest, developers may claim equivalence, which would then be demonstrated in post-
market surveillance activities. The frequency and extent of updates has important implications for the 
workload imposed on model developers.  

5.9 Other  

The focus of this report has been on the evidence requirements for prognostic models to meet regulatory 
and HTA requirements. We have not discussed the implications for regulators and HTA bodies themselves, 
but these are substantial. The market for clinical algorithms is very different to pharmaceuticals, with low 
costs of entry and substantially more competing products [1]. For instance, there are around 800 
prognostic models in cardiovascular disease alone [17]. In addition, the value proposition of these 
technologies depends on the downstream tests and treatments, and changes to these may necessitate re-
evaluation of the algorithm [1]. This is likely to have major implications of how prognostic models are 
regulated and evaluated in practice.  

6. CONCLUSIONS 
Clinical algorithms are classified as medical devices in the incoming European regulations and will be 
regulated accordingly. For their algorithms to be used in clinical practice, developers will need to 
demonstrate performance and safety over their life cycle. The increased evidence and surveillance 
requirements should be taken into account by those developing prognostic models on the EHDEN network. 
Finally, it is essential that developers design models for integration into existing clinical systems if they are 
to inform clinical decisions. EHDEN will continue to follow developments in this field and engage further 
with regulatory bodies.  
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ANNEXES 

Annex 1 – NICE Evidence Standards Framework for tier 3b digital health technologies 

Category Minimum standard Best practice 

Demonstrating effectiveness High quality intervention study (experimental or quasi-experimental design) 
showing improvements in relevant outcomes, such as diagnostic accuracy, 
patient-reported outcomes (preferably using validated tools) including 
symptom severity or quality of life, other clinical measures of disease 
severity or disability, healthy behaviours, physiological measures, user 
satisfaction and engagement. 

Generic outcome measures may also be useful when reported alongside 
condition-specific outcomes. The comparator should be a care option that is 
reflective of the current care pathway, such as a commonly used active 
intervention. 

High quality randomised controlled study or studies 
done in a setting relevant to the UK health and social 
care system, comparing the DHT with a relevant 
comparator and demonstrating consistent benefit 
including in clinical outcomes in the target population, 
using validated condition-specific outcome measures. 

Alternatively, a well-conducted meta-analysis of 
randomised controlled studies if there are enough 
available studies on the DHT. 

Reliable information content Be able to show that any health information provided by the DHT is valid, 
accurate, up to date, reviewed and updated by relevant experts at defined 
intervals (e.g. annually), sufficiently comprehensive. 

Evidence of endorsement, accreditation or 
recommendation by NICE, NHS England, a relevant 
professional body or recognised UK patient 
organisation. Alternatively, evidence that the 
information content has been validated though an 
independent accreditation such as The Information 
Standard or HONcode certification. 

Ongoing data collection to show 
usage of the DHT. 

Commitment to ongoing data collection to show usage of the DHT in the 
target population, and commitment to share, when available, with relevant 
decision-makers such as commissioners in a clear and useful format. 

Evidence that data on usage is being collected in line 
with the minimum standards and can be made 
available to relevant decision-makers. 

Ongoing data collection to show 
value of the DHT. 

Commitment to ongoing data collection to show user outcomes (if relevant) 
or user satisfaction (using non-patient identifiable information) to show 
ongoing value, and commitment to share, when available, with relevant 
decision-makers such as commissioners in a clear and useful format. 

Evidence that data on outcomes or user satisfaction is 
being collected in line with the minimum standard and 
can be made available to relevant decision-makers. 

Quality and safeguarding. Show that appropriate safeguarding measures are in place around peer-
support and other communication functions within the platform. Describe 
who has access to the platform and their roles within the platform. Describe 
why these people or groups are suitable and qualified to have access. 
Describe any measures in place to ensure safety in peer-to-peer 
communication, for example through user agreements or moderation. 

As for the minimum evidence standard. 
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Category Minimum standard Best practice 

 

Credibility with UK health and 
social care professionals 

Be able to show that the DHT has a plausible mode of action that is viewed 
as useful and relevant by professional experts or expert groups in the 
relevant field. Either: 

a) show that relevant clinical or social care professionals working 
within the UK health and social care system have been involved in 
the design, development or testing of the DHT, or 

b) show that relevant clinical or social care professionals working 
within the UK health and social care system have been involved in 
signing-off the DHT, indicating their informed approval of the DHT 

Published or publicly available evidence documenting 
the role of relevant UK health or social care experts in 
the design, development, testing or sign-off of the 
DHT. 

Relevance to current care 
pathways in the UK health and 
social care system 

Evidence to show that the DHT has been successfully piloted in the UK 
health and social care system, showing that it is relevant to current care 
pathways and service provision in the UK. Also evidence that the DHT is able 
to perform its intended function to the scale needed (for example, having 
servers that can scale to manage the expected number of users). 

Evidence to show successful implementation of the 
DHT in the UK health and social care system. 

Acceptability with users Be able to show that representatives from intended user groups were 
involved in the design, development or testing of the DHT. Provide data to 
show user satisfaction with the DHT. 

Published or publically available evidence to show that 
representatives from intended user groups were 
involved in the design, development or testing of the 
DHT and to show that users are satisfied with the DHT. 

Accurate and reliable 
measurements 

Data or analysis which shows that the data generated or recorded by the 
DHT is accurate, reproducible, relevant to the range of values expected in 
the target population. 

Also data showing that the DHT is able to detect clinically relevant changes 
or responses 

As for the minimum evidence standard. 

Accurate and reliable 
transmission of data 

Technical data showing that numerical, text, audio, image-based, graphic-
based or video information is not changed during the transmission process 
and not biased by the data ‘value’ expected from the target patient 
population. 

As for the minimum evidence standard, but with 
quantitative data. 
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