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Abstract 

Miniaturization of electrochemical detection methods for point-of-care-devices is ideal for 

their integration and use within healthcare environments. Simultaneously, the prolific 

pathogenic bacteria Pseudomonas aeruginosa poses a serious health risk to patients with 

compromised immune systems. Recognizing these two factors, a proof-of-concept 

electrochemical method employing a micro-interface between water and oil (w/o) held at the 

tip of a pulled borosilicate glass capillary is presented. This method targets small molecules 

produced by P. aeruginosa colonies as signalling factors that control colony growth in a pseudo-

multicellular process known as quorum sensing (QS). The QS molecules of interest are 4‐

hydroxy‐2‐heptylquinoline (HHQ) and 2‐heptyl‐3,4‐dihydroxyquinoline (PQS, Pseudomonas 

quinolone signal). Hydrophobic HHQ and PQS molecules, dissolved in the oil phase, were 

observed electrochemically to facilitate proton transfer across the w/o interface. This interfacial 

complexation can be exploited as a facile electrochemical detection method for P. aeruginosa 

and is advantageous as it does not depend on the redox activity of HHQ/PQS. Interestingly, the 

limit-of-linearity is reached as [H+]≈[ligand]. Density functional theory calculations were 

performed to determine the proton affinities and gas-phase basicities of HHQ/PQS, as well as 

elucidate the likely site of stepwise protonation within each molecule.  
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Introduction 

Persistent infectious bacteria form from the aggregation of the planktonic phenotype 

(so-called ‘free-floating’ bacteria), from which arises a biofilm phenotype that is protected by 

an alginate exopolysaccharide polymer matrix.1-3 Biofilm-associated gram-negative bacteria, 

like Pseudomonas aeruginosa, pose a serious health risk to patients with compromised immune 

systems and suffers of cystic fibrosis (CF).4, 5 In CF, P. aeruginosa colonize in the lungs 

disrupting respiratory function while increasing patient morbidity and mortality. These mucoid 

biofilm structures enhance antibiotic resistance through a variety of direct and indirect 

mechanisms. The formation of the biofilm is associated with the expression of quorum sensing 

(QS) molecules.1, 2, 4, 6 QS small molecules are intercellular chemical signalling vectors that 

bacteria employ in a pseudo-multicellular fashion to regulate a host of behaviours with the aim 

of enhancing overall colony ‘fitness’.7 P. aeruginosa secretes multiple QS molecules (e.g., 4-

hydroxy-2-heptylquinoline, HHQ; 2-heptyl-3,4-dihydroxyquinoline, i.e., pseudomonas 

quinolone signal, PQS; and pyocyanin) that also behave as virulence factors that directly inhibit 

the ciliary function of respiratory epithelial cells.8 However, owing to their ability to permeate 

cell membranes these virulence factors have the potential to effect respiratory, urinary, and 

vascular function as well as presenting detrimental effects to the central nervous system.9 

To confirm the presence of bacterial infections in CF patients, acquired sputum lung 

samples must be cultured for several days to isolate the bacterial strains present which is a 

highly costly and laborious process. Thus, there has been a push for the development of a 

number of rapid analytical methods for the detection of QS small molecules. Using rapid turn-

around testing, patients would be diagnosed and receive treatment more quickly, thus reducing 

patient morbidity and mortality rates. This is of particular significance considering the increase 

in antibiotic resistant strains.10-13 There is a plethora of quantitative and qualitative analytical 

methods for biofilm characterization including Coulter counter,14 flow cytometry,15 and 

scanning electron microscopy.2 Recently, matrix assisted laser desorption/ionization mass 

spectroscopy (MALDI) employing ionic liquid matrices to enhance the detection of small 

molecules and coupled with dispersive liquid-liquid microextractions was successful in 

detecting PQS, HHQ, and pyocyanin in CF patient sputa.5 

Meanwhile, the implementation of electroanalytical methods for high-throughput, rapid 

detection of QS small molecules by exploiting their redox activity has achieved success;12, 16-

42 e.g., Buzid et al.43 developed a boron-doped diamond electrode with nanomolar QS molecule 

detection levels. Moreover, microelectrodes have also been a means to characterize bacterial 
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growth and investigate intercellular communication through scanning electrochemical 

microscopy (SECM).3, 17, 22, 39 Koley et al.3 spatially mapped the concentration of pyocyanin 

above a cultured P. aeruginosa biofilm and discovered a concentration gradient in the reduced 

state pyocyanin that increased concomitantly as the SECM tip approached the biofilm. Several 

groups have implemented microelectrode arrays – often coupled with optical microscopies – 

to spatiotemporally monitor growth of the biofilm phenotype in vitro.16, 32, 40 The 

spatiotemporal resolution of metabolite and QS molecules surrounding a bacterial colony is 

essential to understanding cell-to-cell communication at different growth stages of the biofilm. 

A complementary technique to a solid-solution electrode system is to use the electrified 

interface between two electrolytic solutions (ITIES); e.g., the interface between water and oil 

(w/o) in which the Galvani potential difference (𝜙𝑤 − 𝜙𝑜 = Δ𝑜
𝑤𝜙) localized across the interface 

is mediated by two electrodes, one immersed in either phase.44-47 Current changes across the 

ITIES are the result of charge transfer; i.e., simple or facilitated/ligand assisted ion transfer as 

well as electron transfer. 

Herein is presented an electrochemical method employing a micro-liquid-liquid 

interface (25 μm in diameter) between water and 1,2-dichloroethane for use in testing patient 

sputum extracts. The electrochemical signal originates from facilitated ion transfer across the 

liquid-liquid interface via PQS or HHQ interfacial coordination. As has been demonstrated, 

PQS behaves as ferric ion chelating agents that in-turn facilitate siderophore mediated iron 

uptake.3, 48 Both molecules also behave as Lewis bases and have been shown to coordinate to 

alkali metals as well as protons.42 Owing to their hydrophobicity these molecules are easily 

dissolved in organic solvents. Indeed, many bioassay protocols begin by first extracting QS 

molecules into an organic solution which is typically followed up by evaporation and 

redistribution steps.49, 50 The proposed method would eliminate these steps and could be applied 

directly to the sputum extracts. Electroanalytical methods are further advantaged by their low 

cost, small laboratory/clinical footprint, and easy to use instrumentation relative to other 

analytical techniques like mass spectroscopy. 

Using developed thermodynamic, analytical solutions to electrochemically induced 

liquid-liquid facilitated ion transfer,51 HHQ and PQS interfacial proton coordination has been 

characterized at the micro-ITIES with proton:ligand stoichiometries of roughly 1:1. These 

complexes have been compared to density functional theory (DFT) calculations in order to 

determine the most reasonable protonation site on each molecule. 
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Experimental 

All purchased chemicals were used as delivered without additional purification, unless 

indicated. 1,2-dichloroethane (DCE, ≥99.8%), lithium chloride (LiCl, ≥95%), 

tetraethylammonium chloride (TEACl, ≥98%), sodium 4-octylbenzenesulfonate dihydrate 

(NaOBSA, 98%), tetrabutylammonium perchlorate (TBAClO4, ≥99%), 

bis(triphenylphosphoranylidene)ammonium chloride (BACl, 97%), and citric acid (≥99.5%) 

were purchased from Sigma-Aldrich. Lithium tetrakis(pentafluorophenyl)borate etherate 

(Li(Et2O)nTB), >99%) bought from Boulder Scientific was combined with BACl in a 1:1 ratio 

in 2:1, methanol:water to generate bis(triphenylphosphoranylidene)ammonium 

tetrakis(pentafluorophenyl)borate (BATB) by metathesis reaction. A white precipitate was 

obtained, filtered, and then recrystallized in acetone at ~4°C overnight (>99% yield by mass). 

Aqueous solutions were prepared with high purity water (>18.2 MΩ cm) using a Millipore 

MilliQ filtration system. 

4‐hydroxy‐2‐heptylquinoline (HHQ) and 2‐heptyl‐3,4‐dihydroxyquinoline (PQS, 

Pseudomonas quinolone signal) were synthesized as previously described by McGlacken et 

al.52 HHQ and PQS were deemed analytically pure based on NMR analysis. All spectra were 

consistent with that previously published.53 

All electrochemical experiments were performed using a Metrohm potentiostat in a 3-

electrode configuration using a modified pipette holder (HEKA Electroniks, Reutlingin, 

Germany), as described in detail elsewhere.54, 55 The electrolytic cells employed are detailed in 

Scheme 1, where each vertical line represents a phase boundary, the double vertical line 

represents the polarisable ITIES held at the pipette tip, and with the aqueous phase filling the 

pipette. The potential was referenced to the transfer of ClO4
–, taken to be –0.154 V,56 unless 

otherwise noted. 
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Scheme 1: Electrochemical Cells. In Cells 1, 2, and 3, L indicates the ligand (either HHQ or 

PQS) employed and Y indicates the ligand concentration (25, 50, or 100 μM). In Cells 1 and 2, 

the aqueous pH was adjusted with either HCl or citric acid, respectively. 

 

Pulled borosilicate glass capillaries were fashioned into micropipettes in a method 

described previously.54, 55, 57 The pore radius (~12.5 μm) was confirmed by 

tetraethylammonium (TEA+) ion transfer cyclic voltammetry (CV) by varying the scan rate 

from 5-100 mV s–1 and comparing the linear progression of the ion peak transfer current to the 

Randles-Ševčík, equation (see the Electronic Supplementary Information, ESI, for details). 

DFT calculations were carried out using Compute Canada ACENet servers with pre- and 

postprocessing via GaussView software. Geometry optimization, structural, and electronic 

properties for HHQ and PQS were carried out at the Becke 3-parameter hybrid exchange and 

Lee-Yang-Parr (B3LYP) correlation DTF by using Pople’s polarized double-ζ basis set, 6-

31G(d,p),58, 59 for all atoms with Gaussian 16.60 Natural bond orbital analysis was applied to 

determine the atomic charges. 

 

Results and Discussion 

 

 

Figure 1: Cyclic voltammograms (CVs) recorded using Cell 1 with L = HHQ at 50 μM in the 

DCE phase, while the pH was adjusted using HCl from 2.5-4.0 (curves a-d). A scan rate of 25 

mV s–1 was employed. The blank curve was obtained with no HHQ added to the DCE phase. 

 

CVs obtained using Cell 1 with 50 μM of HHQ in the DCE phase while varying the pH 

using HCl in the aqueous phase have been plotted in Figure 1. Here HCl acts as both analyte 
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and supporting electrolyte. The Galvani potential difference between water and oil (𝜙𝑤 − 𝜙𝑜 =

Δ𝑜
𝑤𝜙) spans the interface but occurs over only a few nanometers at most61 and is the driving 

force for charge transfer. The dashed-black trace shows the response with no HHQ added to 

the DCE phase (blank curve) that is limited at positive and negative potentials by the transfer 

of protons and Cl–, respectively, from the aqueous to organic phase (w→o).56, 62 Once HHQ is 

introduced into the DCE phase, a steady-state wave was observed with half-wave potentials 

(Δ𝑜
𝑤𝜙1/2) that vary from –0.009 to 0.100 V as the pH of the aqueous phase is changed from 2.5 

to 4.0. Ligands lower the overall Gibbs energy of ion transfer through complexation with metal 

ions or protons.51, 54-56, 63-70 Owing to the asymmetric diffusion regime at a micropipette – linear 

inside and hemispherical outside65 (see Figures S3 and S4 of the ESI) – and since 

[H+]>>[HHQ], it follows that the current signal would be diffusion limited by HHQ and 

generate the observed steady state current; therefore, this steady state wave is the facilitated 

transfer of protons by HHQ from w→o. Facilitated ion transfer has been studied extensively 

and several mechanisms have been elucidated;51, 63, 64, 66-70 however, for simplicity and owing 

to the hydrophobic nature of HHQ, only transfer by interfacial complexation (TIC) or transfer 

followed by organic phase complexation (TOC) were considered. The 

analytical/thermodynamic solution for TIC and TOC are indistinguishable.51 The overall 

reaction is described by, 

        [1] 

where m and n are the H+ and ligand (L) stoichiometries, respectively. 

A facile analytical solution to the TIC/TOC mechanism was derived by Girault’s 

group;51 whereby, through a linear relationship two important thermodynamic coefficients can 

be obtained: (i) the overall complexation constant, β, and (ii) the H+:ligand (m:n) stoichiometry. 

The overall solution for the [H+]>>[L] regime is, 

𝛥𝑜
𝑤𝜙1/2,HL𝑛

𝑚+ ≈ 𝛥𝑜
𝑤𝜙𝐻+

𝑜′ −
𝑅𝑇

𝑚𝑧𝐹
𝑙𝑛 (𝑛𝛽 (

𝑐𝐿
∗

2
)
𝑛−1

) −
𝑅𝑇

𝑧𝐹
𝑙𝑛(𝑐𝐻+

∗ )     [2] 

where Δ𝑜
𝑤𝜙1/2,HL𝑛

𝑚+ is the half-wave potential of the H+-ligand complex obtained from CV 

measurements; Δ𝑜
𝑤𝜙𝐻+

𝑜'  is the formal ion transfer potential of H+ taken to be 0.587 V;56 
*

Lc
 and 

*

H
c +  are the initial/bulk concentrations of the ligand and H+, respectively; while R, T, z, and F 

have their usual significance. As has been shown,65 if one assumes an n value of 1, then 

regardless of the value of m, equation 2 reduces to a linear relation, 

−
𝑧𝐹

𝑅𝑇
(Δ𝑜

𝑤𝜙1/2,HL𝑛
𝑚+ − Δ𝑜

𝑤𝜙𝐻+
𝑜' ) ≈

1

𝑚
𝑙𝑛(𝛽) + 𝑙𝑛(𝑐𝐻+

* )     [3] 
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With this in mind, the pH of the aqueous phase was varied using Cell 1 from 2.5-4.0 

while [HHQ] was maintained in the DCE phase at either 25, 50, or 100 μM. Plots of δ = 

−
zF

RT
(Δ𝑜

𝑤𝜙HL𝑛
+ − Δ𝑜

𝑤𝜙𝐻+
𝑜' ) versus 𝑙𝑛[𝑐𝐻+

* ] obtained for each [HHQ] concentration are given in 

Figure 2 with panels A, B, and C corresponding to [HHQ] = 25, 50, and 100 μM, respectively. 

The red lines in Figure 2 are the product of linear regression analysis where the slope and y-

intercept are the effective stoichiometry and lnβ, respectively. The results of the linear fitting 

are provided in Table 1 along with the Pearson’s R value associated with each data set. There 

is good agreement between each of the three concentrations of HHQ. Since the slope of the 

linear fitting is ~1, the assumption that the H+:HHQ stoichiometry of 1:1 employed in the 

generation of equation 3 is sound. 

 

 

Figure 2: Plots of δ = −
zF

RT
(Δ𝑜

𝑤𝜙HL𝑛
+ ,1/2 − Δ𝑜

𝑤𝜙𝐻+
𝑜' ) versus 𝑙𝑛[𝑐𝐻+

* ] with Δ𝑜
𝑤𝜙HL𝑛

+ ,1/2 obtained 

from the ligand assisted half-wave potential of CVs as shown in Figure 1. Panels A, B, and C 

were computed from CVs using Cell 1 with L = HHQ and [HHQ] = 25, 50, and 100 μM, 

respectively. The red lines are the result of linear regression analysis. 

  



8 
 

Table 1: Linear regression data obtained from Figures 2 and 4 where 𝑐𝐿
* is the bulk/initial 

ligand concentration employed in the DCE phase, R is Pearson’s R value, and lnβ represents 

the y-intercept. 

Ligand (L) *

Lc /μM ln    
slope R 

 25 29.6 1.21 0.973 

HHQ 50 29.6 1.20 0.988 

 100 28.2 1.09 0.960 

 25 20.5 0.88 0.995 

PQS 50 20.9 0.91 0.987 

 100 20.6 0.79 0.990 

 

Figure S3 (see ESI) depicts CVs obtained using Cell 1 and 2 where the pH has been 

adjusted with either citric acid (curves a, b, and c) or HCl (curves d, e, and f) to pH 3.5, while 

25 (curves a and d) and 50 μM (curves b and e) of HHQ were added in the DCE phase. While 

a small difference in the steady state current (iss) between the citric acid and HCl containing 

cells was observed, Δ𝑜
𝑤𝜙1/2 for HHQ assisted proton transfer does not vary by more than 

±2 mV which is well within experimental error. For example, Δ𝑜
𝑤𝜙1/2 at 25 and 50 μM HHQ 

with citric acid was determined to be 0.082 and 0.068 V, while for Cell 1, with HCl Δ𝑜
𝑤𝜙1/2 

was 0.080 and 0.068 V, respectively. Therefore, it can be concluded that for the proton sources 

tested, these sources do not influence H+-HHQ binding. 

Moving forward, the nature of PQS facilitated proton transfer was tested using Cell 1 

with L = PQS. The pH in the aqueous phase was varied using HCl from 2.0-3.5 and the recorded 

CVs with [PQS] = 50 μM in DCE are presented in Figure 3. Without PQS added (blank trace) 

the CV is limited by H+ and Cl– transfer at positive and negative potentials, respectively. After 

addition of PQS a steady state curve was observed with Δ𝑜
𝑤𝜙1/2 varying from 0.145 to 0.227 V 

as the pH was changed from 2.0-3.5. Similar to the HHQ case, since [H+] >> [PQS], then the 

facilitated ion transfer response should be diffusion limited by PQS in the DCE phase. This 

agrees well with the asymmetric pipette geometry which indicates a diffusion limited process 

in the DCE phase resembling redox responses at a recessed ultramicroelectrode. Therefore, the 

steady state wave observed in Figure 3 is facilitated proton transfer by PQS via equation 1. 

Owing to their similar chemical structure and hydrophobicity, H+-PQS facilitated transfer 

likely proceeds through a TIC/TOC mechanism. 
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Figure 3: CVs recorded using Cell 1 with L = PQS at a concentration of 50 μM in DCE and 

aqueous pH varied using HCl from 2.0-3.5 (traces a-d). All other experimental parameters are 

the same as those described in Figure 1. 

 

Using the Δ𝑜
𝑤𝜙1/2 obtained from the CVs in Figure 4, plots of 𝛿 = −

zF

RT
(Δ𝑜

𝑤𝜙HL𝑛
+ ,1/2 −

Δ𝑜
𝑤𝜙𝐻+

𝑜' ) versus 𝑙𝑛[𝑐𝐻+] were generated for 3 different PQS concentrations: 25, 50, and 100 μM 

for panels A, B, and C, respectively. The results of the linear regression analysis have been 

tabulated in Table 1. The slope of the linear fitting is ~1 indicating that the ligand and proton 

stoichiometry from equation 1 for PQS are 1:1 and agree well with each other. 

 

 

Figure 4: Plots of δ = −
zF

RT
(Δ𝑜

𝑤𝜙HL𝑛
+ ,1/2 − Δ𝑜

𝑤𝜙𝐻+
𝑜' ) versus 𝑙𝑛[𝑐𝐻+] with L = PQS and 

Δ𝑜
𝑤𝜙HL𝑛

+ ,1/2 obtained from the experimental CVs shown in Figure 3. Panels A, B, and C were 

compiled from CVs using Cell 1 with [PQS] equal to 25, 50, and 100 μM, respectively. 
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The average overall complexation constants for equation 1 with 1:1 stoichiometry for 

H+:HHQ and H+:PQS are 4.4×1012 and 9.4×108, respectively. Since Ka = 1/β these translate to 

pKa’s of 12.6 and 9.0, respectively and agree well with the first pKa values estimated by Zhou 

et al.53 using Marvin 6.8 software reported as 11.46 and 9.89, respectively. The pKa of HHQ 

is higher than that of PQS; this agrees well with our previous results at a large-ITIES.42 The β 

values obtained for H+-HHQ and H+-PQS are similar to those obtained for phospholipid-proton 

interactions;65 however, the n and β values differ from our previous study at a large-ITIES 

(stoichiometries of 3:1 and 2:1 for HHQ:H+ and PQS:H+, respectively)42 due to the high 

concentrations of ligand employed in that work causing the protons to become saturated with 

ligand. Therefore, the overall complexation constants are not directly comparable between our 

previous work and this one. 

Figure 5 contains examples of current signal versus ligand concentration plots (● traces) 

for HHQ (A) and PQS (B), at pH 2.5 as well as linear regression traces (solid, red lines). The 

dashed, black traces are based on the standard deviation with a 99.8% confidence interval as 

described in the ESI and by Skoog et al.71 Signal detection limit based on 4 replicate blanks 

was 19.1 pA with a detection limit of 1.2 and 1.1 μM for HHQ and PQS, respectively. Signal 

versus concentration plots were generated for the other pH’s (data not shown); R2 values varied 

from 0.999 to 0.996 for HHQ and 0.999 to 0.976 for PQS. The measurement error increases 

concomitantly with ligand concentration. This is owing to the system transitioning from a 

[H+]>>[ligand] to [H+]≈[ligand] state and from a ligand diffusion limited regime to one limited 

by protons. This in-turn results in the steady state current signal taking on a peak-shaped profile 

in the forward scan (see Figure S5 in the ESI).44-47, 65 [H+]≈[ligand] therefore describes the 

limit of linearity for this method, particularly for HHQ. The error is relatively small and 

indicative of a sensitive electroanalytical technique that can be further improved by reducing 

the interfacial radius from micron to nano scale72-75 or by employing micro/nano-arrays.76-80 
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Figure 5: Current signal (pA) at pH 2.5 versus [HHQ] and [PQS] (μM, ● traces) plotted in 

panels A and B, respectively. The red, solid line is a product of linear regression analysis, while 

the dashed lines are the standard deviation of the line-of-best-fit based on a 99.8% confidence 

interval (for error analysis see ESI). 

 

As was shown recently by Chai et al.81 for N,N-dimethylaminobenzoic acid, 

determination of the protonation site can be complex and is impacted by electron-donating and 

-withdrawing substituents. Here, the phenol groups are known to possess inductive electron 

withdrawing character but simultaneously donate charge through resonance, while the ring 

embedded nitrogen typically has a high localized electron density via a lone pair of electrons. 

To investigate the protonation illustrated in Schemes 2 and 3 through site specific proton 

affinity and basicity, DFT computational analysis was employed; for computational ease and 

simplicity, only gas-phase reactions were considered. 

As detailed in Scheme 2, HHQ and PQS were investigated for 2 and 3 protonation steps, 

respectively. The relative proton affinity (PA) and gas-phase basicity (GB) are defined as the 

negative enthalpy change (ΔH) and negative Gibbs energy change (ΔG), respectively, and their 

magnitudes have been presented relative to the initial HHQ or PQS molecule in Table 2.82-84 
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Scheme 2: HHQ (A) and PQS (B) protonation pathways through the quinoline and quinolone 

forms. The blue numbers around compound 1 and 5 indicate the numbering of positions.  

 

Table 2: Proton affinities (PA) and gas-phase basicities (GB) for selected positions as indicated 

in Figure 6 on HHQ or PQS as determined through DFT computational analysis and relative to 

the initial molecule M in equation 4. C–O indicates protonation on oxygen. GB, PA, and ΔS 

have units of kJ mol–1, kJ mol–1, and J mol–1 K–1, respectively. 

 Protonation 

Step 
Position 

GB 

(kJ/mol) 

PA 

(kJ/mol) 

ΔS 

(J/molK) 

HHQ 

1 → 2 C(4)-O 1354.63 1385.53 0.294 

2 → 3 N(1) 970.88 1002.78 0.110 

1 → 4 N(1) 1367.15 1397.89 0.327 

4 → 3 C(4)-O 694.73 720.91 1.204 

PQS 

5 → 6 C(4)-O 1749.03 1773.00 1.626 

5 → 7 C(3)-O 1816.48 1842.76 1.182 

6 → 8 C(3)-O 1392.44 1422.15 0.332 

7 → 8 C(4)-O 1323.99 1352.40 0.775 

8 → 9 N(1) 961.67 995.06 –0.180 

5 → 10 N(1) 1734.77 1758.80 1.620 
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10 → 11 C(3)-O 1438.35 1471.96 –0.229 

11 → 9 C(4)-O 929.01 959.46 0.387 

 

Figure 6 illustrates the molecular electrostatic potential (MEP) maps for HHQ (A) and 

PQS (B) for the molecules given in Scheme 2 with the negative and positive electrostatic 

potential indicated in red and blue, respectively, while green is of intermediate potential. For 

species 1, 4, 5-7, 10, and 11 most electron density is localized on the oxygen(s), while 2 and 8 

have electron density distributed on to an oxygen and the nitrogen; these are the likely sites for 

protonation. 

 

 

Figure 6: Molecular electrostatic potential (MEP) maps of HHQ (A) and PQS (B). Red and 

blue regions indicate areas of high positive and negative charge, respectively, with the potential 

values indicated inset. Bold numbers are the associated molecule numbers from Scheme 2. 

 

As HHQ transitions along the quinoline path (1 → 2 → 3) the oxygen at C(4) is the 

first site of protonation (PA = 1385 kJ mol–1), followed by N(1) (PA = 971 kJ mol–1). For the 

quinolone path, protonation of N(1) is favourable (PA = 1398 kJ mol–1), to give the quinolone 

isomer, and also emerges as a likely route, mirroring the existence of both isomeric forms.  
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For the PQS quinoline pathway, protonation at C(3)-O– is favoured over the C(4)-O– 

position; i.e., 7 (PA = 1816 kJ mol–1) is favoured over 6 (PA = 1749 kJ mol–1). Thus, 7 was 

structurally optimized and used to determine the subsequent protonation step which follows at 

C(4)-O–. Finally, N(1) protonation and the formation of 9 is associated with a PA of comparable 

value to N(1) in the formation of 3. Similar to HHQ, the PQS quinolone pathway has a high 

PA (1759 kJ mol–1) at N(1). 

Aqueous and DCE solvent based DFT simulations are underway but are beyond the 

scope of the present work. The overall PA and GB values are in good agreement with similar 

organic molecules.82-84 

 

Conclusions 

The thermodynamics of HHQ/PQS facilitated proton transfer at an electrified micro-

liquid-liquid interface have been investigated and revealed proton:ligand stoichiometries of 1:1 

in the case of both QS molecules. Through established analytical solutions to facilitated ion 

transfer51 the pKa’s for HHQ and PQS were measured to be 12.6 and 9.0, respectively, and 

agree well with computed values.53 The miniaturization of this analytical method along with 

these data provide a proof-of-concept biosensor for QS small molecule detection which could 

be applied to a clinical setting with 1 μM detection levels that could be improved by further 

reducing the ITIES size. Specification could be further enhanced by using a hydrophobic ionic 

liquid medium in place of the organic phase impregnated on a membrane and placed between 

the sputa sample and an acidified aqueous solution. While borosilicate glass capillaries have 

been used here, this could be replaced by a small disposable, single-use slide with a micropore 

on which a patient sample could be deposited and tested. 

Meanwhile, DFT analysis revealed the likely protonation sites for HHQ and While 

calculated for gas-phase reactions, these data are likely to also be of interest to mass 

spectroscopists. Aqueous and DCE phase computational analysis of likely protonation sites are 

in progress but beyond the scope of the current work. 
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