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Abstract

Network neutrality (NN) is a principle of equal treatment of data in network infras-
tructures with fairness and universality being the primary outcomes of the NN
management practice. For networks, the accomplishment of NN management prac-
tice is essential to deal with heterogeneous user requirements and the ever-increasing
data traffic. Current tools and methods address the NN problem by detecting net-
work neutrality violations and detecting traffic differentiation. This paper proposes
the NN-PCM (Network Neutrality Policy Conformance Module) that deploys the
BEREC network neutrality policy using a bandwidth allocation model (BAM). The
NN-PCM new approach allocates bandwidth to network users and accomplishes the
BEREC NN policy concomitantly. Network neutrality is achieved by grouping users
with similar traffic requirements in classes and leveraging the bandwidth allocation
model’s characteristics. The conceptual analysis and simulation results indicate that
NN-PCM allocates bandwidth to users and accomplishes BEREC network neutral-
ity conformance by design with transparent, non-discriminatory, exceptional, and
proportional management practices.
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1 INTRODUCTION

Network neutrality (NN) is a principle of equal treatment of
data moving across a network infrastructure. It is a network
operation, administration, and management principle in which
the traffic should not be discriminated based on its source,
destination or content1 2 3.

The current computer network evolution scenario includes
networks such as IoT (Internet of Things), 5G and Cloud/-
Fog/Edge computing with a wide variety of services, applica-
tions, billions of users, and ever-increasing data traffic. Corpo-
rate networks, Internet Service Providers (ISPs), and Content
Providers (CPs) play a crucial role in conveying data world-
wide. For all these networks, the NN modeling and deployment

†BEREC - Body of European Regulators for Electronic Communications.

is a challenging task not yet adequately addressed by the
research community due to its heterogeneous traffic character-
istics and the complexity of these network ecosystems4 5.

Many regulatory authorities around the world assumed
the task of defending fairness and universality principles for
computer networks such as the Internet6. These regulatory
instances created rules or offered guidelines for traffic dis-
crimination towards network neutrality7 8 9. In general, these
rules limit the ability of networks to interfere with applica-
tions, content, and services, prohibiting undue discriminatory
Internet Traffic Management (ITM), also referred to as unrea-
sonable network management for networks in general10 7. NN
regulatory norms and guidelines were issued and implemented
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at the national level by the USA8, the European Commu-
nity(BEREC1)7, and Asian and Brazilian regulatory institu-
tions9 11.

In 2020, network neutrality gains a new push due to the pan-
demic situation around the world. In effect, the sudden increase
of Internet usage by citizens locked in their homes and the need
for communication quality and minimum bandwidth alloca-
tion assurance points to the need to regulate the Internet and
have a neutral, even, and balanced resource allocation policy
for networks in general.

Although the regulation defining network neutrality prin-
ciples and norms have existed and the network neutrality
research has been active for a decade, NN tools and technical
solutions deployed in networks are under-explored.

Most research efforts and tools available so far are focused
on detecting NN violations and providing methods and tech-
niques for traffic differentiation in networks12. In addition to
that, NN research and discussion have strongly focused on
regulatory issues, business models, and network traffic dis-
crimination impact for users and providers13 14.

In this paper, we propose the tool NN-PCM (Network
Neutrality Policy Conformance Module). NN-PCM is a net-
work neutrality policy conformance module based on a Band-
width Allocation Model (BAM) that accomplishes the BEREC
(Body of European Regulators for Electronic Communica-
tions) network neutrality non-discriminatory policy for net-
works.

NN-PCM approach is new in the sense that the BAM
model and configuration used to separate network traffic in
classes inherently guarantees the BEREC network neutrality
non-discriminatory policy for networks. In brief, the mod-
eling approach used to group network users in classes cou-
pled with the leveraging of the BAM model characteristics
results in accomplishing the BEREC network neutrality non-
discriminatory policy for networks.

Unlike the approaches in current NN tools approaches, the
NN-PCM does not detect NN violations or focuses on monitor-
ing traffic differentiation. It directly enforces the NN BEREC
policy based on its operation, and that is new and differenti-
ates this solution from the current ones available. As such, it
has a new outstanding characteristic that allows NN model-
ing and NN deployment by design2. To achieve such a goal,
the NN-PCM leverages the characteristics of bandwidth allo-
cation models (BAMs) and uses an SDN/OpenFlow-based
architecture to program and control the network.

The organization of the paper is as follows. Section 2
presents an overview of the related works. Section 3 presents

1BEREC - http://berec.europa.eu/
2For the scope of this paper, NN, by design, means that the BAM characteristics

inherently accomplish the network neutrality.

the NN-PCM motivation followed by sections 4 and 5 pre-
senting BAM and BEREC basic concepts that serve as the
primary background for the following discussion. Section 6
presents NN-PCM architecture, and section 7 develops the
analytical formulation of the model and illustrates its config-
uration. Section 8 discusses the conformance to BEREC ITM
requirements with the final considerations following in section
9.

2 RELATED WORK

Network neutrality may be monitored and evaluated in the
network in different ways. Garret12 and Li15 present an exten-
sive survey of monitoring techniques and practices for traffic
differentiation detection. These techniques can be used for
the detection of traffic violations from the perspective of a
user. They differ from the proposed NN-PCM solution that
addresses the NN problem changing the perspective from the
users to the network’s side. NN-PCM addresses the NN princi-
ples and applies them to network operation and management.
A NN solution based on traffic differentiation, as indicated by
Garret12, has enormous challenges to be deployed in networks.

Another way to treat NN in the network is to provide a tech-
nical solution or tool that, based on its operation, effectively
deploys the defined NN policy. Wójcik16 proposes a technical
solution aligned with the former approach using a QoS archi-
tecture. According to the authors, the FAN (Flow-Aware Net-
working) assures implicit service differentiation based solely
on the traffic characteristics without any possibility of unde-
sirable interference by ISPs or Internet users. In this proposal,
some control of routers is assumed by using QoS configu-
rations that are not always easy to realize for most practical
situations. The NN-PCM tool differs from this solution by
deploying neutrality grouping users in classes and allocating
bandwidth to them based on the BAM characteristics that, by
its turn, result in a neutral operation.

Schewick2 proposed recently eight possible network neu-
trality rules, but does not provide details about how these rules
are modeled and implemented for networks. One of the pro-
posed rules allows networks to treat classes of applications
differently if they treat equally all traffic within each class. This
specific rule is aligned with the NN-PCM model for network
user grouping in traffic classes for NN conformance.

The works in Garret12, Ravaiol17 and Zhang18 detect net-
work neutrality violations through end-to-end measurements
using various techniques like censorship, traffic differentiation
and traffic modification. These approaches detect NN viola-
tions, but do not effectively deploy the NN police. This is fun-
damentally different from NN-PCM tool that implements the

http://berec.europa.eu/
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NN policy by design controlling the allocation of bandwidth
for network users.

The work in Maltinsky19 explores the security vulnerabil-
ities of the network neutrality measurements and violations
detection techniques as far as they expose certain types of
traffic. The NN-PCM NN deployment by design offers an
advantage in this respect as far as the traffic is not exposed to
any tool.

Mayer20 discusses the legitimacy of monitoring methods
used by ISPs and suggests an open-source framework that
explores a certain number of measurements and points out
the need for transparency in how ISPs monitor and dis-
criminate user traffic. The NN-PCM provides legitimacy and
transparency by exposing and advertising the user’s traffic
class mapping used in the network. Therefore, the NN-PCM
provides configuration visibility for monitoring and auditing
purposes for all stakeholders and players involved. This is a
fundamental NN-PCM advantage in terms of facilitating NN
regulation.

The work in Sivaraman21 is similar to NN-PCM. It is based
on classes of traffic, and for each class, there is an allo-
cated bandwidth. NN-PCM fundamentally differs from this
work by allocating bandwidth dynamically on a per-demand
basis, resulting from the inherent behavior of the bandwidth
allocation model (BAM) used. In summary, the by design char-
acteristics of NN-PCM allow a more flexible and dynamic
configuration and operation for the network.

Most recently developed works on NN discuss market impli-
cations, social impacts, and regulatory issues like innovation,
competition, acceptable forms of network management, price
and service differentiation, and the importance of traffic man-
agement22 23 24 25 26 13 10 27. Although highly relevant from the
societal point of view, these works also do not discuss or pro-
pose any technical solution or tool to handle the network traffic
and to provide neutrality.

To the best of our knowledge, there is not yet a pro-
posed solution that models user’s traffic and accomplishes
the BEREC network neutrality policy in a transparent, non-
discriminatory, exceptional, and proportional way.

3 MOTIVATION

The primary motivation of the NN-PCM is to fill an exist-
ing gap and lack of tools for deploying the BEREC network
neutrality policy in networks.

NN-PCM models and enforces BEREC NN. It does not
focus on detecting violations or measuring traffic characteris-
tics, and, in effect, it deploys the NN policy while granting
bandwidth for network users. These characteristics go beyond
the currently available type of tools that have been extensively

explored in the domain, and that simply detect NN violations
without providing a solution, as to enforce network neutrality
rules to accomplish network neutrality.

NN-PCM can be used by corporate networks, ISPs, and
Content Providers. It is a tool that groups network users in traf-
fic classes and deploys the network neutrality business model
based on the inherent behavior of the bandwidth allocation
model (BAM).

Bandwidth allocation models are used to implement the
NN-PCM. Therefore, two main questions must be discussed
initially:

• How bandwidth allocation models work; and

• How BAM models characteristics are used to implement
the NN-PCM and to achieve NN.

These issues are considered in the following sections.

4 BANDWIDTH ALLOCATION MODELS -
SUMMARY

Bandwidth allocation models define a resource allocation and
resource sharing method. Reale28 29 discusses BAM operation,
and Figure 1 summarizes all the allocation sharing methods
that are possible. With BAM, bandwidth can be private or can
be shared between high and low priority users in both direc-
tions (LTH - Low to High and HTL - High to Low sharing),
depending on the BAM model used.
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FIGURE 1 BAM generalized bandwidth allocation and shar-
ing methods29
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The most basic BAM models (MAM - Maximum Alloca-
tion Model30 and RDM - Russian Dolls Model31) are resource
sharing theoretical models described by RFCs (Request for
Comments) that define how to share and to enforce different
bandwidth constraints for different classes of traffic aiming
traffic engineering. More recently, hybrids of the basic models
were proposed32 33. The ATCS model (AllocTC-Sharing)34 is
a new basic BAM model that allows resource sharing among
all traffic classes and the GBAM model28 (Generalized BAM)
generalizes the deployment of all possible resource sharing
strategies for all existing BAM models.

BAMs are deployed nowadays in domains like link band-
width sharing35 36, last mile networks37, 5G networks with
virtual network embedding38 and fiber optic networks39 40.

BAM is mostly applied to networks in which resources such
as link bandwidth and fiber optic slots (lambda circuits) are
limited. In this paper, BAMs are used to allocated bandwidth
3 to users in network links.

BAM operation requires 3 main configuration steps (Figure
1)28 29:

• The grouping of applications into traffic classes (TCs)
with similar network requirements;

• The configuration of the maximum amount of band-
width (resource) per traffic class (Bandwidth Constraints
- BC); and

• The definition of the strategy for bandwidth (resource)
sharing among traffic classes (TCs) such as private, LTH
(Low-To-High), and HTL (High-To-Low) sharing29.

There are 3 basic BAM models, described in Reale28 34 and
Neto33:

• Maximum Allocation Model (MAM)30;

• Russian Dolls Model (RDM)31; and

• AllocTC-Sharing (ATCS)34.

Maximum Allocation Model (MAM) allocates bandwidth
without any bandwidth sharing between traffic classes (TCs).
In summary, MAM traffic classes have exclusive use of their
bandwidth resources (BCs).

In the Russian Dolls Model (RDM), it is possible to share
bandwidth not used by high priority classes. As such, low pri-
ority classes may have access to extra bandwidth in addition
to their bandwidth resources (Figure 1) (HTL - High to Low
sharing).

Finally, the AllocTC-Sharing model (ATCS) generalizes
bandwidth sharing among all classes (low and high priority). In

3The term bandwidth, for the scope of this paper, will mean the capacity or
transmission rate allocated to a user in a link.

this case, all unused bandwidth might be shared among classes
independently of their priority (Figure 1) (HTL - High to Low
and LTH - Low to High sharing).

The ATCS model is adopted in the NN-PCM since it
includes and reproduces the operation of all BAM basic mod-
els (MAM and RDM) and supports a broader scope of appli-
cations41.

5 THE BEREC REASONABLE INTERNET
TRAFFIC MANAGEMENT

BEREC (Body of European Regulators for Electronic Commu-
nication) is the European body that brings together all national
regulatory authorities (NRAs) and explores such issues as
transparency, competition, quality of service, quality mon-
itoring, and IP interconnection in the context of network
neutrality42.

As discussed in BEREC7, the BEREC reasonable Inter-
net Traffic Management (ITM) is an acceptable practice that
can be used by networks to implement non-discriminatory
rules and policies. The so-called reasonable-ITM-exception
is discussed in regulatory documents7 8 9 and studies22 43 2. In
summary, it is a fair and justifiable deviation from the strict NN
non-discrimination rule, where all traffic is absolutely equal in
terms of network requirements44 10.

The reasonable ITM is a concept proposed by Europeans
through BEREC43. There is a long-term discussion on what
network neutrality concept should be used for all actors
involved that we consider as out of the scope of this paper.
Indeed, we consider BEREC ITM proposal a valid reference
for network neutrality based on two main reasons:

• The agnostic approach inherently embedded in the
BEREC ITM does not significantly differ from concepts
supported by other regulatory institutions; and

• BEREC proposal is based on objective technical require-
ments43.

In terms of network neutrality deployment, ITM adopts tech-
nical practices and management approaches whose purpose is
to maintain, protect, and ensure an efficient network opera-
tion2. Efficient operation means that the NN solution must take
into account that different applications might have different
and conflicting network requirements. NN ITM exception con-
siders it acceptable to adopt management practices that deal
with different application requirements.

Necessarily, to qualify a management practice as conform-
ing to ITM, it must meet the following requirements7 45:

1. Have a legitimate network management purpose;

2. Be transparent;
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3. Be non-discriminatory;

4. Be proportional; and

5. Be exceptional.

The NN-PCM prototype architecture, configuration, and
operation that lead to the conformance with these ITM require-
ments are presented and evaluated next.

6 THE NN-PCM ARCHITECTURE MODEL

The NN-PCM (Network Neutrality Policy Conformance Mod-
ule) objective is dual fold:

• To manage the allocation to users of link bandwidth in
the network using a bandwidth allocation model (BAM);
and

• To accomplish the BEREC Reasonable Internet Traffic
Management (ITM) concomitantly.

The main components and interfaces of the NN-PCM pro-
totype architecture is illustrated in Figure 2. They are the
NN-PCM module, the controlled network, users generating
traffic flows, and a set of interfaces for the network manager
and monitoring and controlling the target network. The NN-
PCM adopts a centralized network control operation using
the OpenFlow protocol under the Software-defined Network
(SDN) paradigm46.

The NN-PCM interacts with the controlled network using
two basic functionalities:

• 𝑀() for monitoring the network concerning new incom-
ing flows; and

• 𝐶() to control the network by programming flows
deployment over the set of switches (Figure 2).

The NN-PCM configuration (Figure 2) is another basic
element of the NN-PCM architecture. It is the configuration
interface that allows the definition of the adopted BAM, its
configuration and the grouping of network users in classes of
traffic according to their network requirements.

The main blocks and components of the NN-PCM module
are illustrated in Figure 3. It is composed by:

• The BAM-broker module;

• The monitoring interface;

• The network control module (NCM); and

• An interface to allow NN-PCM configuration.

NN-PCM 
CONFIGU-

RATION

M(): MONITORING
FUNCTION

C(): CONTROL
FUNCTION

BEREC COMPLIANT NETWORK

SWy

SWw

SWx SWz

LINK xy LINK yz

NETWORK 
MANAGER

USERS INCOMING 
PACKET FLOWS

MPLS NETWORK EMULATED
WITH OPENFLOW

NN-PCMNN-PCM

NETWORK
USERS

FIGURE 2 NN-PCM architecture main components and inter-
faces

The BAM module acts as a bandwidth broker and assures the
fair and neutral network operation while allocating bandwidth
to flows generated by the users. Even when the input traffic
fluctuates and bandwidth resources are exhausted, the BAM
dynamic behavior allows a neutral distribution of bandwidth
under the BEREC policy.

The network monitoring interface (NMI) is responsible for
catching and forwarding to the BAM-broker the new band-
width requests for the new incoming flows in the network. The
new input flow is detected by the OpenFlow switches when
a packet arrives in the switch, and there is no defined entry
for that flow in its flow-table. When this happens, a PacketIn
OpenFlow message is sent to the NN-PCM that acts as an
SDN/OpenFlow network controller.

The network control module (NCM) is the interface through
with OpenFlow commands are sent to the network to config-
ure, program, and manage flows in the switch’s flow-tables.

The BAM database stores all information concerning the
currently configured flows in the network for all users,
switches, and paths. It is used by BAM operation to decide
on the allocation of bandwidth to new incoming flows in the
network.

The internal operation of the OpenFlow switch in the net-
work is monitored and controlled, as illustrated in Figure 4.
New flows not yet configured in the switch flow-table generate
a PacketIn message that is sent to the NN-PCM. A new end-to-
end flow (source to destination) is then created for the network
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BAM-broker 
Module
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BAM 
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BAM 
Database

Network Control Module
Network Monitoring 

Interface

CONFIGURATION 
INTERFACE

CONFIGURATION 
INTERFACE

NN-PCM COMPONENTS

C()M()

OpenFlow-based

FIGURE 3 The NN-PCM module main blocks and compo-
nents

by configuring a new flow entry at the flow-table for all the
switches in the flow path.

NN-PCM

Network 
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SWITCH OPENFLOW 
INPUT TRAFFIC

SWITCH OPENFLOW 
OUTPUT TRAFFIC
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Network Control
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PACKET-IN MESSAGES

PACKETS IN 
PROGRAMMED 
FLOWS

FIGURE 4 OpenFlow switch monitoring and control

The OpenFlow-based centralized monitoring and control of
the network allow the NN-PCM to inherit the advantages of
an SDN-based deployment. The centralized monitoring and
control include a single view of the entire network and the
capability to dynamically configure any switch in the network
according to the current traffic profile.

The NN-PCM architecture also solves another essential
problem present in network neutrality management deploy-
ments that is where to place the management control. In
NN-PCM, the NN management is effectively positioned at the
incoming traffic switch for all switches in the network (Figure
5) (Equation 3). This is achieved by the basic OpenFlow
monitoring and programming operation. NN-PCM requires
new flow identification, done by the OpenFlow input traffic
switches. OpenFlow switch programming includes LSP flows
being programmed in terms of bandwidth and queues, and
NN-PCM does this for all switches in the LSP path47.

Pi Pk Pl Pr

SWITCH SWi INPUT TRAFFIC

TC0TC0 TC1TC1 TCnTCn TC0TC0 TC1TC1 TCnTCn TC0TC0 TC1TC1 TCnTCn

SWi

SWj

FIGURE 5 BAM operation by switch and by link

The NN-PCM architecture is the base for the analytical NN-
PCM description and the BAM behavior simulation analysis
discussed in the following sections.

The next question concerning the NN-PCM is how applying
the BAM operation to a set of flows and traffic classes in a
network conforms (or not) to the BEREC network neutrality
policy. This issue is addressed in the following section.

7 ACCOMPLISHING CONFORMANCE
TO BEREC ITM POLICY WITH THE BAM

The fundamental conception premise of the NN-PCM is that
the BAM operation does accomplish conformance to the NN
BEREC ITM requirements defined in BEREC7. Concerning
the ITM requirements, this means that:

1. The BAM operation has a legitimate network manage-
ment purpose;

2. Its configuration and operation is transparent;

3. It has a non-discriminatory behavior concerning net-
work users;
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4. It has a proportional behavior; and

5. It adopts an exceptional behavior when it is acceptably
required.

This ITM compliant behavior is evaluated in the next
sections but, firstly, we introduce the basic design neutrality
principle adopted by the NN-PCM, present an analytical for-
mulation of the BAM operation and illustrate the configuration
of NN-PCM operation.

7.1 NN-PCM Neutrality Model
The general principles used to model a neutral network opera-
tion with the NN-PCM are the following:

• The BAM model operation accomplishes a per-link neu-
tral bandwidth allocation; and

• Users with equivalent network requirements are grouped
into the same traffic classes (TCs) and are subject to non-
discriminatory management.

In addition to the above principles, the following definitions
hold for the NN-PCM operation:

• The BAM model manages each link (attached to a switch
port) in the physical network independently (Figure 5);

• A network path (LSP from source to destination) is com-
posed of various links. The BAM manages the network
path by managing the set of links belonging to the path
independently (Equation 3); and

• Accomplishing link neutrality implies accomplishing
path neutrality by having the BAM model managing all
links belonging to the path independently.

7.2 NN-PCM BAM Analytical Formulation
The BAM solves effectively a traffic engineering problem
and, in the NN-PCM implementation, it is as a centralized
controller operating according the SDN paradigm with the
OpenFlow protocol.

The network infrastructure is modeled as a bidirec-
tional physical graph ℵ𝑞 = (𝑆𝑊 𝑞 , 𝐿𝑞), where 𝑆𝑊 𝑞 =
{𝑠𝑤1, 𝑠𝑤2, 𝑠𝑤3, ..., 𝑠𝑤𝑛} is the set of OpenFlow switches in the
target network 𝑞 and 𝐿𝑞 = {𝑙𝑖𝑗}, with 𝑖 and 𝑗 = 1, 2, 3, ..., 𝑛, is
the set of physical links, with link 𝑙𝑖𝑗 connecting 𝑠𝑤𝑖 to 𝑠𝑤𝑗 .

The switch connectivity matrix (SCM) is defined by 𝐶 =
[𝑐𝑖𝑗] with 𝑖 and 𝑗 = 1, 2, 3, ..., 𝑛, and 𝑐𝑖𝑗 = 1 if 𝑠𝑤𝑖 is connected
to 𝑠𝑤𝑗 ; 0 otherwise and 𝑐𝑖𝑖 = 0 ∀𝑖 by definition.

The link bandwidth matrix (LBM) for the physical network
is defined by 𝐿𝐵 = [𝐿𝐵𝑖𝑗] with 𝑖 and 𝑗 = 1, 2, 3, ..., 𝑛, where

𝐿𝐵𝑖𝑗 is the total bandwidth of the link 𝑙𝑖𝑗 managed by the BAM
to allocate all incoming traffic arriving at 𝑠𝑤𝑖 to 𝑠𝑤𝑗 .

The BAM model defines for each link 𝑙𝑖𝑗 a set of traffic
classes (𝑇𝐶𝑘), with 𝑘 = 0, 1, ..., 𝑛. Each traffic classes 𝑇𝐶𝑘

𝑖𝑗
belonging to the link 𝑙𝑖𝑗 has a bandwidth 𝐵𝐶𝑘 (Bandwidth
Constraint), such that:

𝐿𝐵𝑖𝑗 ≥
𝑛∑
𝑖=1

𝑛∑
𝑗=1

𝑛∑
𝑘=1

𝐵𝐶𝑘
𝑖𝑗 (1)

In the BAM operation by switch and by link, 𝑇𝑖𝑗𝑇𝐶𝑘𝑃 𝑧
𝑠𝑤𝑖

is the incoming traffic at port 𝑧, with 𝑧 = 1, 2, .., 𝑛, of 𝑠𝑤𝑖,
belonging to traffic class 𝑇𝐶𝑘, with 𝑘 = 0, 1, ..., 𝑛, whose
destination is 𝑠𝑤𝑗 through link 𝑙𝑖𝑗 (Figure 5).

The traffic class (TC) used bandwidth (TCUB) matrix is
defined by 𝑇𝐶𝑈𝐵= [𝑇𝐶𝑘𝑈𝐵𝑖𝑗], with 𝑘 = 0, 1, ..., 𝑛, and 𝑖 and
𝑗 = 1, 2, .., 𝑛.

The bandwidth constraint for the traffic classes is:

𝑇𝐶𝑘𝑈𝐵𝑖𝑗 ≤ 𝐵𝐶𝑘
𝑖𝑗∀𝑘, 𝑖, 𝑗 (2)

A LSP is defined as set of 𝑍 2-switch directed graph ℵ𝑍

= (𝑆𝑊 𝑍 , 𝐿𝑍), 𝑍 = 1, 2, ..., 𝑧, where 𝑆𝑊 𝑍 = {𝑠𝑤𝑧
𝑠 , 𝑠𝑤

𝑧
𝑑}

are the source and destination switches on the 𝑧𝑡ℎ LSP section
and 𝐿𝑍 = {𝑙𝑧𝑠𝑑} is the link connecting source to destina-
tion switches on the 𝑧𝑡ℎ LSP section with bandwidth allocated
𝐵𝐴𝑈𝑥

𝑇𝐶𝑘
𝑠𝑑𝐿𝑆𝑃𝑚 for each link.

For the sake of simplicity to reduce simulation complexity,
the LSP path computation is made available to NN-PCM by
the LSP connectivity path (𝐿𝑆𝑃𝐶𝑃 ) matrix:

𝐿𝑆𝑃𝐶𝑃 = [
𝑛∑

𝛼=1

𝛼
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(𝐿𝑆𝑃𝑠𝑒𝑔𝑚𝑛 ∥ ⋯ ∥ (𝐿𝑆𝑃𝑠𝑒𝑔𝑦𝑧)]

(3)

The LSP has source switch 𝑠𝑤𝑚 and destination switch 𝑠𝑤𝑧
and is composed by concatenated segments with intercon-
nected switches and links on the path as follows:

𝐿𝑆𝑃𝑠𝑒𝑔𝑥𝑦 = (𝑠𝑤𝑥, 𝑠𝑤𝑦, 𝑙𝑥𝑦) (4)

Computing the LSP path for multiple incoming traffic is
a complex traffic engineering optimization problem that has
no impact on the evaluation of the network neutrality confor-
mance.

The bandwidth allocated 𝐵𝐴𝑈𝑥
𝑇𝐶𝑘

𝑠𝑑𝐿𝑆𝑃𝑚 for the LSP seg-
ments 𝐿𝑆𝑃𝑠𝑒𝑔𝑥𝑦 = (𝑠𝑤𝑥, 𝑠𝑤𝑦, 𝑙𝑥𝑦) has a fixed value for a given
traffic class. This approach is consistent with the principle that
users with similar bandwidth requirements are mapped to the
same traffic class and have a non-discriminatory treatment.

7.3 ATCS Model Analytical Formulation
The AllocTC-Sharing (ATCS) model used in the NN-PCM
has additional capabilities concerning a basic BAM model:

• Traffic classes (TCs) have a priority; and
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• Bandwidth sharing is allowed between all traffic classes,
and the amount of bandwidth shared is limited.

The ATCS traffic class priority for all links 𝑙𝑖𝑗 with 𝑖, 𝑗 =
1, 2, ..., 𝑛 is:

𝑇𝐶0
𝑝 > 𝑇𝐶1

𝑝 > 𝑇𝐶2
𝑝 > ⋯ > 𝑇𝐶𝑛

𝑝 (5)

In the BAM convention, traffic class 0 priority (𝑇𝐶0
𝑝 ) has

the highest value, and traffic class 𝑛 priority (𝑇𝐶𝑛
𝑝 ) the lowest

value.
The traffic class priority, as described in Reale34, is used by

the ATCS to:

• Allocate unused bandwidth from other traffic classes;
and

• Preempt or return shared bandwidth previously allocated
from other traffic classes.

ATCS policy allows each traffic class 𝑇𝐶𝑘 to have two band-
width partitions: private and public. The private bandwidth is
exclusively allocated for 𝑇𝐶𝑘 users, and the public bandwidth
may be allocated by other traffic classes when not used by 𝑇𝐶𝑘

users. As such for all 𝑙𝑖𝑗 with 𝑖, 𝑗 = 1, 2, ..., 𝑛:

𝑇𝐶𝑘𝐵𝑖𝑗 = 𝑇𝐶𝑘
𝑝𝑟𝑖𝐵𝑖𝑗 + 𝑇𝐶𝑘

𝑝𝑢𝑏𝐵𝑖𝑗 (6)

The traffic class used bandwidth (TCUB) matrix for ATCS
must then be rewritten as follows for all 𝑙𝑖𝑗 with 𝑖, 𝑗 = 1, 2, ..., 𝑛:

𝑇𝐶𝑘𝑈𝐵𝑖𝑗 = [𝑇𝐶𝑘
𝑝𝑟𝑖𝑈𝐵𝑖𝑗 + 𝑇𝐶𝑘

𝑝𝑢𝑏𝑈𝐵𝑖𝑗

+
𝑛∑

𝑧=1
𝑇𝐶𝑘

𝑝𝑢𝑏𝑈𝐵𝑖𝑗]∀𝑧 ≠ 𝑘
(7)

Equation 7 describes the ATCS behavior. ATCS model can
allocate unused public bandwidth from other traffic classes.
ATCS loan bandwidth from other traffic classes considering
the available public bandwidth from the lower to the highest
priority TCs.

Users are mapped to traffic classes
∑𝑛

𝑘=1 𝑇𝐶
𝑘 (Figure 6). As

such, for all links 𝑙𝑖𝑗 with 𝑖, 𝑗 = 1, 2, ..., 𝑛, 𝑇𝐶𝑘 has a set of
users

∑𝑛
1=1 𝑈

𝑖.
In the NN-PCM current evaluation, each 𝑈 𝑖 may have any

number of LSPs over the network. The limit of LSP setup is
only limited by the amount of private and public bandwidth by
class and by link.

In summary, for each traffic class 𝑇𝐶𝑘, there is a User LSP
matrix (ULSP) with LSPs (Equation 3) conveying user appli-
cation traffic from source switch 𝑠𝑤𝑠 to destination destination
𝑠𝑤𝑑 (Figure 6):

𝑈𝐿𝑆𝑃 = [
𝑚∑
𝑦=1

𝑈 𝑦
𝑛∑

𝑥=1
𝐿𝑆𝑃 𝑥]∀𝑇𝐶𝑘, 𝑘 = 0, 1,… , 𝑛. (8)
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FIGURE 6 NN-PCM network neutrality model and BAM
configuration

7.4 NN-PCM Configuration
The NN-PCM is configured by mapping network users, ser-
vices, and applications, from now on, generically referred as
users, into a set of BAM traffic classes (TCs) (Figure 6).

There are various alternatives to map users to traffic class
and this mapping strongly depends on the business model
adopted by the network owner. Just as an illustration, Figure 6
shows 3 TCs (platinum, gold, and silver) where platinum has
the highest and silver has the lowest priority (Equation 5).

From the network neutrality perspective, to group users into
classes allows:

• To have users with equivalent bandwidth requirements
in the same class; and

• To have users with either distinct bandwidth require-
ments or distinct priorities in different classes.

From the network manager perspective, the mapping of
users into traffic classes (TCs), has to consider two essential
aspects:

• The user bandwidth requirement for the application or
service execution; and

• The network policy ruling its business, managerial prac-
tices, and legal constraints.



D. Barreto ET AL 9

As another example to illustrate users mapping alternatives,
certain users need guaranteed minimum bandwidth, while oth-
ers do not. Besides, some users take advantage of additional
bandwidth, if available, to improve its user experience. These
criteria are used by the network manager to map users with
similar requirements in the same class.

It is relevant to indicate that the mapping of users on a traffic
class (TC) does not guarantee bandwidth for all TC users. Net-
work resources are, in most real cases, scarce and disputed. The
NN-PCM supports bandwidth disputes under congestion, with
the BAM model assuring that the NN principle is preserved.

The NN-PCM configuration can be summarized as follows:

• Map users with similar network requirements on a set of
traffic classes (TCs);

• Configure the available bandwidth per class (bandwidth
constraints) for each TCs; and

• Choose the BAM model (MAM, RDM, ATCS, other)
that defines the behavior for bandwidth sharing among
TCs.

In practice, there are various possibilities to group users into
TCs and configure the TCs bandwidth (BCs). The evaluation
of these alternatives is out of the scope of this paper.

Table 1 illustrates one of many possible users grouping into
classes. This grouping is based on the association of QoS
classes as proposed in ITU-T Recommendation Y.1541 and
the transfer capabilities requirements extracted from ITU-T
Recommendation Y.122148 49.

8 BAM CONFORMANCE TO ITM
REQUIREMENTS - DISCUSSION AND
PROOF-OF-CONCEPT

In this section, we demonstrate how the NN-PCM operating
with a BAM model does conform to the 5 previously defined
criteria for BEREC reasonable Internet Traffic Management
(ITM).

As presented in Reale28, the BAM models have two types
of behavior 4:

• BAM general behavior; and

• BAM specific behavior.

The general behavior corresponds to the set of BAM oper-
ational characteristics that are valid for all BAM models. The
specific BAM behavior, as the name suggests, corresponds to
the individual operational characteristics of each BAM model.

4The BAM behavior is the set of characteristics that the BAM model has when
it allocates bandwidth for users

As an example, MAM and RDM have specific behaviors, since
MAM does not share resources while RDM does.

In summary, the general BAM behavior certifies confor-
mance to ITM requirements 1, 2, 3, and the specific BAM
behaviors certify conformance to ITM requirements 4 and 5.

The conformance to ITM requirements 1, 2, 3 is based on
the interpretation of the ITM requirements in relation to the
general behavior of BAM models. The conformance to ITM
requirements 4 and 5 depends on the evaluation of BAM spe-
cific behavior by simulation. As such, we first present the sim-
ulation scenario used, followed by the conformance analysis to
all ITM requirements.

An inference generalization holds for the NN-PCM ITM
conformance evaluation. In effect, it is necessary to evaluate
the ITM conformance just for one network link. That is so
because the BAM model manages bandwidth allocation for all
links of the network independently. In a network with N links,
N independent BAM instances manage the available resources,
one for each link. This means that the same general and specific
behaviors exist for all links in the network if the same BAM
model is configured for all links.

Based then on the premises that the BAM control links inde-
pendently and the same BAM model is used for all links of the
network, the simulation, and verification of the NN-PCM ITM
conformance for any link of the network, leads to the conclu-
sion that it conforms for all links and conform for any path of
the network. Consequently, the NN-PCM is ITM conform for
the entire network.

8.1 Simulation Network for BAM Behavior
Analysis
The simulated network is an MPLS (MultiProtocol Label
Switching) network in which users request circuits (LSP -
Label Switched Path) passing through network links (Figure
7). The requested resource in all links over the LSP path is the
bandwidth required by the requested LSP. The requested LSP
belongs to a user, configured by the manager in a traffic class
(TC0, TC1 or TC2).

From the user (external) point of view, the NN-PCM acts
as a broker that emulates an MPLS network. That means, in
summary, that users get an LSP that is fully emulated by the
NN-PCM through its SDN/OpenFlow-based control functions
(𝑀() and 𝐶()) (Figure 3) with no need to use MPLS signaling
protocols.

The basic simulation definitions are:

• The simulator used is the BAMSim (BAM Simulator)28;
and

• NN-PCM uses the AllocTC-Sharing (ATCS) BAM
model34.
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TABLE 1 Example of Users to Traffic Class (TC) Mapping

USERS TC TRAFFIC
Medical images, virtual reality, emergency, ... TC0 Critical and emergency

Audio/video, real-time applications, ... TC1 Real time; bandwidth intensive
Web applications, browsing, file transfer, ... TC2 Best effort; non real-time

BAMSim has features to simulate various BAM behav-
iors using the NSF (National Science Foundation) benchmark
topology with 14 nodes and 42 bidirectional links. For the
scope of NN-PCM specific ITM conformance evaluation, the
link 0-1 is considered (Figure 7).

The simulation runs use two network traffic scenarios.

• The first scenario uses random input traffic requesting
LSPs and evaluates whether the NN-PCM achieves a
non-discriminatory resource distribution in a propor-
tional way (ITM requirement 4).

• The second scenario uses a previously established (non-
random) input traffic profile to test whether the NN-
PCM operation is exceptional (ITM requirement 5).

The simulation configuration parameters are:

• The network link simulated (Figure 7) has a total band-
width of 1000 Mbps between nodes 0 and 1 of the
topology;

• Sharing limit: 100% of BC; and

• 3 Traffic Classes: TC0 with BC0 = 25%, TC1 with
BC1 = 35% and TC2 with BC2 = 40% of the total link
bandwidth.

The simulation (scenarios 1 and 2) runs for 5 hours with 5
phases of 1 hour. Other simulation parameters are:

• LSP bandwidth randomly distributed between 5 and 15
Mbps;

• Interval of LSP arrival requests modeled exponentially;

• Exponentially modeled LSP time life - average of 300
seconds; and

• Halting criteria - 5 hours.

8.2 ITM Requirement 1 Conformance
Accomplishment - Legitimate Management
Purpose
ITM requirement 1 defines that the network management prac-
tice must have a legitimate network management purpose.

BAMSim Simulator
AllocTC-Sharing - ATCS

C()
M()

BAM LSP 
Database
BAM LSP 
Database

Network Control Module
Network Monitoring 

Interface

NN-PCM SIMULATION

C()M()

0

1

LINK 0-1

SW_0

SW_1
SW_2

SW_3

2

3LSPX 0-1
LSPX 1-2

LSPX 2-3

LSPX PATH 0-1-2-3 ≡ { (LSPX 0-1), (LSPX 1-2), (LSPX 2-3)} 

FIGURE 7 NN-PCM simulation set-up

By legitimate network management purpose, it is meant that
the applied management has to be designed to maintain, pro-
tect, and ensure an efficient network operation.

The NN-PCM, being based on any BAM, is conform to
ITM requirement 1 due to the BAM’s general behavior. The
BAM’s general behavior has a legitimate network manage-
ment purpose because it maintains and protect bandwidth for
traffic classes (TCs) and, also, allows efficient use of the avail-
able bandwidth, responding to different technical requirements
of specific categories of traffic configured in different traffic
classes (TCs)41.

In summary, each TC has its bandwidth maintained, pro-
tected from other external users, and, in exceptional circum-
stances, it is allowed bandwidth sharing leading to efficient
network operation41.
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8.3 ITM Requirement 2 Conformance
Accomplishment - Transparency
The ITM requirement 2 defines that traffic management mea-
sures should be transparently included in the contract and
published with a clear and comprehensive explanation of traffic
management measures applied.

The ITM transparency requirement is accomplished by
publishing or making public the NN-PCM configuration
parameters. This, in practice, corresponds to the network neu-
trality policy implementation being defined for the target net-
work by the manager. Various NN configuration parameters
that can be made public and transparent, such as:

• The number of traffic classes (TCs), the mapping of
users, the bandwidth available per traffic class, and the
limit for bandwidth sharing.

This information can be made transparent for users, stake-
holders, partners, and regulators.

8.4 ITM Requirement 3 Conformance
Accomplishment - Non-discriminatory
ITM requirement 3 defines that the network management prac-
tice adopted has to be non-discriminatory concerning users.
As discussed in Belli43 and Schewick2, non-discriminatory
means basically that the management practice is application-
agnostic. As stated in Schewick2, “the management practice
may have information about the application but does not make
any distinction among data packets based on this informa-
tion ”. Likewise, the ITM concept establishes that traffic and
users may be grouped into categories that should reflect their
technical requirements7 43.

In the NN-PCM, users with similar network requirements
receive similar treatment. In other words, users with similar
requirements are handled agnostically in the same traffic class
(application-agnostic operation). Likewise, users with distinct
network requirements are handled by distinct traffic classes
(TCs).

As such, the operation of the NN-PCM for all possible BAM
models is non-discriminatory. It is non-discriminatory because
it always grants (or not) bandwidth for a group of users orga-
nized into classes with common or similar requirements. This
assertive is discussed and reinforced again in the following
sections when simulating the operation of the NN-PCM with
a specific BAM model (AllocTC-Sharing - ATCS34).

8.5 ITM Requirement 4 Conformance
Accomplishment - Proportionality
The ITM proportionality requirement defines that we should
have pieces of evidence that the network management practice

reaches its defined purpose, and the actions must be necessary
to reach the purpose, interfering as less as possible7.

As a practical example in the context of the NN-PCM,
ITM proportionality requires that blocking, preemption, and
devolution events must be proportional, that is, should not
occur more than necessary to reach the purpose of allocating
bandwidth to users according to their requirements as well to
optimize network performance.

An ITM management practice is considered proportional
when there is no less interfering and equally effective alter-
native to manage user’s demand with the available network
resources7.

In the FRFS bandwidth allocation management practice,
users share the link bandwidth without any class grouping or
priorities with no interference at all among them. FRFS is the
best possible approach in terms of non-interfering criteria.

Based on the above ITM proportionality definition, we eval-
uated the NN-PCM proportionality conformance comparing
the NN-PCM with the FRFS method as follows:

• NN-PCM allocates bandwidth using AllocTC-Sharing
BAM (ATCS) using simulation scenario 1; and

• The First-Requested First-Served (FRFS) allocates
bandwidth using the same simulation scenario 1 for
comparison.

The ITM proportionality requirement is evaluated using two
network performance parameters: i) link utilization; and ii)
blocking rate. The simulation results for these parameters are
presented in Table 2.

Table 2 shows that the NN-PCM and the FRFS perform
with equivalent efficiency in terms of link utilization. On the
other hand, the NN-PCM performs better for TC1 and TC2
and worse for TC0. TC0 worse performance reflects the fact
that it has the lowest priority among all classes in the NN-
PCM class configuration mapping, and, due to that, higher
priority classes TC1 and TC2 benefit from the ATCS sharing
behavior. In conclusion, we verify that, as far as the utilization
performance parameter is concerned, the NN-PCM is approxi-
mately equivalent to FRFS in terms of the proportionally ITM
requirement.

The NN-PCM presents a much better result in terms of
blocking users. This result shows that it enforces a propor-
tional policy since it gets to the same network result (additional
LSPs established and equivalent link utilization performance)
interfering as less as possible with users.
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TABLE 2 ITM Proportionality Simulation Results Summary - NN-PCM vs FRFS

PARAMETER NN-PCM FRFS
Utilization TC0 78,06% 86,94%
Utilization TC1 89,41% 87,01%
Utilization TC2 93,10% 86,92%
Mean utilization 86,86% 86,96%
Block rate TC0 8,72% 10,68%
Block rate TC1 4,75% 10,61%
Block rate TC2 3,36% 10,69%
Mean block rate 5,61% 10,66%

8.6 ITM Requirement 5 Conformance
Accomplishment - Exceptionality
The ITM exceptionality requirement defines that the man-
agement practice may temporarily and exceptionally throttle
bandwidth-greedy users.

As an example, during congestion, bandwidth-greedy users
can be exceptionally throttled. In the NN-PCM specific case,
when congestion occurs, the traffic classes stop sharing band-
width, and any previously shared bandwidth among classes is
reclaimed back to its configured class.

The simulation results for evaluating the ITM exceptional-
ity for traffic scenario 2 is presented in Figure 8. Let’s first
consider the NN-PCM behavior for all phases in sequence and
then, identify the exceptional NN-PCM conformance.

Figure 8.a illustrates the link utilization during the opera-
tion of the NN-PCM for simulation scenario 2. In phase 1 (low
bandwidth demand), the blocking rate is null since there is an
excess of available bandwidth for the link, and ATCS model
shares the not used bandwidth among all users. In phases 2
to 4 (medium bandwidth demand), there is a high demand for
classes 0, 1, 2 alternatively. In these phases, LSP block rate
is higher due to the high occupation of the link, and the shar-
ing among class is less frequent. In phase 5 (high bandwidth
demand for all class - near congestion), the block rate is high
for all TCs. This is because bandwidth demand is higher than
its availability for all classes. The sharing stops, and each class
tends to use its resources (Figure 8.b).

LSP preemption and devolution rates have similar behavior,
as illustrated in Figures 8.c and 8.d.

The exposed NN-PCM behavior for the link allows us to
conclude that the trigger for applying the differentiated treat-
ment among users is the occurrence of congestion, i. e., the
LSP block, preemption, and devolution events occur only when
bandwidth demand is beyond class or link availability. As such,

the NN-PCM using the ATCS BAM assures not only an excep-
tional but also a temporary management practice, as required
by ITM exceptionality.

During congestion, the NN-PCM has a non-discriminatory
behavior. That is so because, during congestion, each class uses
its predefined resources, and there is no discrimination among
users belonging to the same class.

8.7 NN-PCM Network Neutrality with ATCS
- Results Summary
In summary, the simulation results indicate as a proof-of-
concept that the NN-PCM operation with ATCS accomplishes
conformance by design to the BEREC network neutrality
requirements, which are legitimate network management pur-
pose, transparency, non-discrimination behavior, proportional
behavior, and exceptional behavior.

Network neutrality is enforced inherently by the NN-PCM
operation, with the network bandwidth being allocated to users
grouped into traffic classes. The ATCS BAM model used in
the NN-PCM manages the bandwidth allocation operation and
the bandwidth sharing when traffic class resources become
exhausted.

8.8 ITM Requirement Conformance
Accomplishing for Other BAM Models
There are 3 basic BAM models (MAM, RDM, and ATCS)
and several hybrids28. This leads to the following question:
Does the NN-PCM conformance result obtained for the ATCS
model holds for other BAM models?

The non-discriminatory behavior (ITM requirement 3) of
the NN-PCM holds for all models, as previously demonstrated
(Section 8.4).

The NN-PCM conformance to exceptionality requirement
using other BAM model than ATCS can be intuitively derived
from previous ATCS simulation results. In effect, if the BAM
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FIGURE 8 NN-PCM simulation with ATCS - Scenario 2 - ITM Exceptionality Conformance accomplishment

model shares bandwidth, independently of the style and vol-
ume of bandwidth shared, it only blocks, preempts, or return
resources when bandwidth demand is beyond class or link
availability. Consequently, BAM behavior assures an excep-
tional and temporary management practice. The MAM model
is a specific case in which there is no bandwidth sharing at all.
In this case, there is no provision for exceptional or temporary
practices, and users only dispute the available bandwidth per
class.

The conformance with the proportionality requirement for
other BAM models follows the same line of reasoning. In
effect, bandwidth sharing results in outperforming the FRFS

bandwidth allocation method. Consequently, other BAM mod-
els using distinct bandwidth sharing approaches do conform
to proportionally ITM requirement. The MAM model with-
out any sharing behavior is nearly equivalent to FRFS in terms
of resource grant. In this case, eventual advantages or disad-
vantages concerning FRFS depend on the traffic input pattern,
and, as such, we cannot guarantee that, specifically for MAM
model, it will be fully compliant and always conform to ITM
proportionality requirement.

In summary, all BAM models and hybrids, except for MAM,
are compliant with the ITM requirements and do accomplish
the BEREC network neutrality policy. The MAM model does
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not specifically conform to the proportionality ITM require-
ment 3.

8.9 NN-PCM Quality of Service Related
Considerations
The current evaluation is a proof-of-concept that NN-PCM
does achieve a neutral operation allocating bandwidth to users
belonging to different traffic classes. The allocations remain
neutral even if the bandwidth, as a resource, becomes scarce.

Looking from a different perspective, the neutral operation
of the NN-PCM does not guarantee that all users in all classes
will always get the bandwidth they want when they request it.
That is so because resources (i.e., link capacity) are typically
under-provisioned by network operators. Consequently, under
traffic spike conditions, the bandwidth will probably not be
available for all requesting users. Neutrality, as demonstrated,
will be kept by the NN-PCM, but the NN-PCM operation can
not necessarily maintain the quality of service (QoS) the users
obtain in normal traffic conditions (non-congested). In this sce-
nario, the lack of resources impacts all users, and the impact is
inversely proportional to the priority they have (TC priority).
Anyhow, from the QoS perspective, all users will experience a
smaller or more significant impact. The NN-PCM effectively
shares the scarcity of resources neutrally among users.

This work has not focused on evaluating the impact of band-
width scarcity in the QoS obtained by users with a neutral
operation. Future work will consider the analysis and evalua-
tion of the quality of service parameters like packet loss and
delay that can be effectively obtained for users with the net-
work submitted to peaks of traffic or, equivalently, with the
network deliberately using under-dimensioned links.

It is also important to highlight that multiple solutions can
be achieved with the NN-PCM (BAM) that can keep an equi-
librium between network neutrality and QoS impact. As an
example, a simple and straightforward approach for the opera-
tor business model would be to have a highly prioritized traffic
class that, with congestion, uses the extra bandwidth of low
priority classes by design. In other words, it means that the net-
work operator can define its classes of traffic in such a way that,
for some users, QoS will be less impacted and in a previously
simulated range. The NN-PCM operation based on a BAM
allows this kind of previous simulated configuration. In brief,
the NN-PCM neutral operation does not necessarily main-
tain QoS, but it allows countermeasures and the possibility to
design a contingency solution previously.

9 FINAL CONSIDERATIONS

The NN-PCM is an innovative network neutrality tool based
on a BAM model. The NN-PCM network neutrality accom-
plishment of the European BEREC reasonable Internet Traf-
fic Management (ITM) practices was modeled and validated
through the analysis of BAM models behavior and simula-
tions. The results demonstrate that NN-PCM using the ATCS
BAM model is legitimate, transparent, non-discriminatory,
proportional, and exceptional.

A relevant operational aspect of the NN-PCM is its capabil-
ity to accomplish network neutrality by design. In effect, the
conformance to the BEREC ITM policy results from the inher-
ent BAM behavior associated with the grouping of users in
classes. In other words, NN by design means that the network
manager chooses the BAM, configure it, and, following that,
the NN-PCM operation allocates bandwidth to users in con-
formance with the BEREC network neutrality policy. To the
best of our knowledge, network neutrality by design is unex-
plored by other NN technical deployments that focus mainly on
detecting NN violations, reacting to them, and discriminating
traffic.

Transparency concerning the business model adopted by
network management is another positive aspect achievable
by the NN-PCM. The business model in this paper corre-
sponds to the allocation of users in classes and the definition
of how much bandwidth is allocated to each class. The NN-
PCM allows users to know two pieces of information about
the business model. Firstly, it is possible to advertise to users
the amount of resources they collectively have that technically
corresponds to the minimum bandwidth constraint per class.
Secondly, the users may know how the network will manip-
ulate the available bandwidth per class and among classes.
This second point corresponds to the configured BAM model
operation and behavior. Whenever this information is made
public, the NN-PCM accomplishes transparency by exposing
to users what they have as resources and how these resources
are allocated among them. By exposing the BAM configura-
tion information, the NN-PCM contributes to solving a current
network neutrality deployment problem, which is why most
NN deployments have opaque policies that are hard to perceive
or not perceived at all by the users.

The focus of the NN-PCM development is to demonstrate
that, whether the available bandwidth configured for each class
is under or over-dimensioned, the allocation of bandwidth to
the user remains neutral and respects the BEREC requirements
for network neutrality. This result was achieved, and, in sum-
mary, it means that the NN-PCM does accomplish BEREC
network neutrality conformance with a neutral allocation of
bandwidth among all users, regardless of their classes.
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