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Figure 4.3 
Annual and seasonal Arctic sea ice extent, 1979-2012 
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Arctic sea ice in observations

• Summer Arctic sea ice has been declining by about  14% per decade since 1979 
(Stroeve et al. 2012)

• All seasons show a decline even though it is less pronounced in winter

Averaged seasonal Arctic Sea Ice extent in 
HadISST and Walsh and Chapman reconstruction 
(prior 1979) and satellite estimates (after 1979)

Averaged monthly Arctic Sea Ice extent
September 1970-2018



Figure 12.29a,c 
Maps of multimodel mean Arctic sea ice concentration 
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Figure 12.28ab 
Projected Arctic sea ice extent changes 
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While the lapse rate feedback is negative in the tropics, it is often
positive in polar regions because stable stratification, especially in
non-summer months, suppresses vertical mixing and warming
remains largely confined to a thin near-surface layer19 , 20 .

As the surface warms, additional water vapor amplifies the
greenhouse effect and induces further warming21, 22. This water
vapor feedback is largest in the tropics where the climatological
temperature is higher and the increase in water vapor is at its
maximum. In polar regions, the positive water vapor feedback is
weaker than in the tropics but it still plays a relevant role in the
polar response to the forcing19 , 23, 24.

The surface albedo feedback is a first-order visible (shortwave)
positive radiative climate feedback mechanism in polar regions25–
28 . As the climate warms, snow and ice cover melt, exposing
underlying surfaces that typically have much lower albedos. This
leads to an increased absorption of shortwave radiation by the
surface, and as a result amplifies the initial warming. When
melting, the snow covering Arctic sea ice contributes to forming
melt ponds. increasing the absorption of solar radiation and
amplifying the surface albedo feedback29 . Melt ponds do not
form in the Southern Ocean as surface melting is very limited
there, providing an illustration of different ways snow and ice
interactions affect the surface albedo feedback29 , 30 .

Clouds influence the heat balance of the Earth by affecting the
radiative fluxes in both visible and infrared bands and are
involved in a variety of feedbacks14, 31, 32. The sign of any cloud
feedback depends on the balance of shortwave cooling and
longwave heating by the clouds. Cloud feedbacks are the most
uncertain of all the radiative feedbacks as the cloud radiative
effect depends on several factors that can be modified by the
initial response to the perturbation14, 33–35 . Among all mechan-
isms involved, two polar-specific cloud feedback examples are
listed in Table 1: the cloud sea-ice feedback36–39 and the cloud
optical depth feedback32, 34, 40 . When sea ice melts and new open
water is exposed, surface turbulent heat fluxes can increase
humidity in the lower atmosphere and increase low-level clouds.
During polar night, increasing low cloud increases downwelling
longwave radiation, leading to further sea ice loss and thus to a
positive feedback. Observational evidence shows that this cloud-
sea ice feedback operates in non-summer months in both the
Arctic37 , 39 and the Antarctic41. The cloud optical depth feedback
operates both at mid- and high- latitudes. Cloud liquid particles
are smaller than cloud ice particles, and are therefore more
efficient at reflecting solar radiation back to space. As the climate
warms, the total amount of cloud water in mixed phase clouds
increases, which increases the amount of reflected solar radiation
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Fig. 1 A schematic of some important radiative and non-radiative feedbacks in polar regions involving the atmosphere, the ocean, sea ice and ice sheets.
TOA refers to the top of the atmosphere. Solar radiation (in yellow) and Infrared Radiation (in red) represent the shortwave (solar) and longwave (infrared)
radiation exchanges. A red plus sign means that the feedback is positive, a negative blue sign corresponds to a negative feedback. Both signs are present
for cloud feedbacks as both positive and negative feedbacks are occurring simultaneously and the net effect is not known. The gray line on the right
represents a simplified temperature profile in polar regions for the atmosphere and the ocean, the dashed line corresponding to a strong surface inversion.
Oceanic and atmospheric heat transport are mentioned but without signs as the processes involved are not restricted to polar regions and it is not clear if
they could be formally expressed using a closed feedback loop
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Sea ice at the heart of important local feedbacks



Polar amplification in climate model projections 
1140 D. M. Smith et al.: PAMIP contribution to CMIP6

ing? How and why does the atmospheric response to Arctic
sea ice depend on the model background state? What have
been the roles of local sea ice and remote sea surface temper-
ature in polar amplification, and the response to sea ice, over
the recent period since 1979? How does the response to sea
ice evolve on decadal and longer timescales?

A key goal of PAMIP is to determine the real-world sit-
uation using imperfect climate models. Although the exper-
iments proposed here form a coordinated set, we anticipate
a large spread across models. However, this spread will be
exploited by seeking “emergent constraints” in which model
uncertainty may be reduced by using an observable quantity
that physically explains the intermodel spread. In summary,
PAMIP will improve our understanding of the physical pro-
cesses that drive polar amplification and its global climate
impacts, thereby reducing the uncertainties in future projec-
tions and predictions of climate change and variability.

1 Introduction

Polar amplification refers to the phenomenon in which zon-
ally averaged surface temperature changes in response to cli-
mate forcings are larger at high latitudes than the global aver-
age. Polar amplification, especially in the Arctic, is a robust
feature of global climate model simulations of recent decades
(Bindoff et al., 2013) and future projections driven by anthro-
pogenic emissions of carbon dioxide (Fig. 1, Collins et al.,
2013). Polar amplification over both poles is also seen in sim-
ulations of paleo-climate periods driven by solar or natural
carbon cycle perturbations (Masson-Delmotte et al., 2013).

Observations over recent decades (Fig. 2) suggest that
Arctic amplification is already occurring: recent tempera-
ture trends in the Arctic are about twice the global average
(Serreze et al., 2009; Screen and Simmonds, 2010; Cow-
tan and Way, 2013), and Arctic sea ice extent has declined
at an average rate of around 4 % decade�1 annually and
more than 10 % decade�1 during the summer (Vaughan et al.,
2013). Climate model simulations of the Arctic are broadly
consistent with the observations (Fig. 2). However, there
is a large intermodel spread in temperature trends (Bind-
off et al., 2013), the observed rate of sea ice loss is larger
than most model simulations (Stroeve et al., 2012), and the
driving mechanisms are not well understood (discussed fur-
ther below). Antarctic amplification has not yet been ob-
served (Fig. 2). Indeed, Antarctic sea ice extent has increased
slightly over recent decades (Vaughan et al., 2013) in contrast
to most model simulations (Bindoff et al., 2013), and under-
standing recent trends represents a key challenge (Turner and
Comiso 2017). Nevertheless, Antarctic amplification is ex-
pected in the future in response to further increases in green-
house gases but is likely to be delayed relative to the Arctic
due to strong heat uptake in the Southern Ocean (Collins et
al., 2013; Armour et al., 2016). There is mounting evidence

Figure 1. Polar amplification in projections of future climate
change. Temperature change patterns are derived from 31 CMIP5
model projections driven by RCP8.5, scaled to 1 �C of global mean
surface temperature change. The patterns have been calculated by
computing 20-year averages at the end of the 21st (2080–2099)
and 20th (1981–2000) centuries, taking their difference and nor-
malising it, grid point by grid point, by the global average tempera-
ture change. Averaging across models is performed before normal-
isation, as recommended by Hind et al. (2016). The colour scale
represents degrees Celsius per 1 �C of global average temperature
change. Zonal means of the geographical patterns are shown for
each individual model (red) and for the multi-model ensemble mean
(black).

that polar amplification will affect the global climate system
by altering the atmosphere and ocean circulations, but the
precise details and physical mechanisms are poorly under-
stood (discussed further below).

The Polar Amplification Model Intercomparison Project
(PAMIP) will investigate the causes and global consequences
of polar amplification, through creation and analysis of an
unprecedented set of coordinated multi-model experiments
and strengthened international collaboration. The broad sci-
entific objectives aim to

– provide new multi-model estimates of the global climate
response to Arctic and Antarctic sea ice changes;

– determine the robustness of the responses between dif-
ferent models and the physical reasons for differences;

– improve our physical understanding of the mechanisms
causing polar amplification and its global impacts; and

– harness increased process understanding and new multi-
model ensembles to constrain projections of future cli-
mate change in the polar regions and associated global
climate impacts.

PAMIP will directly contribute to the World Climate Re-
search Programme (WCRP) Grand Challenges on Near-
term Climate Prediction, Melting Ice and Global Conse-
quences, and Weather and Climate Extremes, and addresses
all three of the sixth Coupled Model Intercomparison Project
(CMIP6; Eyring et al., 2016) scientific questions:

Geosci. Model Dev., 12, 1139–1164, 2019 www.geosci-model-dev.net/12/1139/2019/

Temperature change in CMIP5 models : difference between end of 21st and 20th century 
(RCP8.5) normalized by the global average temperature change

• Arctic amplification is a robust feature of climate model projections. But what are its main 
drivers? How is it linked to changes in midlatitude weather and climate ?

• Need to better understand the influence of sea ice decline on atmospheric circulation. 
Large body of literature (see reviews by Cohen et al., Walsh et al. 2014, Barnes et al. 
2015, Screen et al. 2018) but still many uncertainties and controversy.

Smith et al. (2019)
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states that if the forced response has a similar wave pattern 
to the climatological planetary waves — termed constructive 
interference — there is increased vertical wave propagation. 
Conversely, vertical wave propagation is suppressed if the forced 
response and climatological waves have opposite phase, termed 
destructive interference. Whether the forced response interferes 
constructively or destructively depends on the location of forc-
ing and the phase of the background planetary waves. Sea-ice 
loss in the Barents–Kara Sea appears conducive to constructive 
interference, which helps explain why ice loss in this region is 
especially effective in forcing a negative AO/NAO response45,47,48. 
It is possible however, for sea-ice loss to trigger a negative  
AO/NAO response through a solely tropospheric pathway when 
stratospheric processes are suppressed53 or even if vertical wave 
activity is reduced16 and therefore, linear interference cannot 
fully explain the varying character of the dynamical responses in 
different experiments.

Box 2 | Sources of disagreement in model experiments

A major impediment to better understanding the atmospheric re-
sponse to Arctic sea-ice loss is the lack of consistency in model-
ling studies, both in terms of their experimental design and the 
responses identified. Known sources of divergence between model 
results include:

Magnitude and spatial pattern of sea-ice loss (1). Studies 
have examined the response to observed sea ice trends, sea-ice 
anomalies from specific years, and projected future trends — 
which all differ considerably in magnitude. Additionally, some 
studies have imposed sea-ice changes in specific geographical 
regions rather than Arctic-wide. Studies also differ in whether they 
prescribe monthly-mean or daily-mean sea-ice fields, which may 
result in small but non-negligible differences in the atmospheric 
responses80.

Ice thickness (2). Some atmosphere-only studies include 
changes in sea-ice thickness whereas others maintain a fixed ice 
thickness. In cases where the thickness is fixed, this is typically a 
pragmatic choice either due to the absence of suitable thickness 
data or inability to prescribe variable thickness in the model code. 
Sea-ice thinning leads to Arctic warming and, particularly in 
winter, can yield a large-scale atmospheric response of the same 
order of magnitude as changes in sea-ice cover81. One recent study 
estimated a 37% increase in Arctic amplification for the period 
1982–2013 in a simulation that included historical thinning 
compared to a simulation with constant thickness82. This is not an 
issue in coupled ocean–atmosphere simulations.

Treatment of new open water (3). Reduced sea-ice cover leads 
to new areas of open water. Atmosphere-only modelling studies 
differ in their treatment of the SSTs in these regions. A common 
approach is to set the SSTs in these regions to –1.8 °C, the freezing 
point of sea-water. This is unrealistic however, with observations 
suggesting that SSTs can reach 5 °C in summer where sea ice is 
lost83. Alternative approaches are to prescribe SSTs that increase 
with sea-ice loss84 or use projected SSTs taken from other model 
simulations85. This is not an issue in coupled ocean–atmosphere 
simulations.

Stratospheric representation (4). Models differ in their 
representation of stratospheric processes and troposphere-
stratosphere coupling. Sun and co-authors45 found a stronger 
negative AO response in a high-top model with a well-resolved 
stratosphere compared to a low-top version of the same model. 
Other studies have also emphasized the importance of the 
stratospheric pathway in amplifying the winter negative AO 
response48,52–54.

Ocean (5). As discussed in the main text, the atmospheric 
response is enhanced in magnitude and latitudinal reach by 
ocean–atmosphere coupling and oceanic processes15,20. Differences 
amongst coupled ocean–atmosphere modelling experiments may 
arise due to the varying ways sea ice loss is achieved (Box 1) and 
differences in the ocean model physics.

Background state (6). Different models and/or experimental 
setups have different background ocean–atmosphere states, which 
may affect the response to sea-ice loss16,49–51. For example, Osborne 
and co-authors51 found that the prescribed climatological SST 
determined the character of the atmospheric response over North 
America, and Smith and colleagues16 found that sign of the NAO 
response depended on the models’ mean state.

Model physics (7). The response to sea-ice loss can be sensitive 
to the atmospheric model used, even when the imposed sea ice 
and SST changes are identical32,84. Such differences must arise 
due to different model physics and parameterizations, such as 
atmospheric boundary layer processes and cloud microphysics.

Detectability
Advances in computing power have meant that long simulations 
and/or large ensembles are now routine. This has aided the separa-
tion of the forced response to sea-ice loss from internal variability 
in models. Typically, however, several tens and possibly hundreds 
of simulated years are required to obtain a statistically significant 
large-scale atmospheric circulation response, depending on the 
magnitude of the sea-ice perturbation (the response to observed 
sea-ice loss is harder to detect than that due to the larger projected 
sea-ice loss by the late-twenty-first century), suggesting low detect-
ability17,24,25,32,39,57. One interpretation of this low signal-to-noise ratio 
is that the circulation response to sea-ice loss is small compared to 
atmospheric internal variability. This could be true, especially in 
the case of the response to observed sea ice, but is open to debate. 
An on-going concern is whether the current breed of climate mod-
els has the correct signal-to-noise ratio. Some models appear to 
respond too weakly to forcing in the case of seasonal-to-decadal  
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Schematic representation of the potential climate response to Arctic 
sea-ice loss. An illustrative cross-section from the North Pole to the 
Equator. Major atmospheric and oceanic circulation features that are 
weakened by Arctic sea-ice loss are shown by blue arrows and labelled 
with minus signs, and those that are strengthened by Arctic sea-ice loss 
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predictor of the winter NAO/AO54,55, where extensive snow cover 
is associated with the negative phase of the NAO/AO, though the 
relationship may lack stationarity56. Satellite-based data indicate 
a positive trend in Eurasian snow cover during October over the 
past two to three decades6,37, though the veracity of these satellite-
based increases has recently been questioned57. A proposed physi-
cal mechanism to explain increased snow cover is that a warmer 
Arctic atmosphere can hold more water vapour, which enhances 
precipitation over the Eurasian continent. Additionally, the loss of 
sea ice — and thus the increase in open water — has increased mois-
ture fluxes to the atmosphere9. If near-surface atmospheric temper-
atures remain sufficiently cold — as is the case in Siberia during 
autumn and winter — any additional precipitation will likely occur 
as snow58,59. Therefore, increasing October Eurasian snow cover 
may have contributed to the recent tendency towards a negative 
NAO/AO and cold Northern Hemisphere winters37. However, given 
that the NAO/AO has considerable internal variability on multi-
ple timescales, the recent negative trend may be predominantly 
internally driven.

The strong decline in sea ice during recent decades has intensi-
fied interest in the interactions between sea-ice conditions and the 
atmosphere47,60. Most sea-ice–atmosphere coupled studies have dis-
cussed the atmospheric response in the context of NAO/AO vari-
ability. Observational analyses have shown significant correlation 
between reduced Arctic sea-ice cover and the negative phase of the 
winter NAO/AO35,37,61–64, although it is unclear whether late sum-
mer and early autumn35 or late autumn and early winter38 sea-ice 
anomalies are more skilful at predicting the winter weather patterns.

Modelling studies have also examined the NAO/AO response to 
variations in Arctic sea ice35,65–74, by running simulations forced by 
past sea-ice trends or case studies of years with large sea-ice anoma-
lies. These studies have shown a full spectrum of NAO/AO responses 
to reduced sea ice, from shifts toward the positive phase68,71,73, the 
negative phase35,65,74 or no significant change73. 

Furthermore, attributing NAO/AO changes and associated shifts 
in storm tracks to Arctic forcing has proved very difficult. The simu-
lated atmospheric circulation response to sea-ice loss is sensitive to 
differences in model physics, background atmospheric and oceanic 
states, and the spatial patterns and magnitude of sea-ice anomalies. 

Additionally, it has proven difficult to separate forced change due to 
sea-ice loss from internal model variability. Large numbers of model 
runs or ensembles are likely required to achieve statistically signifi-
cant responses to forced sea-ice changes73. While these disparities 
between studies preclude definitive conclusions, two general results 
emerge. First, there are more studies that show a negative NAO/AO 
response than a positive NAO/AO response. Second, the simulated 
NAO/AO response to sea-ice loss is relatively small compared with 
natural variability. This is consistent with the view that changes 
in the NAO/AO are predominately internally driven and do not 
necessarily require remote forcing75. 

Jet stream
The second proposed dynamical pathway linking Arctic amplifi-
cation to increased weather extremes is through its effects on the 
behaviour of the polar jet stream. The difference in temperature 
between the Arctic and mid-latitudes is a fundamental driver of 
the polar jet stream; therefore, a reduced poleward temperature 
difference could result in a weaker zonal jet with larger meanders. 
A weaker and more meandering flow may cause weather systems 
to travel eastward more slowly and thus, all other things being 
equal, Arctic amplification could lead to more persistent weather 
patterns76. Furthermore, Arctic amplification causes the thick-
ness of atmospheric layers to increase more to the north, such 
that the peaks of atmospheric ridges may elongate northward and, 
thus, increase the north–south amplitude of the flow76. Weather 
extremes frequently occur when atmospheric circulation pat-
terns are persistent, which tends to occur with a strong meridional 
wind component77,78. 

Some aspects of this hypothesized linkage are supported by 
observations and model simulations. A significant decrease in 
zonal-mean zonal wind at 500  hPa during autumn is observed 
regionally76,79. This may be understood through the thermal wind 
relationship, which states that vertical wind shear is proportional 
to the meridional temperature gradient. Assuming that the winds 
do not increase at the surface, the zonal wind at the jet-stream level 
should slacken with a weaker meridional temperature gradient. In 
other seasons when Arctic amplification is weaker, no significant 
trend in zonal-mean zonal wind is observed.

Northern Hemisphere 
mid-latitude weather

Polar vortex

L
Northern Hemisphere cryosphere changes
• Summer and early fall Arctic sea-ice loss
• Fall Eurasian snow cover increase
• Late fall and winter Arctic sea-ice loss

Arctic
amplification

Changes in:
• Storm tracks
• Jet stream
• Planetary waves

Natural variability
• Internal climate modes
• Solar cycle
• Volcanic eruptions

Global climate
change

Figure 4 | Schematic of ways to influence Northern Hemisphere mid-latitude weather. Three major dynamical features for changing Northern 
Hemisphere mid-latitude weather — changes in the storm tracks, the position and structure of the jet stream, and planetary wave activity — can be 
altered in several ways. The pathway on the left and highlighted by double boxes is reviewed in this manuscript. Arctic amplification directly (by changing 
the meridional temperature gradient) and/or indirectly (through feedbacks with changes in the cryosphere) alters tropospheric wave activity and the jet 
stream in the mid- and high latitudes. Two other causes of changes in the storm tracks, jet stream and wave activity that do not involve Arctic amplification 
are also presented: (1) natural modes of variability and (2) the direct influence of global climate change (that is, including influences outside the Arctic) 
on the general circulation. The last two causes together present the current null hypothesis in the state of the science against which the influence of Arctic 
amplification on mid-latitude weather is tested in both observational and modelling studies. Bidirectional arrows in the figure denote feedbacks (positive 
or negative) between adjacent elements. Stratospheric polar vortex is represented by ‘L’ with anticlockwise flow.
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Evidence for a variety of mid-latitude responses to Arctic warm-
ing is beginning to emerge28–38. Linkage mechanisms vary with sea-
son, region and system state, and they include both thermodynamic 
and dynamical processes. A complex web of pathways for linkages, 
as well as external forcing, is shown in Fig.  2, which summarizes 
selected recent references. Although these linkages shape the overall 
picture, considered individually they are subject to intermittency in 
cause and effect. So far, the most consistent regional linkage is sup-
ported by case studies and model simulations showing that reduced 
sea ice in the Barents and Kara seas (northeast of Scandinavia) can 
lead to cold continental Asian temperatures33,70–74. A doubled prob-
ability of severe winters in central Eurasia with increased regional 
sea ice loss has been reported75. But this singular linkage mechanism 
may be the exception rather than the rule7. Intermittency implies 
that frameworks allowing for multiple necessary causal factors may 
be required to accurately describe linkages in multiple locations.

Multiple influences. Although a more consistent picture of link-
ages may emerge in future scenarios as AA strengthens, one needs 
to remember that sea ice loss is only one factor of many that influ-
ence, and are influenced by, climate change. For example, eastern 
North American weather is affected by sea surface temperature 
patterns in the North Pacific and tropical Pacific76–79 and perhaps 
by sea ice loss in the Pacific sector of the Arctic32,33. The so-named 
Snowmageddon blizzard that hit eastern North America in February 
2010 was strengthened by the coincidence of moist, warm air associ-
ated with El Niño colliding with frigid air originating from Canada. 
Downstream influences on the Barents and Kara Sea region, noted 
for initiating sea ice linkages with eastern Asia, have been connected 
to the western North Atlantic80.

The Arctic can also be influenced by variability from mid-
latitudes. The period January–May 2016, for example, set new 
records for globally averaged temperatures along with the lowest 
recorded sea ice extent in those months since 1880. Extensive Arctic 

temperature anomalies of over 7  °C were associated with strong 
southerly winds and warm air originating from the North Pacific, 
southwestern Russia and the northeastern Atlantic; anomalies for 
January 2016 are shown in Fig. 3. In contrast, the large-scale wind 
pattern also resulted in a severe, week-long cold surge over eastern 
Asia during January 2016 (shown as the blue region in Fig. 3).

On a hemispheric scale, the relative importance of Arctic versus 
non-Arctic forcing on atmospheric circulation patterns is uncertain. 
While models generally suggest that AA and sea ice loss favour a weak-
ened and equatorward-shifted mid-latitude storm track, warming 

–4.1 –4.0 –2.0 –1.0 –0.5 –0.2 0.2 0.5 1.0 2.0 4.0 12.9
°C

Figure 3 | Global air temperatures anomalies (°C) for January 2016. 
These were the highest in the historical record for any January since 1880. 
Southerly winds from mid-latitudes contributed to the largest anomalies 
in the Arctic (+7 °C). Note the cold anomaly (blue) over Asia. L-OTI, land-
ocean temperature index; global mean temperature anomaly, 1.13; baseline, 
1951–1980. Source: NASA. 
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3.1 Studies Based on Observations and Reanalyses

Several observational studies have addressed the effects of leads and polynyas on the
Arctic atmosphere, but these studies have mostly focused on small- and mesoscale process
understanding (e.g., Andreas et al. 1979; Pinto et al. 2003). With a climatological per-
spective, Serrezze et al. (2009) and Screen and Simmonds (2010a, b) have shown that the
recent anomalously large open water areas in September have resulted in a strong transfer
of heat from the ocean mixed layer to the atmosphere, causing a large increase in air
temperature. In recent years, positive air temperature anomalies have been particularly
strong in October, a month after the seasonal sea ice minimum (Stroeve et al. 2012). For
winter and spring, Tetzlaff et al. (2013) found that as much as 70–90 % of the 2-m air

Fig. 3 Simplified schematic illustration of interactions in the climate system, with a focus on the effects of
summer/autumn changes in the cryosphere on winter weather in mid-latitudes. The studies suggesting the
mechanisms 1–27 are listed in Table 1. Different colours are used to help to distinguish between different
lines
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understanding (e.g., Andreas et al. 1979; Pinto et al. 2003). With a climatological per-
spective, Serrezze et al. (2009) and Screen and Simmonds (2010a, b) have shown that the
recent anomalously large open water areas in September have resulted in a strong transfer
of heat from the ocean mixed layer to the atmosphere, causing a large increase in air
temperature. In recent years, positive air temperature anomalies have been particularly
strong in October, a month after the seasonal sea ice minimum (Stroeve et al. 2012). For
winter and spring, Tetzlaff et al. (2013) found that as much as 70–90 % of the 2-m air

Fig. 3 Simplified schematic illustration of interactions in the climate system, with a focus on the effects of
summer/autumn changes in the cryosphere on winter weather in mid-latitudes. The studies suggesting the
mechanisms 1–27 are listed in Table 1. Different colours are used to help to distinguish between different
lines

1182 Surv Geophys (2014) 35:1175–1214
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states that if the forced response has a similar wave pattern 
to the climatological planetary waves — termed constructive 
interference — there is increased vertical wave propagation. 
Conversely, vertical wave propagation is suppressed if the forced 
response and climatological waves have opposite phase, termed 
destructive interference. Whether the forced response interferes 
constructively or destructively depends on the location of forc-
ing and the phase of the background planetary waves. Sea-ice 
loss in the Barents–Kara Sea appears conducive to constructive 
interference, which helps explain why ice loss in this region is 
especially effective in forcing a negative AO/NAO response45,47,48. 
It is possible however, for sea-ice loss to trigger a negative  
AO/NAO response through a solely tropospheric pathway when 
stratospheric processes are suppressed53 or even if vertical wave 
activity is reduced16 and therefore, linear interference cannot 
fully explain the varying character of the dynamical responses in 
different experiments.

Box 2 | Sources of disagreement in model experiments

A major impediment to better understanding the atmospheric re-
sponse to Arctic sea-ice loss is the lack of consistency in model-
ling studies, both in terms of their experimental design and the 
responses identified. Known sources of divergence between model 
results include:

Magnitude and spatial pattern of sea-ice loss (1). Studies 
have examined the response to observed sea ice trends, sea-ice 
anomalies from specific years, and projected future trends — 
which all differ considerably in magnitude. Additionally, some 
studies have imposed sea-ice changes in specific geographical 
regions rather than Arctic-wide. Studies also differ in whether they 
prescribe monthly-mean or daily-mean sea-ice fields, which may 
result in small but non-negligible differences in the atmospheric 
responses80.

Ice thickness (2). Some atmosphere-only studies include 
changes in sea-ice thickness whereas others maintain a fixed ice 
thickness. In cases where the thickness is fixed, this is typically a 
pragmatic choice either due to the absence of suitable thickness 
data or inability to prescribe variable thickness in the model code. 
Sea-ice thinning leads to Arctic warming and, particularly in 
winter, can yield a large-scale atmospheric response of the same 
order of magnitude as changes in sea-ice cover81. One recent study 
estimated a 37% increase in Arctic amplification for the period 
1982–2013 in a simulation that included historical thinning 
compared to a simulation with constant thickness82. This is not an 
issue in coupled ocean–atmosphere simulations.

Treatment of new open water (3). Reduced sea-ice cover leads 
to new areas of open water. Atmosphere-only modelling studies 
differ in their treatment of the SSTs in these regions. A common 
approach is to set the SSTs in these regions to –1.8 °C, the freezing 
point of sea-water. This is unrealistic however, with observations 
suggesting that SSTs can reach 5 °C in summer where sea ice is 
lost83. Alternative approaches are to prescribe SSTs that increase 
with sea-ice loss84 or use projected SSTs taken from other model 
simulations85. This is not an issue in coupled ocean–atmosphere 
simulations.

Stratospheric representation (4). Models differ in their 
representation of stratospheric processes and troposphere-
stratosphere coupling. Sun and co-authors45 found a stronger 
negative AO response in a high-top model with a well-resolved 
stratosphere compared to a low-top version of the same model. 
Other studies have also emphasized the importance of the 
stratospheric pathway in amplifying the winter negative AO 
response48,52–54.

Ocean (5). As discussed in the main text, the atmospheric 
response is enhanced in magnitude and latitudinal reach by 
ocean–atmosphere coupling and oceanic processes15,20. Differences 
amongst coupled ocean–atmosphere modelling experiments may 
arise due to the varying ways sea ice loss is achieved (Box 1) and 
differences in the ocean model physics.

Background state (6). Different models and/or experimental 
setups have different background ocean–atmosphere states, which 
may affect the response to sea-ice loss16,49–51. For example, Osborne 
and co-authors51 found that the prescribed climatological SST 
determined the character of the atmospheric response over North 
America, and Smith and colleagues16 found that sign of the NAO 
response depended on the models’ mean state.

Model physics (7). The response to sea-ice loss can be sensitive 
to the atmospheric model used, even when the imposed sea ice 
and SST changes are identical32,84. Such differences must arise 
due to different model physics and parameterizations, such as 
atmospheric boundary layer processes and cloud microphysics.

Detectability
Advances in computing power have meant that long simulations 
and/or large ensembles are now routine. This has aided the separa-
tion of the forced response to sea-ice loss from internal variability 
in models. Typically, however, several tens and possibly hundreds 
of simulated years are required to obtain a statistically significant 
large-scale atmospheric circulation response, depending on the 
magnitude of the sea-ice perturbation (the response to observed 
sea-ice loss is harder to detect than that due to the larger projected 
sea-ice loss by the late-twenty-first century), suggesting low detect-
ability17,24,25,32,39,57. One interpretation of this low signal-to-noise ratio 
is that the circulation response to sea-ice loss is small compared to 
atmospheric internal variability. This could be true, especially in 
the case of the response to observed sea ice, but is open to debate. 
An on-going concern is whether the current breed of climate mod-
els has the correct signal-to-noise ratio. Some models appear to 
respond too weakly to forcing in the case of seasonal-to-decadal  
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Schematic representation of the potential climate response to Arctic 
sea-ice loss. An illustrative cross-section from the North Pole to the 
Equator. Major atmospheric and oceanic circulation features that are 
weakened by Arctic sea-ice loss are shown by blue arrows and labelled 
with minus signs, and those that are strengthened by Arctic sea-ice loss 
are shown by red arrows and labelled with plus signs. Red/orange shading 
indicates regions of greatest warming in response to sea-ice loss. Circled 
numbers indicate sources of disagreement in model experiments and are 
referred to in the boxed text. Not drawn to scale.
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Proposed mechanism on the influence of sea ice 
decline on midlatitude weather and climate

Complex mechanisms with many unknowns: 

What is the dynamical response to sea ice decline? What is the role of the stratosphere? Is 
there a direct link between sea ice decline and climate extremes like Eurasian cooling? Role 
of background mean state? Importance of geographical pattern of sea ice? Role of ocean/atm 
coupling?

Screen et al. (2018)

=> Need for coordinated experiments! CMIP6 PAMIP (Smith et al. 2019)



Objective : Characterize the mid-latitude atmospheric response to sea 
ice decline in PAMIP experiments: initial results based on the CNRM-
CM6-1 model 

1. Description of the model experiments 

2. Atmospheric response to the sea ice changes associated to a 2º 
global warming  

3. Comparison with abrupt sea ice melting experiments  

4. Conclusions 

Outline



Model experiments

CNRM-CM6-1NEMO 3.6 for ocean
GELATO v6 for sea-ice
ARPEGE-SURFEX for atm/land

2 resolutions:
LR: ORCA1 / ATM ~140km 91 levels
HR: ORCA025 –  ATM ~50km 91 levels

CNRM-CM6-1

Voldoire et al. (2019)

PAMIP experiments presented today: atmosphere only simulations forced by SST and Sea ice



Experimental protocol

In this presentation: 2 atmosphere only simulations 
pdSST-pdSIC and pdSST-futArcSIC

The difference = response to future sea ice changes

Each experiment is run for 14 months starting in April
Constant forcing yr 2000
100 members

Objective: create SST/SIC forcing fields corresponding to present-day and future warming of 2ºC

1. Define the target temperature for Present Day and Future conditions.
Present-day global mean SAT = average 1979-2008 from HadCRUT4 = 14.24ºC
Pre-industrial global mean SAT = present-day SAT - global warming (0.57ºC) = 13.67ºC
Future global mean SAT = pre-industrial SAT + 2ºC = 15.67ºC

2. We use 31 CMIP5 models, historical and RCP8.5 simulations.

For each model find the period when the 30-yr mean GLB SAT matches the target 
temperature. 
Average the SIC and SST forcing fields over that 30-yr period.
Use a quantile linear regression to get sharper ice edge and give more weight to models with 
less sea ice and warmer SST

Note: Future SSTs imposed in grid points where future SIC deviates by more than 10% to 
present day value (Screen et al. 2013)

Smith et al. (2019)
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Figure 5. Arctic sea ice forcing fields. Present-day Arctic sea ice concentration for (a) September and (d) March. Differences from present-
day fields are shown for (b, e) pre-industrial and (c, f) future conditions.

potentially amplifies the response and produces addi-
tional impacts in remote regions, including the tropics
(Deser et al., 2015, 2016; Tomas et al., 2016; Smith et
al., 2017; Oudar et al., 2017; Blackport and Kushner,
2017). Coupled model simulations are therefore needed
to assess the full response to sea ice. These experiments
impose the same SIC fields as used in the atmosphere-
only experiments (1.1, 1.5 to 1.8; see Appendix B for
further details), allowing an assessment of the role of
coupling. However, it is important to note that the back-
ground states are likely to be different between the cou-
pled model and atmosphere-only simulations, and ex-
periment set 4 is needed to isolate the effects of cou-
pling (Smith et al., 2017). Experiment set 2 focusses on
the short-term effects of the ocean, but the full effects
will likely take longer to become established and are in-
vestigated in experiment set 6.

3. Atmosphere-only time slice experiments to investigate

regional forcing. How and why does the atmospheric
response to Arctic sea ice depend on the regional pat-
tern of sea ice forcing? Previous studies have found that
the atmospheric response is potentially very sensitive to
the pattern of sea ice forcing (Sun et al., 2015; Screen,
2017). This sensitivity will be investigated by speci-
fying SIC changes in two different regions: the Bar-
ents/Kara seas and the Sea of Okhotsk. These regions
represent the Atlantic and Pacific sectors which poten-
tially produce opposite responses in the stratosphere
(Sun et al., 2015) and have been highlighted as impor-
tant regions by several studies (e.g. Honda et al., 1996;
Petoukhov and Semenov, 2010; Kim et al., 2014; Mori
et al., 2014; Kug et al., 2015; Screen, 2013, 2017).

4. Atmosphere-only time slice experiments to investigate

the role of the model background state. How and why
does the atmospheric response to Arctic sea ice depend

Geosci. Model Dev., 12, 1139–1164, 2019 www.geosci-model-dev.net/12/1139/2019/
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(Deser et al., 2015, 2016; Tomas et al., 2016; Smith et
al., 2017; Oudar et al., 2017; Blackport and Kushner,
2017). Coupled model simulations are therefore needed
to assess the full response to sea ice. These experiments
impose the same SIC fields as used in the atmosphere-
only experiments (1.1, 1.5 to 1.8; see Appendix B for
further details), allowing an assessment of the role of
coupling. However, it is important to note that the back-
ground states are likely to be different between the cou-
pled model and atmosphere-only simulations, and ex-
periment set 4 is needed to isolate the effects of cou-
pling (Smith et al., 2017). Experiment set 2 focusses on
the short-term effects of the ocean, but the full effects
will likely take longer to become established and are in-
vestigated in experiment set 6.

3. Atmosphere-only time slice experiments to investigate

regional forcing. How and why does the atmospheric
response to Arctic sea ice depend on the regional pat-
tern of sea ice forcing? Previous studies have found that
the atmospheric response is potentially very sensitive to
the pattern of sea ice forcing (Sun et al., 2015; Screen,
2017). This sensitivity will be investigated by speci-
fying SIC changes in two different regions: the Bar-
ents/Kara seas and the Sea of Okhotsk. These regions
represent the Atlantic and Pacific sectors which poten-
tially produce opposite responses in the stratosphere
(Sun et al., 2015) and have been highlighted as impor-
tant regions by several studies (e.g. Honda et al., 1996;
Petoukhov and Semenov, 2010; Kim et al., 2014; Mori
et al., 2014; Kug et al., 2015; Screen, 2013, 2017).

4. Atmosphere-only time slice experiments to investigate

the role of the model background state. How and why
does the atmospheric response to Arctic sea ice depend
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Smith et al. (2019)



Arctic sea ice forcing: seasonal means
Sea ice concentration : future minus present-day 

Sea ice concentration : response relative to present day state 



Near surface response

• 2ºC warming in summer

• Largest warming in fall

• Weak temperature changes over land: Warming over Siberia and North America in fall 
consistent with Peings et al. (2014) . No cooling over Eurasia in winter unlike Honda et 
al. (2009), Mori et al. (2014, 2019)

Surface air temperature response 



Atmospheric circulation response

SLP response 

Z500 response 



Vertical structure of the response: temperature

• Warming in the lower troposphere in response to sea ice changes
=> Arctic amplification 

• Cooling in the stratosphere

• No upper tropospheric warming in the tropics, expected in the absence of ocean-
atmosphere coupling (Deser et al. 2015)



• Weak to no response in summer

• Baroclinic response in fall, amplified in the stratosphere.

• Barotropic response in winter. Change of sign in the upper stratosphere.

Vertical structure of the response: geopotential height



• Weakening of the midlatitude westerlies and equatorward shift of the subtropical jet => 
consistent with Peings et al. (2014), Deser et al. (2015), Sun et al. (2015), Oudar et al. 
(2017), Blackport and Kushner (2016,2017), …

• Weakening of the polar vortex in OND, strengthening in JFM

Vertical structure of the response: zonal circulation



Global 
Northern Hemisphere 

Southern Hemisphere signal consistent with Deser et al. (2015) in their coupled experiment 

Vertical structure of the response: zonal circulation



Msadek et al. in prep

Vertical structure of the response: zonal circulation

Monthly evolution of the response 



Protocole simulating a larger summer sea ice loss

NEMO 3.6 for ocean
GELATO v6 for sea-ice
PISCESv2-gas in the ESM version
ARPEGE-SURFEX for atm/land

LR: ORCA1 / ATM ~130km 91 levels

CNRM-CM6-1

Voldoire et al. (2019)

Albedo coupled experiments simulating a complete melt 
in summer (PRIMAVERA project)

 Sea ice albedo reduced to ocean value
 Initial state: 1950-control CNRM-CM6-1
 40 members starting January 1. Run for 24 months

Chripko et al. in prep

=> Sea ice perturbation reflecting sea ice loss comparable 
to end of century projections 



Arctic sea ice forcing in the two experiments

PAMIP 2C warming 

Albedo summer melt



Surface air temperature response
PAMIP 2C warming 

Albedo summer melt



Comparison of the large scale atmospheric response
PAMIP 2C warming 

Albedo summer melt

SLP 



Zonal mean response: geopotential height
PAMIP 2C warming 

Albedo summer melt



Vertical structure of the circulation response
PAMIP 2C warming 

Albedo summer melt



PAMIP 2C warming 

Albedo summer melt

Vertical structure of the circulation response: 
monthly evolution

• Opposite response in the troposphere in December
• Weaker stratospheric response in Dec and Jan
• Strengthening of the polar vortex less persistent



Troposphere/stratosphere interactions

Troposphere-stratosphere interaction

Time-pressure 
Hovmüller diagram
of the monthly
geopotential height
response (60-90°N) 

1st year

● December : peak of upward propagation of atmospheric dilatation from the surface to the 
stratosphere, 1 month after the maximum surface warming

● Downward propagation of the stratospheric anomaly back to the troposphere and the 
surface in winter (peak in February)

→ Upward & downward propagation of planetary-scale waves in response to Arctic sea ice
loss can affect the circulation and weaken the westerlies (not shown)
(Eliassen-Palm flux diagnostic, S. Chripko et al. in prep)

11/14

Chripko et al. in prep

PAMIP 2C warming 

Albedo summer melt

Evolution of the polar cap (60ºN-90ºN) geopotential height response 

Troposphere-stratosphere interaction

Time-pressure 
Hovmüller diagram
of the monthly
geopotential height
response (60-90°N) 

1st year

● December : peak of upward propagation of atmospheric dilatation from the surface to the 
stratosphere, 1 month after the maximum surface warming

● Downward propagation of the stratospheric anomaly back to the troposphere and the 
surface in winter (peak in February)

→ Upward & downward propagation of planetary-scale waves in response to Arctic sea ice
loss can affect the circulation and weaken the westerlies (not shown)
(Eliassen-Palm flux diagnostic, S. Chripko et al. in prep)

11/14

Positive anomaly: 
negative NAM / 

weakening of polar vortex



Influence of sea ice loss on winter cooling

ºC

Modification of cold extreme temperatures

→ Cold extremes are cooler over central Asia and Western Europe 
(consistent with TAS response) and Eastern USA

Change in 5th quantile of daily minimum temperature (PERT – CTL)

→ Cold extremes are cooler over central Asia 
(consistent with TAS response) and over Alaska and Greenland

JFM1

JFM2

(S. Chripko et al. in prep)

Can the change in atmospheric circulation explain the surface temperature response?

09/14

Changes in the 5th quantile of daily minimum temperature in winter

Chripko et al. in prep
• Cooling over Eastern US simulated in both experiments

• Eurasian winter cooling simulated in albedo experiments but not in PAMIP. Larger 
dynamical response? Larger forcing from Barents-Kara Sea as in Sun et al. 
(2015) and Screen et al. (2017)? Regional experiments will be analyzed to see the 
respective influence of Atlantic vs. Pacific forcing. 

PAMIP 2C warming 

Albedo summer melt



Conclusions

The PAMIP atmosphere-only simulations based on CNRM-CM6-1 simulate a significant 
atmospheric response to the Arctic sea ice decline associated to a 2º warming that is 
maximum in OND and JFM. 

The warming is confined to the Arctic but the circulation changes extend to the whole 
Northern Hemisphere and beyond and include
• a weakening of midlatitude westerlies and a southward shift of the subtropical jet in 

late fall/early winter => negative NAM
• A weakening of the polar vortex in OND and a strengthening in JFM

The atmospheric response resembles with a smaller magnitude to that in response to 
stronger sea ice forcing. The main differences in the albedo experiments are :
• A clear summer response
• Different tropospheric response: narrowing of the jet in OND and no change in the 

westerlies.
• Weaker stratospheric response in December and January 
• Different vertical wave propagation into the polar stratosphere: affects the timing of 

the polar vortex changes
• Different simulation of weather extremes: enhanced Eurasia cooling in winter



Discussion

Difficult to interpret the impact of differences in the magnitude of forcing as the relationship 
could be non-linear (Petoukhov and Semenov 2010, Peings and Magnusdottir 2014, 
Semenov and Latif 2015, Chen et al., 2016)

Both experimental protocoles have important limitations:
• PAMIP 2ºC warming: no coupling with the ocean
• Albedo: strong sea ice forcing in summer and fall but weak in winter, forcing in the 

Antarctic too

Difficult to compare the results of the two experiments because not a clean comparison 
(different background states, different magnitude and geographical pattern for the forcing, 
different model configuration, different protocole)

=> Good illustration of the limitations that motivated the coordinated PAMIP experiments! 

Need to do the multi-model comparison now!



Thanks for your attention!


