

Solomon I. Khmelnik

## Inconjistency Solution

of Mal: Wellis Equations

SOLOMON I. KHMELNIK

# INCONSISTENCY SOLUTION OF MAXWELL'S EQUATIONS 

The 17th edition

ISRAEL 2021

## Previous Editions

First Editing - 22.07.2016
Second Editing - 02.09.2016
Third Editing - 22.07.2016
Fourth Editing - 08.11.2016
Fifth Editing - 20.03.2017
Sixth Editing - 27.07.2017
Seventh Edition - 04.09.2017
Eighth Edition, amended and updated - 21.08.2018
Ninth Edition, amended and updated - 13.11.2018
Tenth Edition, amended and updated - 13.02.2019
Eleventh Edition, amended - 18.03.2019
Twelfth Edition, amended - 18.04.2019
Thirteenth Edition, amended - 24.06.2019
14th edition with additions - 10.09.2019
15th edition with additions - 17.11.2019
16th edition with additions - 27.07.2020

## Translated from Russian under the editorship of Dr. A.A. Zakharenko <br> Art Editor - L.M. Gelfand

Copyright © 2016 by Solomon I. Khmelnik https://orcid.org/0000-0002-1493-6630
All right reserved. No portion of this book may be reproduced or transmitted in any form or by any means, electronic or mechanical, without written permission of the author.

Published by "MiC" - Mathematics in Computer Comp. BOX 15302, Bene-Ayish, Israel, 0060860
E-mail: solik@netvision.net.il
Printed in United States of America, Lulu Inc., ID y9jnvp
ISBN 978-1-71670-821-3

## Annotation

A new solution of Maxwell's equations for a vacuum, for wire with constant and alternating current, for the capacitor, for the sphere, etc. is presented. First, it must be noted that the proof of the solution's uniqueness is based on the Law of energy conservation that is not observed (for instantaneous values) in the known solution. The solution offered:

- Complies with the energy conservation law in each moment of time, i.e. sets constant density of electromagnetic energy flux;
- Reveals phase shifting between electrical and magnetic fields’ strengths;
- Explains existence of energy flux along the wire that is equal to the power consumed.

A detailed proof is given for the reader who has an interest in the problem.

Experimental proofs of the theory are considered.
Explanation is proposed for the experiments that have not yet been explained.

The work offers some technical applications of the solution obtained.

## Contents

Chapter 0. Preface $\backslash 0-1$
Chapter 1. The Second Solution of Maxwell's Equations for a Vacuum in a Cylindrical Coordinate System \1-1
Chapter 1a. Plane Wave \1a-1
Chapter 1b. The second solution of Maxwell's equations for vacuum in a rectangular and spherical coordinate systems $\backslash 1 \mathrm{~b}-1$
Chapter 2. Solution of Maxwell's Equations for Electromagnetic Wave in the Dielectric Circuit of Alternating Current in cylindrical coordinates \2-1
Chapter 2a. Solution of the Maxwell Equations for a Capacitor with Alternating Voltage in Cylindrical Coordinates $\backslash 2 \mathrm{a}-1$
Chapter 2d. Solution of Maxwell's Equations for a Cylindrical Capacitor with Alternating Voltage in Cartesian Coordinates \2d-1
Chapter 2h. Solution of Maxwell's Equations for Conductive Alternating Current Capacitor in Cylindrical Coordinates \} 2h-1
Chapter 3. Solution of Maxwell's Equations for an Alternating Current Magnetic Circuit \3-1
Chapter 4b. Solution of Maxwell's Equations for Tubular Wire with Alternating Current \4b-1
Chapter 4c. Special Transformers \4c-1
Chapter 5. Solution of Maxwell's Equations for Wire with Constant Current \5-1
Chapter 5a. Milroy Engine $\backslash 5 \mathrm{a}-1$
Chapter 5c. Magnetoresistance \5c-1
Chapter 5d. The Solution of Maxwell's equations for a wire with a constant current in a magnetic field $\backslash 5 \mathrm{~d}-1$
Chapter 5h. The Solution of Maxwell's Equations for a Rotating Ferromagnetic Wire \5h-1
Chapter 5f. Solution of Maxwell's Equations for DC Wire in Cartesian Coordinates \5f-1
Chapter 5z. Algorithms for solving Maxwell's equations for a DC wire $\backslash 5 \mathrm{z}-1$
Chapter 6. Single Wire Energy Emission and Transmission \6-1
Chapter 7. Solution of Maxwell's Equations for Conductive Alternating Current Capacitor in Cylindrical Coordinates. \} 7-1
Chapter 7a. Electrically Conductive Dielectric Capacitor $\backslash 7 \mathrm{a}-1$

Chapter 7b. Maxwell's Equations for the Neighborhood of a Magnet End $\backslash 7 \mathrm{~b}-1$
Chapter 7e. The Solution of Maxwell's Equations for a Constant Voltage Capacitor in Cartesian Coordinates $\backslash 7 \mathrm{e}-1$
Chapter 8. Solution of Maxwell's Equations for Spherical Capacitor \} 8-1
Chapter 8a. Spherical Capacitor \8a-1
Chapter 8b. A New Approach to Antenna Design \8b-1
Chapter 9. The Nature of Earth's Magnetism \9-1
Chapter 10. Solution of Maxwell's Equations for Ball Lightning \10-1
Chapter 11. Mathematical Model of a Plasma Crystal \11-1
Chapter 12. Work of Lorentz Force \12-1
Chapter 13. Electromagnetic Momentum and Unsupported Movement \13-1
Chapter 13a. Unsupported Motion Without Violating the Laws of Physics \13a-1
Chapter 13b. The Flow of Energy and the Pulse of a Static Electromagnetic Field $\backslash 13 \mathrm{~b}-1$
Chapter 13d. Flying Triangles $\backslash 13 \mathrm{~d}-1$
Chapter 14. The Structure of the Electromagnetic Field in the Body of a Permanent Magnet \14-1
Chapter 15. Fourth Electromagnetic Induction $\backslash 15$-1
Chapter 16. Electromagnetic Keeper of Energy and Information \161
Chapter 16a. To the Question of Intranuclear Forces $\backslash 16 \mathrm{a}-1$
Chapter 16b. On the Interaction of Nanoparticles $\backslash 16 \mathrm{~b}-1$
Chapter 16c. Information Transfer in Biological Systems by Water and Air $\backslash 16 \mathrm{~s}-1$
Chapter 16d. To the Rationale for Homeopathy \16d-1
Chapter 17. The Reversibility of Unipolar Induction $\backslash 17-1$
Chapter 18. The Forces of Lorentz, Ampere, and Khmelnik \18-1
References \R-1

The themes of the chapters are listed in the following table:

| Coordinates: | Rectangular |  | Cylindrical |  | Spherical |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Alternating current (AC) or direct current (DC): | AC | DC | AC | DC | AC |
| Vacuum | 1b |  | 1 |  | 1b, 8 |
| Vacuum plane wave |  |  | 1a |  |  |
| Dielectric circuit |  |  | 2 |  |  |
| Capacitor | 2d | 7e | 2a | 7 | 8a |
| Conductive capacitor |  |  | 2h | 7a |  |
| Antennas |  |  |  |  | 8B |
| Terrestrial magnetism |  |  |  |  | 9 |
| Ball lightning |  |  |  |  | 10 |
| The wire |  | 5 f |  | $\begin{gathered} 5, \\ 5 z, 6 \end{gathered}$ |  |
| Magnetic wire |  |  |  | 5A |  |
| Wire pipe |  |  | 4b |  |  |
| Rotating wire |  |  |  | 5a |  |
| Ferromagnetic rotating wire |  |  |  | 5 h |  |
| Special transformers | 4c |  |  |  |  |
| Magnetic circuit |  |  |  | 3 |  |
| Reluctance |  |  |  | 5c |  |
| Magnet clearance |  |  |  | 7b |  |
| Permanent magnet |  |  |  | 14 |  |
| Plasma |  |  |  | 11 |  |
| Electromagnetic momentum | 13, 13a, 13b, 13d |  |  |  |  |
| The power of Lorentz | 12 |  |  |  |  |
| Three forces | 18 |  |  |  |  |
| Unipolar induction | 17 |  |  |  |  |
| 4th induction | 15 |  |  |  |  |
| Keepers of energy and information | 16, 16b, 16c,16d |  |  |  |  |
| Intranuclear forces | 16a |  |  |  |  |

## Chapter 0. Preface

## Contents

1. Introduction $\backslash 1$
2. On Energy Flux in Wire $\backslash 4$
3. Requirements for Consistent Solution of Maxwell's Equations \5
4. Three solutions of the Maxwell equations $\backslash 6$
5. Lyrical digression $\backslash 7$
6. Variants of Maxwell's Equations $\backslash 8$

Appendix 0. Cartesian Coordinates $\backslash 10$
Appendix 1. Cylindrical Coordinates $\backslash 11$
Appendix 2. Spherical Coordinates $\backslash 12$
Appendix 3. Some Correlations Between GHS and SI Systems \13
Appendix 4. Known solution of Maxwell's equations for electromagnetic fields in a vacuum $\backslash 14$
Appendix 5. On the conservation of energy in the electromagnetic wave $\backslash 16$
Appendix 6. The list of some theoretical predictions confirmed experimentally $\backslash 19$

## 1. Introduction

Maxwell's set of equations is one of the greatest discoveries of the human mind. At the same time, the known solutions of this set of equations have a number of disadvantages. Suffice it to say that these solutions do not satisfy the law of conservation of energy (see Appendix 5). Such solutions allow some authors to doubt the reliability of the Maxwell equations themselves. We emphasize, however, that these dubious results follow only from a known decision. However, the solution of Maxwell's equations can be different (as a rule, partial differential equations have several solutions.) Obviously, it is necessary to find a solution that does not contradict the physical laws and empirically established facts.

The author has found a new solution to the Maxwell set of equations that is free from the indicated disadvantages. This solution is found for the Maxwell equations written in the coordinate-by-coordinate form and cannot be obtained in a vector form from Maxwell's equations
written in the vector form. Apparently, this was the reason that the proposed solution has not yet been received.

Based on the new solution of Maxwell's equations, the spiral structure of electromagnetic waves and stationary electromagnetic fields was theoretically predicted and experimentally confirmed. It was also shown that spiral structures exist in all waves and technical devices without exception. The spiral nature of the structures is expressed in the fact that the coordinate-by-coordinate forms of the strengths of the electric and magnetic fields and waves vary like sinusoidal functions in dependence on the space coordinates and time (for waves).

Below the theoretical predictions are justified by the fact that these functions are such that they

- do not contradict the law of conservation of energy at each moment in time (but not on average) i.e. establish the constancy of the flux density of electromagnetic energy in time (chapter 1.4),
- reveal a phase shift between the strengths of the electrical and magnetic fields not only in technical devices but also in waves (chapter 1.3),
- explain the existence of a flow of energy along and inside (but not outside) the wire, equal to the power consumption (chapter 5),
- explain the light curl, i.e. the appearance of the orbital angular momentum, at which the flow of energy not only flies forward but also turns around the axis of motion (chapter 5).

Appendix 6 lists some theoretical predictions obtained in this book and confirmed by experimental observations and (or) explanations of experiments that have not yet been substantiated:
"Up to today, no effect was revealed that would require a modification of Maxwell's equations" [36]. Nevertheless, recent criticism of validity of the Maxwell equations is heard from all sides. Have a look at Figure 1 that shows an electromagnetic wave being a known solution of Maxwell's equations. The confidence of critics of Maxwell's equations is created first of all by the violation of the Law of energy conservation in such wave. And certainly "the density of electromagnetic energy flow (the absolute value of the Umov-Poynting vector) pulsates with a barmonic law. Doesn't it violate the Law of energy conservation?" [1]. Certainly, this Law is violated, if the
electromagnetic wave satisfies the known solution of the Maxwell equations. However, there is no other solution: "The proof of solution's uniqueness in general is as follows. If there are two different solutions, then their difference due to the system's linearity will also be a solution. This is true for zero charges and currents along with zero initial and boundary conditions. Here from, using the expression for electromagnetic field energy we must conclude that the difference between solutions is equal to zero. This means that the solutions are identical. Thus, the uniqueness of the Maxwell equations' solution is proved" [2]. So, the uniqueness of solution is being proved on the base of using the law that is violated in this solution.

Another result following from the existing solution of the Maxwell equations is common-mode oscillations of mutually perpendicular vectors of electric and magnetic field strengths in an electromagnetic wave. This is shown in Figure 1. However, this contradicts with the idea of noninterrupting transformation of electrical and magnetic components of energy during propagation of an electromagnetic wave. In [1], for instance, this fact relates to "one of the vices of the classical electrodynamics".


Рис. 1.
Such results following from the known solution of the Maxwell equations allow doubting the authenticity of the Maxwell equations. However, we must stress that these doubting results follow only from the found solution. But this solution, as has been stated above, can be different: partial derivatives' equations can generally have several solutions.

For convenience of the reader, Appendix 4 introduces the method of obtaining of a known solution. Further we shall deduct another solution of the Maxwell equation, in which the density of electromagnetic energy flow remains constant in time, and the
components of the strengths of the electrical and magnetic fields in the electromagnetic wave are shifted in the phase.

At last, the existing solution contradicts the existence of the phenomenon called the twisted light [65].

## 2. On Energy Flux in a Wire

Now, refer to energy flux in a wire. The existing idea of energy transfer through the wires is that the energy in a certain way is spreading outside the wire [13]: "... so our "crazy" theory says that the electrons are getting their energies wasted by them for creation of heat outside, from the energy flow of an external field towards inside the wire. Intuition would seem to tell us that the electrons get their energy from being pushed along the wire. So, the energy as though should be flowing down (or up) along the wire. However, the theory says that in reality electrons are under action of an electric field created by very far electric charges. As a result, the electrons lose their energy wasted for beat just from these fields. The energy of remote electric charges somehow assimilates within a wide area of space and then flows in inside the wire."

Such theory contradicts the Law of energy conservation. Indeed, the energy flow travelling in the space must lose some part of its energy. However, this fact was found neither experimentally nor theoretically. It is most important that this theory contradicts the following experiment. Let's assume that direct current (DC) runs through the central wire of a coaxial cable. This wire is isolated from the external energy flow. Then whence the energy flow compensating the heat losses in the wire comes? With the exception of loss in wire, this flux from outside should penetrate into a load, e.g. winding of electrical motors covered with steel shrouds of the stator. This matter is omitted in the discussions of the existing theory.

So, the existing theory claims that the incoming (perpendicularly to the wire) electromagnetic flow permits the current to overcome the resistance to movement and performs work that turns into heat. This known conclusion veils the natural question: how can the current attract the flow, if the current appears due to the flow? It is natural to assume that the flow creates a certain electromotive force (EMF) that "moves the current". Meanwhile, energy flux of the electromagnetic wave exists in the wave itself and does not use space exterior towards the wave.

Solution of Maxwell's equations should model such structure of the electromagnetic wave, in which a flow of the electromagnetic energy is present.

The intuition, about which Feynman speaks, does not fraud us. The author proves this statement below not exceeding the frameworks of Maxwell's equations.

## 3. Requirements for Consistent Solution of Maxwell's Equations <br> Thus, the solution of Maxwell's equations must:

- describe an electromagnetic wave in both a vacuum and a wire;
- comply with the energy conservation law in each moment of time, i.e. set constancy of density of electromagnetic energy flux in time;
- reveal a phase shifting between strengths of the electrical and magnetic fields;
- explain existence of energy flux along the wire that is equal to power consumed.

Such solution of Maxwell's equations satisfying the aforementioned requirements is deduced below.

## 4. Three solutions of the Maxwell equations

We call the well-known solution of Maxwell's equations the first solution. It was shown above that it does not satisfy the law of conservation of energy and is therefore physically unacceptable. We also note that this first solution is applicable only in the Cartesian coordinates.

In Chapter 1 and below, a second solution of the Maxwell equations is proposed and considered, which satisfies the energy conservation law. This solution is considered in the cylindrical coordinates but can be transformed for the Cartesian coordinates.

Chapters 2d, 16, and 16a show that there is a third solution to Maxwell's equations, which also satisfies the energy conservation law. This solution is considered in the Cartesian coordinates but can be converted for the cylindrical coordinates. However, for static fields, such a transformation is only possible formally and leads to a violation of the law of conservation of energy. The third solution describes such electromagnetic waves that exist in a limited volume. There are energy flows in this volume but the total energy stored in the volume does not change. Such wave can be called a voluminous standing wave.

So, for electromagnetic waves there are (at least) three solutions. This is natural for partial differential equations. Until now, it has been customary to say that the first solution is the only one because it satisfies
the law of conservation of energy. But the first solution does not satisfy just this law. Now we see that for physically acceptable solutions there can be at least two solutions. Which one nature chooses depends on the initial conditions.
"Why these solutions have not been proposed so far!" - some readers of the previous versions of this book ask me.

The set of Maxwell equations in a compact form contains 4 firstorder partial differential equations, see in Appendix 5. Such a set of equations can have many solutions. To solve this set of equations, one has to convert them into two second-order equations. Moreover, the set of solutions decreases: the solution existing for the first-order equations may not be a solution for the second-order equations. This happened in our case.
"But a solution has been found, and what is the use of this reasoning?" - the same readers ask me.

The solution obtained is not acceptable for physics, since it violates the law of conservation of energy. This follows directly from the solution, see in Appendix 5. In addition, any phase inversion of the electric and magnetic fields is not observed. Therefore, it is necessary to look for another solution, from mathematically possible ones.
"Has anyone seen this before you?" - they also ask ...
Many have seen. In response, the apologists for the solution found answered that, on average, the energy conservation law is observed, and there can be no other solution because the law of conservation of energy is respected. Note two points in this answer: 1) the absence of another solution is proved by a physical argument; 2) the indication "on average" is ignored. So, the author has the right to argue that another solution is possible mathematically and must be sought.
"Why not looked for?" - they ask ...
There were those who saw this as evidence of the illegality of Maxwell's equations.

There were those who agreed with this, and perhaps were looking. However, it is impossible to find another solution in the abbreviated form of the equations (I think).

There were those who disagreed, saying that it would do. Indeed, the solution is widely applied in practice, and very beautiful. I agree with the latter. However, on the issue of the applicability of the existing solution, I have to note the following. It is shown below that 1 ) very often an abbreviated set of equations is used to resolve and the resulting solution has a number of disadvantages that affect the quality of the
designed equipment; 2) many consequences of Maxwell's equations were not noticed and are not used in technology.
"And how was You able to resolve?" - they ask ...
An abbreviated form of Maxwell's equations can be represented as eight partial differential equations of the first order. The scope for finding solutions is expanding. But it took me a few years ...

## 5. Lyrical digression

The reader, who will read this book further, will see many solutions to Maxwell's equations for various cases. After found solution, physical interpretations follow. When writing this book, it happened just like this: I followed the found solution with eyes bulging from surprise. Sometimes obvious interpretations appeared, sometimes interpretations came up that I did not know about (I do not have a regular physical education.) Then I browsed in the Internet and found out that (yes!) such a thing had already been discovered by physicists and at the same time sometimes had no formal explanation. Sometimes the interpretation was formulated as a hypothetical experiment. I climbed onto the Internet again and found that (yes!) such an experiment has been described, didn't theoretically explain, and causes controversy ... Sometimes such an experiment was not found: this looks like a patent application. In general, everything was approximate as Stanisław Lem told:

All novels like "Solaris" are written in the same way, which I myself can't explain ... I can still show those places in "Solaris" or "Return from the Stars", where during the writing I was essentially in the role of the reader. When Kelvin arrives at Solaris station and does not meet anyone there, when he goes in search of someone from the station personnel and meets Snaut, who is obviously afraid of him, I had no idea why no one had met the messenger from the Earth and what he was so afraid of Snaut. Yes, I definitely did not know anything about some kind of "living Ocean" covering the planet. All this was revealed to me later, just like the reader during reading, with the only difference being that only I myself could put everything in order.
Exactly the same thing happened with Maxwell's equations for gravity [180].

## 6. Variants of Maxwell's Equations

Further, we separate different special cases (alternatives) of Maxwell's equations system numbered for convenience of presentation.

## Variant 1.

Maxwell's equations in the general case in the GHS system are of the form [3]:

$$
\begin{align*}
& \operatorname{rot}(E)+\frac{\mu}{c} \frac{\partial H}{\partial t}=0  \tag{1}\\
& \operatorname{rot}(H)-\frac{\varepsilon}{c} \frac{\partial E}{\partial t}-\frac{4 \pi}{c} I=0  \tag{2}\\
& \operatorname{div}(E)=0  \tag{3}\\
& \operatorname{div}(H)=0  \tag{4}\\
& I=\sigma E \tag{5}
\end{align*}
$$

where
$I, H, E$ are the conduction current, magnetic and electric fields' strengths, respectively,
$\varepsilon, \mu, \sigma$ are the dielectric constant, magnetic permeability, and conductivity wire of the medium.

## Variant 2.

For a vacuum it must be taken that $\varepsilon=1, \mu=1, \sigma=0$. When the set of equations (1)-(5) takes the following form:

$$
\begin{align*}
& \operatorname{rot}(E)+\frac{1}{c} \frac{\partial H}{\partial t}=0  \tag{6}\\
& \operatorname{rot}(H)-\frac{1}{c} \frac{\partial E}{\partial t}=0  \tag{7}\\
& \operatorname{div}(E)=0  \tag{8}\\
& \operatorname{div}(H)=0 \tag{9}
\end{align*}
$$

The solution to this equations' set is offered in Chapter 1.

## Variant 3.

Consider the case 1 in the complex presentation:

$$
\begin{align*}
& \operatorname{rot}(E)+i \omega \frac{\mu}{c} H=0  \tag{10}\\
& \operatorname{rot}(H)-i \omega \frac{\varepsilon}{c} E-\frac{4 \pi}{c}(\operatorname{real}(I)+i \cdot \operatorname{imag}(I))=0,  \tag{11}\\
& \operatorname{div}(E)=0  \tag{12}\\
& \operatorname{div}(H)=0  \tag{13}\\
& \operatorname{real}(I)=\sigma \cdot \operatorname{abs}(E) . \tag{14}
\end{align*}
$$

It should be noted that instead of showing the whole current, equation (14) shows only its real component, i.e. the conductivity current.

## Variant 4.

For the wire with sinusoidal current I flowing out of an external source, real $(I)$ may at times be excluded from equations (11-14). It is possible for a low-resistance wire and for a dielectric wire (for more details, refer to Chapter 2). As this takes place, the system (11-14) takes the form of

$$
\begin{align*}
& \operatorname{rot}(E)+\frac{\mu}{c} \frac{\partial H}{\partial t}=0,  \tag{15}\\
& \operatorname{rot}(H)-\frac{\varepsilon}{c} \frac{\partial E}{\partial t}-\frac{4 \pi}{c} I=0,  \tag{16}\\
& \operatorname{div}(E)=0  \tag{17}\\
& \operatorname{div}(H)=0 \tag{18}
\end{align*}
$$

The solution for this system will be considered in the Chapter 2.

## Variant 5.

For a constant current wire, the equations' set in Variant 1 simplifies due to the lack of time derivative and takes the following form:

$$
\begin{align*}
& \operatorname{rot}(E)=0,  \tag{21}\\
& \operatorname{rot}(H)-\frac{4 \pi}{c} I=0,  \tag{22}\\
& \operatorname{div}(E)=0,  \tag{24}\\
& \operatorname{div}(H)=0,  \tag{25}\\
& I=\sigma E \tag{26}
\end{align*}
$$

or

## Variant 6.

$$
\begin{align*}
& \operatorname{rot}(I)=0,  \tag{27}\\
& \operatorname{rot}(H)-\frac{4 \pi}{c} I=0,  \tag{28}\\
& \operatorname{div}(I)=0,  \tag{29}\\
& \operatorname{div}(H)=0 . \tag{30}
\end{align*}
$$

The solution for this set will be considered in Chapter 5 .
We will be searching for suitable monochromatic solutions of the aforementioned sets of equations in Variants 1 to 6. A transition to polychromatic solution can be accomplished via Fourier transformation.

## Appendix 0. Cartesian Coordinates

As it is known in book [4], in Cartesian coordinates $x, y, z$, scalar divergence of the $\mathbf{H}$ vector, vector gradient of scalar function $a(x, y, z)$, vector rotor of the $\mathbf{H}$ vector, accordingly, take the following forms:

$$
\begin{aligned}
& \operatorname{div}(H)=\left(\frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}+\frac{\partial H_{z}}{\partial z}\right) \\
& \operatorname{grad}(a)=\left[\frac{\partial a}{\partial x}, \frac{\partial a}{\partial y}, \frac{\partial a}{\partial z}\right] \\
& \operatorname{rot}(H)=\left(\left(\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}\right),\left(\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}\right),\left(\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}\right)\right) .
\end{aligned}
$$

The components of the electric and magnetic fields' strengths in Cartesian coordinates, obtained as a result of this decision, are shown in the following figure.


## Appendix 1. Cylindrical Coordinates

As it is known in book [4], in the cylindrical coordinates $\boldsymbol{r}, \boldsymbol{\varphi}, \boldsymbol{z}$, scalar divergence of the $\mathbf{H}$ vector, vector gradient of scalar function $\boldsymbol{a}(\boldsymbol{r}, \boldsymbol{\varphi}, \mathbf{z})$, vector rotor of the $\mathbf{H}$ vector, accordingly, take the form of

$$
\begin{align*}
& \operatorname{div}(H)=\left(\frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\varphi}}{\partial \varphi}+\frac{\partial H_{z}}{\partial z}\right)  \tag{a}\\
& \operatorname{grad}_{r}(a)=\frac{\partial a}{\partial r}, \operatorname{grad}_{\varphi}(a)=\frac{1}{r} \cdot \frac{\partial a}{\partial \varphi}, \operatorname{grad}_{z}(a)=\frac{\partial a}{\partial z}  \tag{b}\\
& \operatorname{rot}_{r}(H)=\left(\frac{1}{r} \cdot \frac{\partial H_{z}}{\partial \varphi}-\frac{\partial H_{\varphi}}{\partial z}\right)  \tag{c}\\
& \operatorname{rot}_{\varphi}(H)=\left(\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}\right)  \tag{d}\\
& \operatorname{rot}_{z}(H)=\left(\frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \varphi}\right) \tag{e}
\end{align*}
$$

## Appendix 2. Spherical Coordinates

Figure 1 shows the system of the spherical coordinates $\rho, \theta, \varphi$, and Table 1 contains expressions for rotor and divergence of the vector $\mathbf{E}$ in these coordinates [4].


Fig. 1.
Table 1.

| $\mathbf{1}$ | $\mathbf{2}$ |  |
| :--- | :---: | :---: |
| 1 | $\operatorname{rot}_{\rho}(E)$ | $\frac{E_{\varphi}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\varphi}}{\rho \partial \theta}-\frac{\partial E_{\theta}}{\rho \sin (\theta) \partial \varphi}$ |
| 2 | $\operatorname{rot}_{\theta}(E)$ | $\frac{\partial E_{\rho}}{\rho \sin (\theta) \partial \varphi}-\frac{E_{\varphi}}{\rho}-\frac{\partial E_{\varphi}}{\partial \rho}$ |


| 3 | $\operatorname{rot}_{\varphi}(E)$ | $\frac{E_{\theta}}{\rho}+\frac{\partial E_{\theta}}{\partial \rho}-\frac{\partial E_{\rho}}{\rho \partial \varphi}$ |
| :--- | :--- | :--- |
| 4 | $\operatorname{div}(E)$ | $\frac{E_{\rho}}{\rho}+\frac{\partial E_{\rho}}{\partial \rho}+\frac{E_{\theta}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\theta}}{\rho \partial \theta}+\frac{\partial E_{\varphi}}{\rho \sin (\theta) \partial \varphi}$ |

## Appendix 3. Some Correlations Between GHS and SI Systems

Further, formulas appear in the GHS system, yet, for illustration, some examples are shown in the SI system. This is why, for reader's convenience, Table 1 contains correlations between some measurement units of these systems.

Table 1.

| Name | GHS | SI |
| :--- | :--- | :--- |
| electric current | 1 GHS | $3.33 \cdot 10^{-10} \mathrm{~A}$ |
| voltage | 1 GHS | $3 \cdot 10^{2} \mathrm{~V}$ |
| power, energy flux density | 1 GHS | $10^{-7} \mathrm{Wt}$ |
| energy flux density per unit <br> length of wire | 1 GHS | $10^{-5} \mathrm{Wt} / \mathrm{m}$ |
| electric current density | 1 GHS | $3.33 \cdot 10^{-6} \mathrm{~A} / \mathrm{m}^{2}$ |
|  |  | $3.33 \cdot 10^{-12} \mathrm{~A} / \mathrm{mm}^{2}$ |
| electric field strength | 1 GHS | $3 \cdot 10^{4} \mathrm{~V} / \mathrm{m}$ |
| magnetic field strength | 1 GHS | $80 \mathrm{~A} / \mathrm{m}$ |
| magnetic induction | 1 GHS | $10^{-4} \mathrm{~T}$ |
| absolute dielectric permittivity | 1 GHS | $8.85 \cdot 10^{-12} \mathrm{~F} / \mathrm{m}$ |
| absolute magnetic permeability | 1 GHS | $1.26 \cdot 10^{-8} \mathrm{H} / \mathrm{m}$ |
| capacitance | 1 GHS | $1.1 \cdot 10^{-12} \mathrm{~F}$ |
| inductance | 1 GHS | $10^{-9} \mathrm{H}$ |
| electrical resistance | 1 GHS | $9 \cdot 10^{11} \mathrm{Om}$ |
| electrical conductivity | 1 GHS | $1.1 \cdot 10^{-12} \mathrm{sm}$ |
| specific electrical resistance | 1 GHS | $9 \cdot 10^{9} \mathrm{Om} \cdot \mathrm{m}$ |
| specific electrical conductivity | 1 GHS | $1.1 \cdot 10^{-10} \mathrm{sm} / \mathrm{m}$ |

## Appendix 4. Known solution of Maxwell's equations for electromagnetic fields in a vacuum

Let us consider a set of Maxwell's equations for a vacuum stated before in Section 4:

$$
\begin{align*}
& \operatorname{rot}(E)=-\frac{1}{c} \frac{\partial H}{\partial t},  \tag{1}\\
& \operatorname{rot}(H)=\frac{1}{c} \frac{\partial E}{\partial t}  \tag{2}\\
& \operatorname{div}(E)=0  \tag{3}\\
& \operatorname{div}(H)=0 \tag{4}
\end{align*}
$$

Taking a curl from each part of equation (1), we obtain:

$$
\begin{equation*}
\operatorname{rot}(\operatorname{rot}(E))=\operatorname{rot}\left(-\frac{1}{c} \frac{\partial H}{\partial t}\right) \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{rot}(\operatorname{rot}(E))=-\frac{1}{c} \cdot \frac{\partial}{\partial t}(\operatorname{rot}(H)) . \tag{6}
\end{equation*}
$$

Having combined equations (2) and (6), we find out that

$$
\begin{equation*}
\operatorname{rot}(\operatorname{rot}(E))=-\frac{1}{c^{2}} \cdot \frac{\partial^{2}}{\partial t^{2}}(E) \tag{6a}
\end{equation*}
$$

It is stated in [4, p.131] that

$$
\begin{equation*}
\operatorname{rot}(\operatorname{rot}(E))=\operatorname{grad}(\operatorname{div}(E))-\Delta E . \tag{7}
\end{equation*}
$$

where the orthogonal coordinates show that

$$
\begin{equation*}
\Delta E=\frac{\partial^{2} E}{\partial x^{2}}+\frac{\partial^{2} E}{\partial y^{2}}+\frac{\partial^{2} E}{\partial z^{2}} . \tag{8}
\end{equation*}
$$

With equations (3) and (7), we find that

$$
\begin{equation*}
\operatorname{rot}(\operatorname{rot}(E))=-\Delta E . \tag{9}
\end{equation*}
$$

Having combined equations (6a), (8), (9), we find out that

$$
\begin{equation*}
\frac{1}{c^{2}} \cdot \frac{\partial^{2} E}{\partial t^{2}}=\frac{\partial^{2} E}{\partial x^{2}}+\frac{\partial^{2} E}{\partial y^{2}}+\frac{\partial^{2} E}{\partial z^{2}} \tag{10}
\end{equation*}
$$

This equation has a complex solution in the orthogonal coordinates of the following form:

$$
\begin{equation*}
E(t, x, y, z)=|E| e^{\left(k_{x} x+k_{y} y+k_{z} z-\omega t+\phi_{o}\right)} \tag{11}
\end{equation*}
$$

which can be verified by direct substitutions. For this purpose, the first and second derivatives of (10) are pre-calculated. Constants
$\left(|E|, k_{x}, k_{y}, k_{z}, \omega, \phi_{o}\right)$ have a certain physical significance (which will be not discussed here).

The obtained solution is complex. It is known that the real part of any complex solution is also a solution. Consequently, the following solution can be chosen instead of complex solution (11):

$$
\begin{equation*}
E(t, x, y, z)=|E| \cos \left(k_{x} x+k_{y} y+k_{z} z-\omega t+\phi_{o}\right) \tag{12}
\end{equation*}
$$

Similarly, we can obtain a solution in the following form:

$$
\begin{equation*}
H(t, x, y, z)=|H| \cos \left(k_{x} x+k_{y} y+k_{z} z-\omega t+\phi_{o}\right) \tag{13}
\end{equation*}
$$

It should be stated that energy is calculated as an integral as follows:

$$
\begin{gather*}
W=\int_{t}\left(\frac{\varepsilon E^{2}}{2}+\frac{\mu H^{2}}{2}\right) d t=\frac{1}{2} \int_{t}\binom{\varepsilon(|E| \cos (\ldots \omega t))^{2}+}{\mu(|E| \cos (\ldots \omega t))^{2}} d t \\
=\frac{1}{2}\left(\varepsilon(|E|)^{2}+\mu(|E|)^{2}\right) \int_{t}\left(\cos ^{2}(\ldots \omega t)\right) d t= \\
=\left.\frac{1}{8 \omega}\left(\varepsilon(|E|)^{2}+\mu(|E|)^{2}\right)\right|^{t} \sin (\ldots 2 \omega t), \tag{14}
\end{gather*}
$$

With equations (12), (13), and (14), it can be clearly stated that:

1. the energy transforms in time, which contradicts the low of energy conservation,
2. vorticities $E$ and $H$ are cophased, which contradicts electrical engineering.

This known solution is the solution to the wave equation. Consequently, the wave equation in electrodynamics does NOT satisfy the energy conservation law. However, this fact is well known: the wave equation satisfies the law of conservation of energy on average, which, in principle, cannot be considered compliance with the conservation law.

A huge number of theoretical conclusions in electrodynamics are made based on the use of the wave equation. These conclusions were obtained in violation of the law of conservation of energy and had to put up with it. Now that the exact solution to Maxwell's equations has been found, it is necessary to revise and refine the previously obtained results. This is necessary because some of the results may turn out to be fundamentally incorrect (and not just erroneous with some error).

## Appendix 5. On the conservation of energy in the electromagnetic wave

Here we consider in detail the issue of energy conservation in an electromagnetic wave. The following reasoning must be given here,
despite their simplicity, since in further conclusions, they are of fundamental importance.

## 1. Running electromagnetic wave

In a traveling electromagnetic wave, the moduli of the magnetic induction $B$ and the electric field strength $E$ at each point in space are related by the following relation:

$$
\begin{equation*}
B=E \sqrt{\varepsilon \mu} / c \tag{1a}
\end{equation*}
$$

where $\boldsymbol{c}$ is the speed of light in a vacuum, $c=1 / \sqrt{\varepsilon_{o} \mu_{o}}$. The bulk density of electrical energy is

$$
\begin{equation*}
w_{e}=\frac{\varepsilon \varepsilon_{o} E^{2}}{2} . \tag{1b}
\end{equation*}
$$

The bulk density of the magnetic energy is

$$
\begin{equation*}
w_{m}=\frac{B^{2}}{2 \mu \mu_{o}} \tag{2}
\end{equation*}
$$

We substitute (1a) into (2) and obtain (1c). Consequently

$$
\begin{equation*}
w_{e}=w_{m} \tag{3}
\end{equation*}
$$

Thus, in the traveling electromagnetic wave, mutual transformations of the electric and magnetic energy occur. As a result, the bulk density of electromagnetic energy can be calculated with the following formula:

$$
\begin{equation*}
w=w_{e}+w_{m}=\frac{\varepsilon \varepsilon_{o} E^{2}}{2}+\frac{B^{2}}{2 \mu \mu_{o}} \tag{4}
\end{equation*}
$$

The sinusoidal traveling electromagnetic wave in the simplest case is described by the following formulas:

$$
\begin{align*}
& E=E_{o} \cos (\omega t-k z)  \tag{5}\\
& B=B_{o} \cos (\omega t-k z) \tag{6}
\end{align*}
$$

where $E_{o}, B_{o}$ are the amplitudes of oscillations of the electric and magnetic parameters, respectively.

Substituting equations (5) and (6) into (4), we obtain

$$
\begin{equation*}
w=\left(\frac{\varepsilon \varepsilon_{o} E_{O}^{2}}{2}+\frac{B_{O}^{2}}{2 \mu \mu_{o}}\right) \operatorname{Cos}^{2}(\omega t-k z) \tag{7}
\end{equation*}
$$

From (7) it follows that at any point and in any volume the electromagnetic energy varies in time from zero to a certain maximum. This is clearly contrary to the law of conservation of energy.

## 2. Standing electromagnetic wave

The standing sinusoidal electromagnetic wave is described by the formulas

$$
\begin{align*}
& E=E_{O} \operatorname{Sin}(k z) \operatorname{Sin}(\omega t)  \tag{8}\\
& B=B_{O} \operatorname{Cos}(k z) \operatorname{Cos}(\omega t) \tag{9}
\end{align*}
$$

In this wave, the strength at all points changes in time with the same frequency and in one phase, and the amplitude in it varies according to the harmonic law depending on the $z$ coordinate.

From formulas (8) and (9) it can be seen that the vibrations of E and B are shifted in phase by a quarter of the period. This means that when the electric field strength reaches a maximum, the $B$ values are equal to zero.

The energy flux density of electromagnetic waves is determined by the Poynting vector. Since at the nodes the values of E or B are equal to zero, the flow at these points is equal to zero. The nodes for E coincide with the antinodes for B and vice versa. This means that through the nodes and antinodes there is no flow of electromagnetic energy. However, since E and B at other points change over time, it can be concluded that over time, energy moves between neighboring nodes and antinodes. When this happens, the energy of the electric field is converted into the energy of a magnetic field and vice versa. The total energy enclosed between two adjacent nodes and the antinodes remains constant.

Consider this question in more detail. From (4), (8), and (9), it follows that

$$
w=w_{e}+w_{m}=\left\{\begin{array}{l}
\frac{\varepsilon \varepsilon_{o} E_{o}^{2}}{2} \operatorname{Sin}^{2}(k z) \operatorname{Sin}^{2}(\omega t)  \tag{10}\\
+\frac{B_{o}^{2}}{2 \mu \mu_{o}} \operatorname{Cos}^{2}(k z) \operatorname{Cos}^{2}(\omega t)
\end{array}\right\}
$$

Find the energy enclosed between two neighboring nodes and antinodes:

$$
w_{1}=\int_{z=0}^{z=\frac{\pi}{2 k}}\left\{\begin{array}{l}
\frac{\varepsilon \varepsilon_{o} E_{o}^{2}}{2} \operatorname{Sin}^{2}(k z) \operatorname{Sin}^{2}(\omega t) \\
+\frac{B_{o}^{2}}{2 \mu \mu_{o}} \operatorname{Cos}^{2}(k z) \operatorname{Cos}^{2}(\omega t)
\end{array}\right\} d z
$$

or

$$
w_{1}=\left\{\begin{array}{c}
\operatorname{Sin}^{2}(\omega t) \cdot \int_{z=0}^{z=\frac{\pi}{2 k}}\left\{\frac{\varepsilon \varepsilon_{O} E_{O}^{2}}{2} \operatorname{Sin}^{2}(k z)\right\} d z \\
+\operatorname{Cos}^{2}(\omega t) \cdot \int_{z=0}^{z=\frac{\pi}{2 k}}\left\{\frac{B_{O}^{2}}{2 \mu \mu_{O}} \operatorname{Cos}^{2}(k z)\right\} d z
\end{array}\right\}
$$

This energy does not change in time because

$$
\begin{equation*}
a_{1}=\int_{z=0}^{z=\frac{\pi}{2 k}}\left\{\frac{\varepsilon \varepsilon_{o} E_{o}^{2}}{2} \operatorname{Sin}^{2}(k z)\right\} d z=\int_{z=0}^{z=\frac{\pi}{2 k}}\left\{\frac{B_{o}^{2}}{2 \mu \mu_{o}} \operatorname{Cos}^{2}(k z)\right\} d z \tag{11}
\end{equation*}
$$

that after taking integrals follows from formula (3). Wherein

$$
\begin{equation*}
w_{1}=a_{1} \tag{12}
\end{equation*}
$$

Similar relations can be obtained for the other three quarterperiods of function (12). Thus, the standing wave retains its electromagnetic energy (which it received during the formation of two traveling waves).

To maintain the ideal standing wave does not require the flow of external energy.

## Appendix 6. The list of some theoretical predictions confirmed experimentally

Listed below are some theoretical predictions obtained in the book and confirmed by experimental observations and explanations of experiments that have not yet been substantiated:

- the electromagnetic wave propagates along a spiral trajectory (Chapter 1.3),
- a plane wave can exist physically (Chapter 1a),
- regardless of the parameters of the wire, there is an unambiguous relationship among the voltage $U$ on the wire, the longitudinal component of the magnetic field strength Hz in the wire, and the active power $P$ transmitted through the dielectric wire (Chapter 2)
- in the dielectric circuit there is a longitudinal component of the magnetic field strength (Chapter 2),
- the capacitor can be a converter of variable magnetic induction into alternating electrical voltage (Chapters 2 and 2a),
- the propagation speed of an electromagnetic wave in a capacitor is less than the speed of light and depends on the transmitted active power (Chapter 2),
- a radio signal propagating in an electrically conductive medium consists of two signals propagating at different speeds that explains the "world echo" and other similar phenomena (Chapter 2h),
- the energy flow in the transformer is independent of magnetic flux (Chapter 3),
- a current in the wire can occur not only as a result of the applied alternating voltage but also as a result of the applied external longitudinal magnetomotive force that is observed in the experiments (Chapter 3),
- the longitudinal component of the magnetic field strength in the cavity of the tubular conductor (Chapters 4b, 4c),
- explanation of the functioning of Markov, Zatsarinin, Pozynich transformers (Chapter 4c),
- the line in the DC wire on the cylinder of a constant radius, on which all the strengths and densities of the current remain constant, is a helix (Chapter 5),
- the existence of the longitudinal component of the magnetic field strength in the wire (Chapter 5),
- the energy flow in the wire, equal to the transmitted power, moves inside the wire (Chapter 5),
- torque in the wire and Milroy's motor (ball-bearing motor based on the Huber effect) (Chapter 5a),
- the EMF in a wire located in an inhomogeneous longitudinal, transverse, or circular magnetic field (Chapter 5d),
- the appearance of a current in a conductor located between the same name ends of two magnets, i.e. the Beulie effect (Chapter 5d),
- Bedini magnetic gateway (Chapter 5d),
- simple brushless DC motor (chapter 5d),
- in a rotating electrically conductive body there appears a circular direct current and by this fact the effects of Barnett and Aspden are explained (Chapter 5h),
- the existence of energy transmission devices due to the emergence of EMFs that are inexplicable by electromagnetic induction (Chapter 6),
- single-wire power transmission (Chapter 6),
- the nature of the potential energy of the capacitor and the mechanism of energy conservation in the dielectric of the capacitor, as well as the nature of energy conservation in the dielectric of the capacitor freed from the plates (Chapter 7),
- magnetic field in a charged capacitor (Chapter 7),
- a capacitor charge in a longitudinal or circular magnetic field (Chapter 7a),
- energy flows, impulses, and angular momenta exist in the vicinity of the end face of the magnet that is confirmed by known experiments (Chapter 7c)
- permanent recovery of magnet energy (Chapter 7c),
- in a spherical electromagnetic wave, the energy flow remains constant with increasing radius and does NOT change in time, which strictly corresponds to the law of conservation of energy (Chapter 8),
- the well-known solution for a spherical electromagnetic wave does NOT satisfy the Maxwell set of equations and for designing antennas it is necessary to use the solution from Chapter 8 (Chapter 8b),
- plasma crystal (Chapter 11),
- in a wire, the density of the Lorentz magnetic force is proportional to the power density (Chapter 12),
- the Lorentz magnetic force does the job (Chapter 12),
- an electromagnetic impulse and a mechanical impulse quantitatively enter in an equivalent manner in the law of conservation of momentum; this statement explains the functioning of the reactionless drives (also known as an inertial propulsion engines, reactionless thrusters, reactionless engines, bootstrap drives, or inertia drives) (Chapter 13),
- there is a flow of energy of a moving body with a static electromagnetic field and related experiments (Chapter 13b),
- there is a static electromagnetic field and energy flow in it (Chapter 13b),
- device for converting a static electromagnetic field pulse into a mechanical pulse (Chapter 13b),
- "flying triangles" (Chapter 13d),
- nonequivalence of the solenoid and magnet (Chapter 14),
- energy flow as an electromotive force (Chapter 15),
- the existence of an electromagnetic wave of limited volume, conserving energy and information, and explaining the mirages of the past (Chapter 16),
- intranuclear forces, as a consequence the existence of an electromagnetic wave of limited volume (Chapter 16a),
- interaction of nanoparticles, as a consequence the existence of an electromagnetic wave of limited volume (Chapter 16b),
- the ability to transmit information in biological systems in the water and air environment (Chapters 16c and 16d),
- reversibility of unipolar induction (Chapter 17),
- justification of the magnetohydrodynamic dynamo effect and the existence of the magnetic field of astronomical objects (Chapter 17),
- Lorentz and Ampere forces as consequences of the existence of an electromagnetic field pulse flux (Chapter 18).
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## 1. Introduction

In Chapter "Introduction", inconsistency of the well-known solution of Maxwell's equations was demonstrated. A new solution of Maxwell's equations for a vacuum is proposed below [5].

## 2. Solution of Maxwell's Equations

First, we shall consider the solution of Maxwell's equation for a vacuum shown in Chapter "Introduction" as Variant 1. This solution has the following form:

$$
\begin{align*}
& \operatorname{rot}(E)+\frac{\mu}{c} \frac{\partial H}{\partial t}=0,  \tag{a}\\
& \operatorname{rot}(H)-\frac{\varepsilon}{c} \frac{\partial E}{\partial t}=0,  \tag{b}\\
& \operatorname{div}(E)=0,  \tag{c}\\
& \operatorname{div}(H)=0 \tag{d}
\end{align*}
$$

In the cylindrical coordinates system $r, \varphi, z$, these equations look like the following equations:

$$
\begin{align*}
& \frac{E_{r}}{r}+\frac{\partial E_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial E_{\phi}}{\partial \phi}+\frac{\partial E_{z}}{\partial z}=0,  \tag{1}\\
& \frac{1}{r} \cdot \frac{\partial E_{z}}{\partial \phi}-\frac{\partial E_{\phi}}{\partial z}=M_{r},  \tag{2}\\
& \frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}=M_{\phi}, \tag{3}
\end{align*}
$$
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$$
\begin{align*}
& \frac{E_{\phi}}{r}+\frac{\partial E_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial E_{r}}{\partial \phi}=M_{z}  \tag{4}\\
& \frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\phi}}{\partial \phi}+\frac{\partial H_{z}}{\partial z}=0  \tag{5}\\
& \frac{1}{r} \cdot \frac{\partial H_{Z}}{\partial \phi}-\frac{\partial H_{\phi}}{\partial z}=J_{r}  \tag{6}\\
& \frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=J_{\phi}  \tag{7}\\
& \frac{H_{\phi}}{r}+\frac{\partial H_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \phi}=J_{z}  \tag{8}\\
& J=\frac{\varepsilon}{c} \frac{\partial E}{\partial t}  \tag{9}\\
& M=-\frac{\mu}{c} \frac{\partial H}{\partial t} \tag{10}
\end{align*}
$$

For the sake of brevity further we shall use the following notations:

$$
\begin{align*}
& \text { co }=\cos (\alpha \phi+\chi z+\omega t),  \tag{11}\\
& \text { si }=\sin (\alpha \phi+\chi z+\omega t) \tag{12}
\end{align*}
$$

where $\alpha, \chi, \omega$ are certain constants. Let us present the unknown functions in the following forms:

$$
\begin{align*}
& J_{r}=j_{r}(r) c o,  \tag{13}\\
& J_{\phi}=j_{\phi}(r) s i,  \tag{14}\\
& J_{z}=j_{z}(r) s i,  \tag{15}\\
& H_{r}=h_{r}(r) c o,  \tag{16}\\
& H_{\phi}=h_{\phi}(r) s i,  \tag{17}\\
& H_{z}=h_{z}(r) s i,  \tag{18}\\
& E_{r}=e_{r}(r) s i,  \tag{19}\\
& E_{\phi}=e_{\phi}(r) c o,  \tag{20}\\
& E_{z}=e_{z}(r) c o,  \tag{21}\\
& M_{r}=m_{r}(r) c o,  \tag{21a}\\
& M_{\phi}=m_{\phi}(r) s i,  \tag{22}\\
& M_{z}=m_{z}(r) s i, \tag{23}
\end{align*}
$$

where $j(r), h(r), e(r), m(r)$ are the certain functions of the coordinate $r$.

By direct substitution we can verify that functions (13)-(23) transform equations' set (1)-(10) with three arguments $r, \varphi, z$ into equations' set with one argument $r$ and unknown functions $j(r), h(r), e(r), m(r)$.

In Appendix 1, it is shown that for such a set there exists a solution in the following forms (in Appendix 1, see in equations (24), (27), (18), (31), (33), (34), and (32), respectively):

$$
\begin{equation*}
\boldsymbol{h}_{z}(r)=0, e_{z}(r)=0 \tag{24}
\end{equation*}
$$
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$$
\begin{align*}
& e_{r}(r)=e_{\phi}(r)=\frac{A}{2} r^{(\alpha-1)},  \tag{25}\\
& h_{\phi}(r)=\sqrt{\frac{\varepsilon}{\mu}} e_{r}(r),  \tag{26}\\
& h_{r}(r)=-\sqrt{\frac{\varepsilon}{\mu}} e_{\phi}(r)  \tag{27}\\
& \chi= \pm \omega \sqrt{\mu \varepsilon} / c \tag{28}
\end{align*}
$$

where $A, \varepsilon, \mu, c, \alpha, \chi, \omega$ are the constants.
Thus, we have got a monochromatic solution of equations' set (1)(10). A transition to a polychromatic solution can be achieved with the aid of Fourier transform. If the solution exists in the cylindrical coordinate system, then it exists in any other coordinate system. It means that we have got a common solution of Maxwell's equations in a vacuum.

## 3. The strengths

We consider (2.25):

$$
\begin{equation*}
e_{r}=e_{\phi}=0.5 A \cdot r^{\alpha-1} \tag{1}
\end{equation*}
$$

where $A$ is some constant. Fig. 1 shows, for example, the graphics functions (1) for $A=-1, \alpha=0.8$.


Fig. 2 shows the vectors of intensities originating from the point $A(r, \phi)$. Let us remind that there are the projections $h_{\phi}(r)=$ $\underline{\sqrt{\frac{\varepsilon}{\mu}}} e_{r}(r)$ and $h_{r}(r)=-\sqrt{\frac{\varepsilon}{\mu}} e_{\phi}(r)$, see expressions (2.26) and (2.27). The
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directions of the vectors $e_{r}(r)$ and $e_{\phi}(r)$ are chosen as follows: $e_{r}(r)>$ $0, e_{\phi}(r)<0$. Note that the vectors $\mathbf{E}$ and $\mathbf{H}$ are always orthogonal.

In order to demonstrate a phase shift between the wave components, let's consider functions (2.11), (2.12), and (2.16-2.21). It can be seen that at each point with the coordinates $r, \phi, z$ intensities $\boldsymbol{H}, \boldsymbol{E}$ are shifted in a phase by a quarter-period as shown in Figure 0.

The density of energy is

$$
\begin{equation*}
\mathrm{W}=\frac{1}{8 \pi}\left(\varepsilon \mathrm{H}^{2}+\mu \mathrm{E}^{2}\right) \tag{2}
\end{equation*}
$$

Taking into account equations (2.17), (2.18), (2.20), (2.21), (2.26), and (2.27), we can find:

$$
\begin{aligned}
\mathrm{W} & =\frac{1}{8 \pi}\left(\varepsilon\left(\left(\mathrm{e}_{\mathrm{r}} \mathrm{si}\right)^{2}+\left(\mathrm{e}_{\varphi} \mathrm{co}\right)^{2}\right)+\mu\left(\left(\mathrm{h}_{\mathrm{r}} \mathrm{co}\right)^{2}+\left(\mathrm{h}_{\varphi} \mathrm{si}\right)^{2}\right)\right) \\
& =\frac{1}{8 \pi}\left(\varepsilon\left(\left(\mathrm{e}_{\mathrm{r}} \mathrm{si}\right)^{2}+\left(\mathrm{e}_{\varphi} \mathrm{co}\right)^{2}\right)+\mu \frac{\varepsilon}{\mu}\left(\left(\mathrm{e}_{\mathrm{r}} \mathrm{co}\right)^{2}+\left(\mathrm{e}_{\mathrm{r}} \mathrm{si}\right)^{2}\right)\right)
\end{aligned}
$$

or

$$
\begin{equation*}
\mathrm{W}(\mathrm{r})=\frac{\varepsilon}{4 \pi}\left(\mathrm{e}_{\mathrm{r}}(\mathrm{r})\right)^{2} \tag{3}
\end{equation*}
$$

The reader can also see in Figure 1. From (3) and (3.2) we can find that

$$
\begin{equation*}
\mathrm{W}(\mathrm{r})=\frac{\mathrm{A}^{2} \varepsilon}{16 \pi} \mathrm{r}^{2(\alpha-1)} \tag{3a}
\end{equation*}
$$

Thus, electromagnetic wave energy density is constant in time and equal in all points of the cylinder of given radius.


Fig. 2.


Fig. 3.

The solution exists also for changed signs of functions (2.11) and (2.12). This case is shown in Figure 3. Figures 2 and 3 illustrate the fact
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that there are two possible types of electromagnetic wave circular polarization.

Let's consider functions (2.11), (2.12), and (2.28). Then, we can find that

$$
\begin{align*}
& \quad \mathrm{co}=\cos \left(\alpha \phi+\sqrt{\varepsilon \mu} \frac{\omega}{c} z+\omega t\right) \\
& \text { si }=\sin \left(\alpha \phi+\sqrt{\varepsilon \mu} \frac{\omega}{c} z+\omega t\right) \tag{4}
\end{align*}
$$

Let's consider a point moving along a cylinder of constant radius $\boldsymbol{r}$, at which the value of the magnetic field strength $H_{r}$ depends on time $t$ as follows:

$$
\begin{equation*}
H_{r}=h_{r}(r) \cos (\omega t) \tag{5}
\end{equation*}
$$

Comparing this equation with (2.16) and taking into account equation (4), we can notice that equation (5) is the same as (2.16), if at any moment of time there is

$$
\begin{equation*}
\alpha \phi+\sqrt{\varepsilon \mu} \frac{\omega}{c} z=0 \tag{6}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi=-\frac{\omega \sqrt{\varepsilon \mu}}{\alpha \cdot c} z . \tag{7}
\end{equation*}
$$

Thus, at the cylinder of constant radius $r$ a path of this point exists, which is described by equations (4) and (7), where all the strengths vary harmonically. On the other hand, this path is a helix. Thus, the line, along which the point moves in such a way, that its strength $H_{r}$ varies in a sinusoidal manner, is a helix. The same conclusion can be repeated for other strengths (2.17-2.21). Thus,
the path of the point, which moves along a cylinder of given radius in such a manner, that each strength varies harmonically with time, is described by a helix.



For instance, Figure 4 shows a helix, for which $r=1, c=$ 300000, $\omega=3000, \alpha=-3, \phi=[0 \div 2 \pi]$. Figure $4 a$ shows helices in the same conditions but for different radii, where $r=$ $[0.5,0.6, \ldots 1.0,1.1]$. The straight lines indicate the geometric loci of points with equal $\phi$.

The last means (A) that at point T moving along this helix, the vectors of strengths (2.16-2.21) can be written as follows:

$$
\begin{aligned}
& H_{r}=h_{r}(r) \cos (\omega t), H_{\phi}=h_{\phi}(r) \sin (\omega t), H_{z}=h_{z}(r) \sin (\omega t), \\
& E_{r}=e_{r}(r) \sin (\omega t), E_{\phi}=e_{\phi}(r) \cos (\omega t), E_{z}=e_{z}(r) \cos (\omega t) .
\end{aligned}
$$ It was shown above (see in equations (2.24-2.27)) that $h_{z}(r)=0$, $e_{z}(r)=0, \quad e_{r}(r)=e_{\phi}(r)=e_{r \phi}(r), \quad h_{\phi}(r)=\sqrt{\frac{\varepsilon}{\mu}} e_{r \phi}(r), \quad h_{r}(r)=$ $-\sqrt{\frac{\varepsilon}{\mu}} e_{r \phi}(r)$. Therefore, at each point there are only the following vectors:

$$
\begin{aligned}
& H_{r}=-\sqrt{\frac{\varepsilon}{\mu}} e_{r \phi}(r) \cos (\omega t), H_{\phi}=\sqrt{\frac{\varepsilon}{\mu}} e_{r \phi}(r) \sin (\omega t) \\
& E_{r}=e_{r \phi}(r) \sin (\omega t), \quad E_{\phi}=e_{r \phi}(r) \cos (\omega t)
\end{aligned}
$$

In this case, the resultant vectors $H_{r \phi}=H_{r}+H_{\phi}$ and $E_{r \phi}=E_{r}+E_{\phi}$ lay in the plane $r, \phi$, and their modules are $\left|H_{r \phi}\right|=\sqrt{\frac{\varepsilon}{\mu}} e_{r \phi}(r)$ and $\left|E_{r \phi}\right|=e_{r \phi}(r)$. Fig. 4b shows all these vectors. It can be seen that when
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the point $\boldsymbol{T}$ moves along the helix, the resultant vectors $H_{r \phi}$ and $E_{r \phi}$ rotate in the plane $r, \phi$. Their moduli are constant and equal to each other. These vectors $H_{r \phi}$ and $E_{r \phi}$ are always orthogonal.

So, the harmonic wave is propagating along the helix. In this case at each point $T$ moving along this helix, the projections of the vectors of the magnetic and electric fields' strengths:

- exist only in the plane perpendicular to the helix axis, i.e. there exist only two projections of these vectors,
- vary in a sinusoidal manner,
- are shifted in phase by a quarter-period.

The resultant vectors:

- rotate in this plane,
- have constant moduli,
- are orthogonal to each other.


Fig. 4b.

## 4. Energy Flows

The density of electromagnetic flow is the Poynting vector:

$$
\begin{equation*}
S=\eta E \times H \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=c / 4 \pi \tag{2}
\end{equation*}
$$

In the SI system, $\eta=1$ and formula (1) of this section takes the following form:

$$
\begin{equation*}
S=E \times H \tag{3}
\end{equation*}
$$
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In the cylindrical coordinates $r, \phi, z$, the density flow of electromagnetic energy has three components $S_{r}, S_{\phi}, S_{z}$, directed along the corresponding axis. They are determined by the following formula:

$$
S=\left[\begin{array}{l}
S_{r}  \tag{4}\\
S_{\varphi} \\
S_{z}
\end{array}\right]=\eta(E \times H)=\eta\left[\begin{array}{c}
E_{\varphi} H_{z}-E_{z} H_{\varphi} \\
E_{z} H_{r}-E_{r} H_{z} \\
E_{r} H_{\varphi}-E_{\varphi} H_{r}
\end{array}\right] .
$$

or

$$
S=\left[\begin{array}{l}
S_{r}  \tag{5}\\
S_{\varphi} \\
S_{z}
\end{array}\right] \eta\left[\begin{array}{c}
s_{r} \cdot s i^{2} \\
s_{\phi} \cdot s i \cdot c o \\
s_{z} \cdot s i \cdot c o
\end{array}\right],
$$

where

$$
\begin{align*}
& s_{r}=\left(e_{\phi} h_{z}-e_{z} h_{\phi}\right), \\
& s_{\phi}=\left(e_{z} h_{r}-e_{r} h_{z}\right), \\
& s_{z}=\left(e_{r} h_{\phi}-e_{\phi} h_{r}\right) . \tag{5a}
\end{align*}
$$

The flow passing through a given section of a cylindrical wave at a given time is

$$
. \bar{S}=\left[\begin{array}{c}
\bar{S}_{r}  \tag{6}\\
\overline{S_{\varphi}} \\
\overline{S_{z}}
\end{array}\right]=\iint_{r, \varphi}\left(\left[\begin{array}{l}
S_{r} \\
S_{\varphi} \\
S_{z}
\end{array}\right] d r \cdot d \varphi\right)
$$

It is shown above that $h_{z}(r)=0, e_{z}(r)=0$. Therefore, $S_{r}=0$, $S_{\varphi}=0$, i.e. the energy flux propagates only along the $\approx$-axis and is equal to

$$
\begin{equation*}
. \bar{S}=\bar{S}_{z}=\eta \iint_{r, \varphi}\left(\left(e_{r} h_{\varphi} \mathrm{si}^{2}-e_{\varphi} h_{r} \operatorname{co}^{2}\right) d r \cdot d \varphi\right) \tag{7}
\end{equation*}
$$

Lack of radial energy flux indicates that the area of wave existence is NOT growing. The existence of lasers provides an evidence of this fact. The divergence of a laser beam is the subject of numerous studies [132]. However, these studies are related (as far as the author knows) to a multimode beam and it is tacitly implied that a small divergence is the result of mode interaction. However, it is difficult to imagine the mechanism of such interaction. The proposed solution shows that each mode does not expand and therefore, the sum of the modes does not expand.

We'll find $s_{z}$. From (2.26), (2.27), and (2.25), we obtain:

$$
\begin{align*}
e_{r} h_{\phi} & =\sqrt{\frac{\varepsilon}{\mu}} e_{r}^{2}  \tag{8}\\
e_{\phi} h_{r} & =-\sqrt{\frac{\varepsilon}{\mu}} e_{\phi}^{2} \tag{9}
\end{align*}
$$
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$$
\begin{equation*}
e_{r}=e_{\varphi} \tag{10}
\end{equation*}
$$

In this way, it is possible to write that

$$
\begin{equation*}
S_{z}=\eta e_{r}^{2} \sqrt{\frac{\varepsilon}{\mu}}=\frac{c}{4 \pi} e_{r}^{2} \sqrt{\frac{\varepsilon}{\mu}} \tag{11}
\end{equation*}
$$

or, taking into account (2) and (2.25),

$$
\begin{equation*}
. S_{z}=\frac{A^{2}}{16 \pi} \sqrt{\frac{\varepsilon}{\mu}} c r^{2(\alpha-1)} \tag{12}
\end{equation*}
$$

Consequently, the energy flux of the electromagnetic wave is constant in time.

It follows that the energy flux passing through the cross-sectional area is independent of $t, \quad \phi, \quad z$. This value does not vary with time, and this complies with the Law of energy conservation.

## 5. Speed of energy movement

First of all, we have to find the propagation speed of a monochromatic electromagnetic wave. Obviously, this speed is equal to the derivative $\frac{d z}{d t}$ of the function $z(t)$ given implicitly in forms (2.16-2.21). For instance, consider function (2.16). We have:

$$
\begin{align*}
& \frac{d\left(H_{r}\right)}{d z}=h_{r} \frac{d}{d z}(\cos (\alpha \varphi+\chi z+\omega t))=-\mathrm{si} \cdot h_{r} \chi  \tag{1}\\
& \frac{d\left(H_{r}\right)}{d t}=h_{r} \frac{d}{d t}(\cos (\alpha \varphi+\chi z+\omega t))=-\mathrm{si} \cdot h_{r} \omega \tag{2}
\end{align*}
$$

Then the propagation speed of a monochromatic electromagnetic wave is written as follows:

$$
\begin{equation*}
\mathrm{v}_{\mathrm{m}}=\frac{\mathrm{dz}}{\mathrm{dt}}=\frac{\mathrm{d}\left(\mathrm{H}_{\mathrm{r}}\right)}{\mathrm{dt}} / \frac{\mathrm{d}\left(\mathrm{H}_{\mathrm{r}}\right)}{\mathrm{dz}}=\frac{\omega}{\chi} \tag{3}
\end{equation*}
$$

Taking (2.28) into account, we obtain

$$
\begin{equation*}
v_{\mathrm{m}}=\omega /(\omega \sqrt{\mu \varepsilon} / c)=\frac{c}{\sqrt{\mu \varepsilon}} \tag{4}
\end{equation*}
$$

Since in a vacuum $\mu=\varepsilon=1$, the propagation velocity of a monochromatic electromagnetic wave in a vacuum is equal to the speed of light, namely:

$$
\begin{equation*}
\mathrm{v}_{\mathrm{m}}=\mathrm{c} \tag{5}
\end{equation*}
$$

Umov's concept [81] is generally accepted, according to which the energy flux density $s$ is a product of the energy density $w$ and the speed $v_{e}$ of energy movement:

$$
\begin{equation*}
s=w \cdot v_{e} \tag{6}
\end{equation*}
$$

With (4.11) and (3.3), we obtain:

$$
\begin{equation*}
v_{e}=\frac{S_{z}}{W}=\left(\frac{c}{4 \pi} e_{r}^{2} \sqrt{\frac{\varepsilon}{\mu}}\right) /\left(\frac{\varepsilon}{4 \pi} e_{r}^{2}\right)=\frac{c}{\sqrt{\varepsilon \mu}} \tag{7}
\end{equation*}
$$

Thus, the speed of energy motion is constant for all points of the wave cross-section (independent of r ).

The speed $\boldsymbol{v}_{\boldsymbol{e}}$ of movement of the electromagnetic energy is not always equal to the speed of light. For example, in a standing wave there is $v_{e}=0$.

Note that, based on the known solution and formula (18), we cannot find the speed $v_{e}$. Indeed, in the SI system we find that:

$$
v_{e}=\frac{S}{W}=\mathrm{EH} /\left(\frac{\varepsilon E^{2}}{2}+\frac{H^{2}}{2 \mu}\right)=2 \mu /\left(\varepsilon \mu \frac{E}{H}+\frac{H}{E}\right) .
$$

If $\frac{\varepsilon E^{2}}{2}=\frac{H^{2}}{2 \mu}$, then $\frac{H}{E}=\sqrt{\mu \varepsilon}$. Then for a vacuum there is

$$
v_{e}=2 \mu /\left(\varepsilon \mu \frac{1}{\sqrt{\varepsilon \mu}}+\sqrt{\varepsilon \mu}\right)=\sqrt{\frac{\mu}{\varepsilon}} \approx 376
$$

which is not true. In general, the solution obtained here cannot be found in a vector form.

We also find the rotation speed of the electromagnetic wave. Obviously, this velocity is equal to the derivative $\mathrm{d} \varphi / \mathrm{d} t$ of the function $z(t)$ given implicitly in forms (2.16)-(2.21). Consider, for example, function (2.16). We have:

$$
\begin{align*}
& \frac{d\left(H_{r}\right)}{d \varphi}=h_{r} \frac{d}{d \varphi}(\cos (\alpha \varphi+\chi z+\omega t))=-s i \cdot h_{r} \alpha  \tag{8}\\
& \frac{d\left(H_{r}\right)}{d t}=h_{r} \frac{d}{d t}(\cos (\alpha \varphi+\chi z+\omega t))=-s i \cdot h_{r} \omega \tag{9}
\end{align*}
$$

Then the rotation speed $\nu_{\varphi}$ of the monochromatic electromagnetic wave is

$$
\begin{equation*}
v_{\varphi}=\frac{d \varphi}{d t}=\frac{d\left(H_{r}\right)}{d t} / \frac{d\left(H_{r}\right)}{d \varphi}=\frac{\omega}{\alpha} . \tag{10}
\end{equation*}
$$

## 6. Momentum and moment of momentum

It is known that the flow of energy is associated with other characteristics of the wave via the dependencies in the following forms [21, 25, 63] (in the SI system):

$$
\begin{align*}
& |f|=W  \tag{1}\\
& S=W \cdot c  \tag{2}\\
& p=W / c, p=S / c^{2}  \tag{3}\\
& f=p \cdot c, f=S / c  \tag{4}\\
& m=p \cdot r \tag{5}
\end{align*}
$$

where
$W$ is the energy density (scalar), $\mathrm{kg} \mathrm{m}^{-1} \cdot \mathrm{~s}^{-2}$,
$S$ the energy flux density (vector), $\mathrm{kg} \cdot \mathrm{s}^{-3}$,
$p$ the momentum density (vector), $\mathrm{kg} \cdot \mathrm{m}^{-2} \cdot \mathrm{~s}^{-1}$,
$f$ the momentum flux density (vector), $\mathrm{kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-2}$,
$m$ the density of momentum at this point about an axis spaced

$V$ the volume of the electromagnetic field (scalar), $\mathrm{m}^{3}$.
It follows from the above that in the electromagnetic wave there exist energy flows directed along a radius, along a circle, along an axis. Consequently, in the electromagnetic wave there exists momentum directed along a radius, along a circle, along an axis. Also there exists momentum directed along a radius, along a circle, along an axis.

Let's consider the angular momentum about the $\approx$-axis. According to (3), we can find this momentum as follows:

$$
\begin{equation*}
L_{z}=p_{z} r=s_{z} r / c^{2} \tag{6}
\end{equation*}
$$

This is the orbital angular momentum that can be detected in so-called twisted light. Further on, we bring you a reduced quotation from [64]. The fact that the light wave carries not only energy and momentum but also angular momentum was known a century ago. At first, of course, the angular momentum was associated only with polarization of light. ... But time went by. Lasers were created, scientists had learnt to control the light emitted by lasers, and a theory describing its electromagnetic field was developing. And at a certain time, it was realized that these two properties - direction of the light beam and its twisted characteristic - do not contradict to each other. ... Certain methods of generation and detection of the twisted light were proposed. Three years after ... practical researchers confirmed that a specially prepared mode of the laser beam, which bave also been known before, is actually occurred to be the twisted light. ... After that, like an avalanche, researches rushed to investigate the phenomenon of the twisted light. ... Along with fundamental investigations, various practical applications of the twisted light started to be developed..."

However, it should be noted that the existence of the twisted light does not follow from the existing solution of Maxwell's equations. But it naturally follows from the proposed solution, see in equation (6). In Figure 7 a (taken from [64]) "the picture with the twisted light doesn't show the electric field, but the wavefront (the middle picture shows nontwisted light, and the upper and lower ones show the light twisted to one or another side). It is not flat; in this case, the wave phase changes not only along the beam but also with shifting in cross-sectional plane... As the energy flow of the light wave is usually directed perpendicular to the wavefront, it occurs that in the twisted light energy and momentum not only fly abead but also spin around the axis of movement." This particular fact was confirmed above, see in Figure 3.4a for comparison.


Fig. 7a.

## 7. Discussion

Figure 8 shows the strengths in Cartesian coordinates. The resulting solution describes a wave. The main distinctions from the known solution are as follows:

1. Instantaneous (and not average by certain period) energy flow does not change with time, which complies with the Law of energy conservation.
2. The energy flow has a positive value.
3. The energy flow extends along the wave.
4. The magnetic and electrical fields' strengths on one of the coordinate axes $r, \phi, z$ are shifted in a phase by a quarter of period.
5. The solution for the magnetic and electrical fields' strengths is a real parameter.
6. The solution exists at a constant speed of wave propagation.
7. The existence region of the wave does not expand that is evidenced by the existence of laser.
8. The vectors of the electrical and magnetic fields' strengths are orthogonal.
9. There are two possible types of electromagnetic wave circular polarization.
10. The path of the point, which moves along a cylinder of given radius in such a manner that the value of each strength varies harmonically with time, is a helix.

## Appendix 1

Let us consider the solution of equations (2.1)-(2.10) in the form of (2.13)-(2.23). Further the derivatives with respect to the variable $\boldsymbol{r}$ will be designated by strokes. We rewrite equations (2.1)-(2.10) in the following forms, taking into account equations (2.11) and (2.12):

$$
\begin{align*}
& \frac{e_{r}(r)}{r}+e_{r}^{\prime}(r)-\frac{e_{\phi}(r)}{r} \alpha-\chi \cdot e_{z}(r)=0,  \tag{1}\\
& -\frac{1}{r} \cdot e_{z}(r) \alpha+e_{\phi}(r) \chi=m_{r}(r)  \tag{2}\\
& e_{r}(r) \chi-e_{z}^{\prime}(r)=m_{\phi}(r)  \tag{3}\\
& \frac{e_{\phi}(r)}{r}+e_{\phi}^{\prime}(r)-\frac{e_{r}(r)}{r} \cdot \alpha=m_{z}(r),  \tag{4}\\
& \frac{\boldsymbol{h}_{r}(r)}{r}+\boldsymbol{h}_{r}^{\prime}(r)+\frac{\boldsymbol{h}_{\phi}(r)}{r} \alpha+\chi \cdot \boldsymbol{h}_{z}(r)=0,  \tag{5}\\
& \frac{1}{r} \cdot h_{z}(r) \alpha-h_{\phi}(r) \chi=j_{r}(r),  \tag{6}\\
& -h_{r}(r) \chi-h_{z}^{\prime}(r)=j_{\phi}(r),  \tag{7}\\
& \frac{h_{\phi}(r)}{r}+h_{\phi}^{\prime}(r)+\frac{h_{r}(r)}{r} \cdot \alpha-j_{z}(r)=0,  \tag{8}\\
& j_{r}=\frac{\varepsilon \omega}{c} e_{r}, \quad j_{\phi}=-\frac{\varepsilon \omega}{c} e_{\phi}, j_{z}=-\frac{\varepsilon \omega}{c} e_{z},  \tag{9}\\
& m_{r}=\frac{\mu \omega}{c} h_{r}, \quad m_{\phi}=-\frac{\mu \omega}{c} h_{\phi}, \quad m_{z}=-\frac{\mu \omega}{c} h_{z} . \tag{10}
\end{align*}
$$

We consider travelling wave in a vacuum. In this case, $e_{z}(r)=0$ because there is no external energy source.

Along with that, according to (9) we obtain $j_{z}(r)=0$. Then, the initial set of equations (1), (5)-(8) will be as follows:

$$
\begin{align*}
& \frac{e_{r}(r)}{r}+e_{r}^{\prime}(r)-\frac{e_{\phi}(r)}{r} \alpha=0,  \tag{17}\\
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\phi}(r)}{r} \alpha+\chi \cdot h_{z}(r)=0,  \tag{18}\\
& \frac{1}{r} \cdot h_{z}(r) \alpha-h_{\phi}(r) \chi=j_{r}(r),  \tag{19}\\
& -h_{r}(r) \chi-h_{z}^{\prime}(r)=j_{\phi}(r),  \tag{20}\\
& \frac{h_{\phi}(r)}{r}+h_{\phi}^{\prime}(r)+\frac{h_{r}(r)}{r} \cdot \alpha=0, \tag{21}
\end{align*}
$$

Substituting (9) into (17), we get:
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$$
\begin{equation*}
\frac{j_{r}(r)}{r}+j_{r}^{\prime}(r)+\frac{j_{\phi}(r)}{r} \alpha=0 \tag{22}
\end{equation*}
$$

Substituting (19) and (20) into (22), we get:

$$
\begin{gathered}
\frac{1}{r^{2}} \cdot h_{z}(r) \alpha-\frac{1}{r} \cdot h_{\phi}(r) \chi+\frac{1}{r} \cdot h_{z}^{\prime}(r) \alpha-h_{\phi}^{\prime}(r) \chi \\
+\left(-h_{r}(r) \chi-h_{z}^{\prime}(r)\right) \frac{\alpha}{r}=0
\end{gathered}
$$

or

$$
\frac{1}{r^{2}} \cdot h_{z}(r) \alpha-\frac{1}{r} \cdot h_{\phi}(r) \chi-h_{\phi}^{\prime}(r) \chi-h_{r}(r) \frac{\chi \alpha}{r}=0(23)
$$

In this case, for calculation of three strengths, we obtain three equations (19), (21), and (23). Then, we exclude $h_{\phi}^{\prime}(r)$ from (21) and (23):
$\frac{1}{r^{2}} \cdot h_{z}(r) \alpha-\frac{1}{r} \cdot h_{\phi}(r) \chi+\left(\frac{1}{r} \cdot h_{\phi}(r)+h_{r}(r) \frac{\alpha}{r}\right) \chi-h_{r}(r) \frac{\chi \alpha}{r}=0$ or $\frac{-1}{r^{2}} \cdot h_{z}(r) \alpha=0$ or $h_{z}(r)=0$. Thus, at $e_{z}(r)=0$ there must be fulfilled the following condition: $h_{z}(r)=0$. This implies

Lemma 1. The set of equations (1) and (5)-(9) for $e_{z}(r) \neq 0$ is compatible only if there is $h_{z}(r)=0$.

If $e_{z}(r)=0$ and $h_{z}(r)=0$, then equations (1) and (5)-(9) will be as follows: equations (1), (5), and (8) can be simplified but equations (6) and (7), taking (9) into account, can be substituted for the following equations (1.3) and (1.4):

$$
\begin{align*}
& \frac{e_{r}(r)}{r}+e_{r}^{\prime}(r)-\frac{e_{\phi}(r)}{r} \alpha=0,  \tag{1.1}\\
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\phi}(r)}{r} \alpha=0,  \tag{1.2}\\
& \frac{c \chi}{\varepsilon \omega} h_{\phi}(r)=e_{r}(r)  \tag{1.3}\\
& -\frac{c \chi}{\varepsilon \omega} h_{r}(r)=e_{\phi}(r)  \tag{1.4}\\
& \frac{h_{\phi}(r)}{r}+h_{\phi}^{\prime}(r)+\frac{h_{r}(r)}{r} \cdot \alpha=0 . \tag{1.5}
\end{align*}
$$

In a similar way we can prove
Lemma 2. If $e_{z}(r)=0$, the set of equations (1)-(5) and (10) has a solution only in the case of $h_{z}(r)=0$.

In this case, similar to equations (24) and (28), we can obtain the following equations:

$$
\begin{align*}
& \frac{e_{r}(r)}{r}+e_{r}^{\prime}(r)-\frac{e_{\phi}(r)}{r} \alpha=0  \tag{2.1}\\
& e_{\phi}(r) \chi=-\frac{\mu \omega}{c} h_{r}(r)  \tag{2.2}\\
& e_{r}(r) \chi=\frac{\mu \omega}{c} h_{\phi}(r)  \tag{2.3}\\
& \frac{e_{\phi}(r)}{r}+e_{\phi}^{\prime}(r)-\frac{e_{r}(r)}{r} \cdot \alpha=0 \tag{2.4}
\end{align*}
$$
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$$
\begin{equation*}
\frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\phi}(r)}{r} \alpha=0 . \tag{2.5}
\end{equation*}
$$

From Lemmas 1 and 2 follows
Lemma 3. The set of equations (1)-(10) has a solution only if

$$
\begin{equation*}
h_{z}(r)=0, e_{z}(r)=0 \tag{3.1}
\end{equation*}
$$

Therefore, the initial set of equations (1)-(10) can be rewritten in the form of equations shown in lemmas 1 and 2 . We combined them for readers' convenience.

$$
\begin{align*}
& \frac{e_{r}(r)}{r}+e_{r}^{\prime}(r)-\frac{e_{\phi}(r)}{r} \alpha=0,  \tag{24}\\
& e_{\phi}(r) \chi=-\frac{\mu \omega}{c} h_{r}(r),  \tag{25}\\
& e_{r}(r) \chi=\frac{\mu \omega}{c} h_{\phi}(r),  \tag{26}\\
& \frac{e_{\phi}(r)}{r}+e_{\phi}^{\prime}(r)-\frac{e_{r}(r)}{r} \cdot \alpha=0,  \tag{27}\\
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\phi}(r)}{r} \alpha=0,  \tag{28}\\
& h_{\phi}(r) \chi=\frac{\varepsilon \omega}{c} e_{r}(r),  \tag{29}\\
& -h_{r}(r) \chi=\frac{\varepsilon \omega}{c} e_{\phi}(r),  \tag{30}\\
& \frac{h_{\phi}(r)}{r}+h_{\phi}^{\prime}(r)+\frac{h_{r}(r)}{r} \cdot \alpha=0 . \tag{31}
\end{align*}
$$

We multiply equations (26) and (29). Then we get:

$$
-e_{r}(r) h_{\phi}(r) \chi^{2}=-\mu \varepsilon\left(\frac{\omega}{c}\right)^{2} e_{r}(r) h_{\phi}(r)
$$

or

$$
\begin{equation*}
\chi= \pm \omega \sqrt{\mu \varepsilon} / c \tag{32}
\end{equation*}
$$

Substituting (32) in (26) and (29), we get:

$$
\begin{equation*}
h_{\phi}(r)=\sqrt{\frac{\varepsilon}{\mu}} e_{r}(r) \tag{33}
\end{equation*}
$$

Thus, with condition (32), equations (26) and (29) are equivalent to single equation (33). A similar equation follows from (25) and (30):

$$
\begin{equation*}
h_{r}(r)=-\sqrt{\frac{\varepsilon}{\mu}} e_{\phi}(r) \tag{34}
\end{equation*}
$$

So, the set of equations (24)-(31) is equivalent to the set of equations (24), (27), (28), and (31)-(34).

Next is the solution of equations (24) and (27).
We first consider the equation of the following form:

$$
\begin{equation*}
\frac{a y}{x}+y^{\prime}=0 \tag{34a}
\end{equation*}
$$

The solution to this equation is:

$$
\begin{equation*}
y=x^{-a} \text { или } y=0 \tag{34b}
\end{equation*}
$$

Add up equations (24) and (27) that results in:
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$$
\begin{equation*}
\left(e_{r}+e_{\phi}\right)^{\prime}+\frac{\left(e_{r}+e_{\phi}\right)}{r}(1-\alpha)=0 \tag{35}
\end{equation*}
$$

Subtract equation (27) from (24) in order to obtain the following equality:

$$
\begin{equation*}
\left(e_{r}-e_{\phi}\right)^{\prime}+\frac{\left(e_{r}-e_{\phi}\right)}{r}(1+\alpha)=0 \tag{36}
\end{equation*}
$$

In accordance with equations (34a) and (34b), from (35) we find:

$$
\begin{equation*}
\left(e_{r}+e_{\phi}\right)=A r^{-(1-\alpha)} \text { или }\left(e_{r}+e_{\phi}\right)=0 \text {. } \tag{37}
\end{equation*}
$$

In accordance with (34a) and (34b), from (36) we find:

$$
\begin{equation*}
\left(e_{r}-e_{\phi}\right)=\operatorname{Cr}^{-(1+\alpha)} \text { или }\left(e_{r}-e_{\phi}\right)=0 \text {. } \tag{38}
\end{equation*}
$$

Adding and subtracting equations (38) from (37), we can definitely find the following four solutions:

$$
\begin{align*}
& e_{r}=e_{\phi}=\frac{A}{2} r^{-(1-\alpha)},  \tag{39}\\
& e_{r}=-e_{\phi}=\frac{C}{2} r^{-(1+\alpha)},  \tag{40}\\
& \left\{\begin{array}{l}
e_{r}(r)=\frac{1}{2}\left(A r^{-(1-\alpha)}+C r^{-(1+\alpha)}\right) \\
e_{\phi}(r)=\frac{1}{2}\left(A r^{-(1-\alpha)}-C r^{-(1+\alpha)}\right)
\end{array}\right.  \tag{41}\\
& e_{r}=e_{\phi}=0 . \tag{42}
\end{align*}
$$

In the future, we consider solution (39). Thus, the initial set of equations (1)-(10) has a solution of the following form:

$$
\begin{align*}
& h_{z}(r)=0, e_{z}(r)=0,  \tag{3.1}\\
& \chi=\omega \sqrt{\mu \varepsilon} / c  \tag{32}\\
& e_{r}=e_{\phi}=0.5 A r^{(\alpha-1)},  \tag{39}\\
& h_{\phi}(r)=\sqrt{\frac{\varepsilon}{\mu}} e_{r}(r),  \tag{33}\\
& h_{r}(r)=-\sqrt{\frac{\varepsilon}{\mu}} e_{\phi}(r) . \tag{34}
\end{align*}
$$

## Chapter 1a. Plane Wave.

Let us again consider the set of Maxwell's equations for a vacuum in the cylindrical coordinates, which is given in Chapter 1 and consists of ten equations (1.2.1)-(1.2.10). By definition, the intensities of a plane wave are independent of $\varphi$. In this case, eight equations (1.2.1)-(1.2.8) take the following forms:

$$
\begin{align*}
& : \frac{E_{r}}{r}+\frac{\partial E_{r}}{\partial r}+\frac{\partial E_{z}}{\partial z}=0,  \tag{1}\\
& -\frac{\partial E_{\varphi}}{\partial z}=-\frac{\mu}{c} \frac{\partial}{\partial r} H_{r},  \tag{2}\\
& \frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}=-\frac{\mu}{c} \frac{\partial}{\partial r} H_{\varphi},  \tag{3}\\
& \frac{E_{\varphi}}{r}+\frac{\partial E_{\varphi}}{\partial r}=-\frac{\mu}{c} \frac{\partial}{\partial r} H_{Z},  \tag{4}\\
& \frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{\partial H_{z}}{\partial z}=0,  \tag{5}\\
& -\frac{\partial H_{\varphi}}{\partial z}=\frac{\varepsilon}{c} \frac{\partial}{\partial r} E_{r},  \tag{6}\\
& \frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=\frac{\varepsilon}{\mathrm{c}} \frac{\partial}{\partial r} E_{\varphi},  \tag{7}\\
& \frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}=\frac{\varepsilon}{c} \frac{\partial}{\partial r} E_{z} . \tag{8}
\end{align*}
$$

The solution of this set of equations for a monochromatic wave, as before, can be written in the form of equations (1.2.11), (1.2.12), (1.2.16)(1.2.21), and (1.2.24)-(1.2.28). However, in this case there is

$$
\begin{equation*}
\propto=0 . \tag{9}
\end{equation*}
$$

In this case, it is necessary to write down the following three equations instead of (1.2.11), (1.2.12), and (1.2.25), respectively:

$$
\begin{align*}
& \operatorname{co}=\cos (\chi z+\omega t)  \tag{11}\\
& \operatorname{si}=\sin (\chi z+\omega t)  \tag{12}\\
& e_{r}(r)=e_{\varphi}(r)=\frac{A}{2 r} \tag{25}
\end{align*}
$$

Thus, the front of a plane wave is a flat circle, the strengths on which have a hyperbolic decay depending on the radius. Such a plane wave can exist physically (which contradicts existing ideas).

## Chapter 1b. The second solution of Maxwell's equations for vacuum in a rectangular and spherical coordinate systems

Chapter 1 found the second solution of Maxwell's equations for vacuum in a cylindrical coordinate system. Here we will find the second solution of Maxwell's equations for vacuum in a rectangular coordinate system.

Chapter 1 shows that the second solution of Maxwell's equations for vacuum in a cylindrical coordinate system has the following form:

$$
\begin{align*}
& H_{r .}=h_{r}(r) \mathrm{co},  \tag{1}\\
& H_{\varphi}=h_{\phi}(r) \mathrm{si},  \tag{2}\\
& H_{z}=h_{z}(r) \mathrm{si},  \tag{3}\\
& E_{r}=e_{r}(r) \mathrm{si},  \tag{4}\\
& E_{\varphi \cdot}=e_{\phi}(r) \mathrm{co},  \tag{5}\\
& E_{z}=e_{z}(r) \mathrm{co}, \tag{6}
\end{align*}
$$

where

$$
\begin{align*}
& \text { co }=\cos (\alpha \varphi+\chi z+\omega t),  \tag{7}\\
& \operatorname{si}=\sin (\alpha \varphi+\chi z+\omega t)  \tag{8}\\
& \chi=\omega \sqrt{\mu \varepsilon} / c  \tag{9}\\
& e_{z}(r)=0  \tag{10}\\
& h_{z}(r)=0  \tag{11}\\
& e_{r}(r)=e_{\varphi}(r)=0.5 A r^{(\alpha-1)},  \tag{12}\\
& h_{\varphi}(r)=\sqrt{\frac{\varepsilon}{\mu}} e_{r}(r),  \tag{13}\\
& h_{r}(r)=-\sqrt{\frac{\varepsilon}{\mu}} e_{r}(r),  \tag{14}\\
& A, \alpha, \omega-\text { const. }
\end{align*}
$$

We now turn to the Cartesian coordinate system. Then we find:

$$
\begin{align*}
r & =\sqrt{x^{2}+y^{2}}  \tag{15}\\
\varphi & =\operatorname{arctg}(y / x) \tag{15a}
\end{align*}
$$

$$
\begin{align*}
& E_{x}=E_{r} \cos (\varphi)+E_{\varphi} \sin (\varphi)=e_{r} \mathrm{si} \cdot \cos (\varphi)+e_{\varphi} \operatorname{co} \cdot \sin (\varphi)= \\
& e_{r}(\operatorname{si} \cdot \cos (\varphi)+\operatorname{co} \cdot \sin (\varphi))=e_{r} \sin ((\alpha+1) \varphi+\chi z+\omega t),(16) \\
& E_{y}=E_{r} \sin (\varphi)+E_{\varphi} \cos (\varphi)=e_{r} \operatorname{si} \cdot \sin (\varphi)+e_{\varphi} \operatorname{co} \cdot \cos (\varphi)= \\
& e_{r}(\operatorname{si} \cdot \sin (\varphi)+\operatorname{co} \cdot \cos (\varphi))=e_{r} \cos ((\alpha-1) \varphi+\chi z+\omega t),(17) \\
& H_{x}=H_{r} \cos (\varphi)+H_{\varphi} \sin (\varphi)=h_{r} \operatorname{co} \cdot \cos (\varphi)+h_{\varphi} \operatorname{si} \cdot \sin (\varphi)= \\
& h_{r}(\operatorname{co} \cdot \cos (\varphi)-\operatorname{si} \cdot \sin (\varphi))=h_{r} \cos ((\alpha+1) \varphi+\chi z+\omega t)= \\
& \quad-\sqrt{\frac{\varepsilon}{\mu}} e_{r} \cos ((\alpha+1) \varphi+\chi z+\omega t),  \tag{18}\\
& H_{y}=H_{r} \sin (\varphi)+H_{\varphi} \cos (\varphi)=h_{r} \operatorname{co} \cdot \sin (\varphi)+h_{\varphi} \operatorname{si} \cdot \cos (\varphi)= \\
& h_{r}(\operatorname{co} \cdot \sin (\varphi)-\operatorname{si} \cdot \cos (\varphi))=h_{r} \sin ((\alpha-1) \varphi+\chi z+\omega t)= \\
& \quad-\sqrt{\frac{\varepsilon}{\mu}} e_{r} \sin ((\alpha-1) \varphi+\chi z+\omega t) \tag{19}
\end{align*}
$$

or

$$
\begin{align*}
& E_{x}=e_{x} \sin ((\alpha+1) \varphi+\chi z+\omega t),  \tag{20}\\
& E_{y}=e_{y} \cos ((\alpha-1) \varphi+\chi z+\omega t),  \tag{21}\\
& H_{x}=h_{x} \cos ((\alpha+1) \varphi+\chi z+\omega t),  \tag{22}\\
& H_{y}=h_{y} \sin ((\alpha-1) \varphi+\chi z+\omega t), \tag{23}
\end{align*}
$$

where

$$
\begin{align*}
& e_{x}(r)=e_{y}(r)=0.5 A r^{(\alpha-1)}  \tag{24}\\
& h_{x}(r)=h_{y}(r)=-\sqrt{\frac{\varepsilon}{\mu}} e_{x}(r) \tag{25}
\end{align*}
$$

This solution satisfies the law of conservation of energy because the transformation of coordinates does not change the properties of the physical system, which is described by this solution.

Consider also the spherical coordinate system $\{\rho, \theta, \varphi\}$. Comparing it with a cylindrical coordinate system, we find:

$$
\begin{align*}
& \rho=\sqrt{r^{2}+z^{2}},  \tag{26}\\
& \varphi=\operatorname{arctg}(y / x),  \tag{27}\\
& \theta=\operatorname{arctg}(r / z) \tag{28}
\end{align*}
$$

Electric and magnetic strengths in these coordinate systems are related by relations of the form

$$
\begin{align*}
& E_{\varphi \mathrm{sphere}}=E_{\varphi},  \tag{29}\\
& E_{\theta \text { sphere }}=-E_{r} \sin (\theta), \tag{30}
\end{align*}
$$
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$$
\begin{align*}
& H_{\varphi \text { sphere }}=H_{\varphi}  \tag{31}\\
& H_{\theta \text { sphere }}=-H_{r} \sin (\theta) \tag{32}
\end{align*}
$$

In addition, for an electromagnetic wave in vacuum, we have

$$
\begin{align*}
& E_{\rho}=0  \tag{33}\\
& H_{\rho}=0 \tag{34}
\end{align*}
$$

Thus, the strengths of an electromagnetic wave in a vacuum are determined by (29-34, 1, 2, 4, 5).
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## 1. Introduction

An electromagnetic field in a vacuum is considered in Chapter 1. The evident solution obtained in Chapter 1 is extended to a nonconducting dielectric medium with certain dielectric permittivity $\varepsilon$ and magnetic permeability $\mu$, respectively. Therefore, the electromagnetic field does also exist in a capacitor as well. However, a considerable difference of the capacitor is that its field has along one of the coordinates a nonzero electrical field strength induced by an external source. The electromagnetic field in a vacuum was examined on the basis of an assumption that an external source was absent.

The same can be said about an alternating current dielectric circuit. The set of Maxwell's equations is applied to such a circuit. It is shown that an electromagnetic wave is also formed in this circuit. An important difference between this wave and the wave in a vacuum is that the former has a longitudinal electrical field strength induced by an external power source.
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Below it is considered the Maxwell equations of the following form written in the GHS system (as in Chapter 1 but with $\varepsilon$ and $\mu$ that are not equal to 1 ):

$$
\begin{align*}
& \operatorname{rot}(E)+\frac{\mu}{c} \frac{\partial H}{\partial t}=0,  \tag{1}\\
& \operatorname{rot}(H)-\frac{\varepsilon}{c} \frac{\partial E}{\partial t}=0,  \tag{2}\\
& \operatorname{div}(E)=0  \tag{3}\\
& \operatorname{div}(H)=0 \tag{4}
\end{align*}
$$

where $H, E$ are the magnetic field strength and the electrical field strength, respectively.

## 2. Solution of Maxwell's Equations

Let us consider solution to the Maxwell equations (1.1)-(1.4) [37]. In the cylindrical coordinate system $r, \phi, z$, these equations can be rewritten in the following forms (see (2.1)-(2.8) in Chapter 1):

$$
\begin{align*}
& \frac{E_{r}}{r}+\frac{\partial E_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial E_{\phi}}{\partial \phi}+\frac{\partial E_{z}}{\partial z}=0,  \tag{1}\\
& \frac{1}{r} \cdot \frac{\partial E_{z}}{\partial \phi}-\frac{\partial E_{\phi}}{\partial z}=v \frac{d H_{r}}{d t},  \tag{2}\\
& \frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}=v \frac{d H_{\phi}}{d t},  \tag{3}\\
& \frac{E_{\phi}}{r}+\frac{\partial E_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial E_{r}}{\partial \phi}=v \frac{d H_{z}}{d t},  \tag{4}\\
& \frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\phi}}{\partial \phi}+\frac{\partial H_{z}}{\partial z}=0,  \tag{5}\\
& \frac{1}{r} \cdot \frac{\partial H_{z}}{\partial \phi}-\frac{\partial H_{\phi}}{\partial z}=q \frac{d E_{r}}{d t},  \tag{6}\\
& \frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=q \frac{d E_{\varphi}}{d t},  \tag{7}\\
& \frac{H_{\phi}}{r}+\frac{\partial H_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \phi}=q \frac{d E_{z}}{d t}, \tag{8}
\end{align*}
$$

where

$$
\begin{aligned}
& v=-\mu / c \\
& q=\varepsilon / c \\
& g=4 \pi / c \\
& E_{r}, E_{\varphi}, E_{z} \text { are the components of the electrical field strength, } \\
& H_{r}, H_{\varphi}, H_{z} \text { are the components of the magnetic field strength. }
\end{aligned}
$$

A solution should be found for the nonzero component $H_{z}$.
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To write the equations in a concise form, the following designations are used below:

$$
\begin{align*}
& c o=\cos (\alpha \varphi+\chi z+\omega t)  \tag{11}\\
& s i=\sin (\alpha \varphi+\chi z+\omega t) \tag{12}
\end{align*}
$$

where $\alpha, \chi, \omega$ are constants. Let us write the unknown functions in the following form:

$$
\begin{gather*}
H_{r}=h_{r}(r) c o,  \tag{13}\\
H_{\varphi} \cdot=h_{\varphi}(r) s i  \tag{14}\\
H_{z} \cdot=h_{z}(r) s i  \tag{15}\\
E_{r} .=e_{r}(r) s i  \tag{16}\\
E_{\varphi \cdot}=e_{\varphi}(r) c o,  \tag{17}\\
E_{z} \cdot=e_{z}(r) c o, \tag{18}
\end{gather*}
$$

where $h(r), \quad e(r)$ are function of the coordinate $r$.
Direct substitution enables us to ascertain that functions (13)-(18) convert the set of equations (1)-(8) with four arguments $r, \varphi, z, t$ in a set of equations with one argument $r$ and unknown functions $h(r), \quad e(r)$. This obtained set of equations has the following form:

$$
\begin{align*}
& \frac{e_{r}(r)}{r}+e_{r}^{\prime}(r)-\frac{e_{\phi}(r)}{r} \alpha-\chi \cdot e_{z}(r)=0  \tag{21}\\
& -\frac{1}{r} \cdot e_{z}(r) \alpha+e_{\phi}(r) \chi-\frac{\mu \omega}{c} h_{r}=0  \tag{22}\\
& e_{r}(r) \chi-e_{z}^{\prime}(r)+\frac{\mu \omega}{c} h_{\phi}=0  \tag{23}\\
& \frac{e_{\phi}(r)}{r}+e_{\phi}^{\prime}(r)-\frac{e_{r}(r)}{r} \cdot \alpha+\frac{\mu \omega}{c} h_{z}=0,  \tag{24}\\
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\phi}(r)}{r} \alpha+\chi \cdot h_{z}(r)=0,  \tag{25}\\
& \frac{1}{r} h_{z}(r) \propto-h_{\varphi}(r) \chi-\frac{\varepsilon \omega}{c} e_{r}(r)=0,  \tag{26}\\
& -h_{r}(r) \chi-\dot{h}_{z}(r)+\frac{\varepsilon \omega}{c} e_{\varphi}(r)=0,  \tag{27}\\
& \frac{h_{\varphi}(r)}{r}+\dot{h}_{\varphi}(r)+\frac{-h_{r}(r)}{r} \propto+\frac{\varepsilon \omega}{c} e_{z}(r)=0 . \tag{28}
\end{align*}
$$

Also, as in Chapter 1, the energy flux densities by coordinates are determined by the following formula:

$$
S=\left[\begin{array}{l}
S_{r}  \tag{29}\\
S_{\varphi} \\
S_{z}
\end{array}\right]=\eta(E \times H)=\eta\left[\begin{array}{c}
E_{\varphi} H_{z}-E_{z} H_{\varphi} \\
E_{z} H_{r}-E_{r} H_{z} \\
E_{r} H_{\varphi}-E_{\varphi} H_{r}
\end{array}\right] .
$$

or, taking into account the previous formulas,
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$$
\begin{gather*}
S_{r}=\eta\left(e_{\varphi} h_{z}-e_{z} h_{\varphi}\right) \mathrm{co} \cdot \mathrm{si}  \tag{30}\\
S_{\varphi}=\eta\left(e_{z} h_{r} \mathrm{co}^{2}-e_{r} h_{z} \mathrm{si}^{2}\right)  \tag{31}\\
S_{z}=\eta\left(e_{r} h_{\varphi} \mathrm{si}^{2}-e_{\varphi} h_{r} \mathrm{co}^{2}\right) \tag{32}
\end{gather*}
$$

It will be shown below that these energy flux densities satisfy the energy conservation law, if

$$
\begin{align*}
& h_{r}=k e_{r},  \tag{33}\\
& h_{\varphi}=-k e_{\varphi} .  \tag{34}\\
& h_{z}=-k e_{z} . \tag{35}
\end{align*}
$$

It follows from (30), (34), and (35) that

$$
\begin{equation*}
S_{r}=\eta\left(-e_{\varphi} k e_{z}+k e_{z} e_{\varphi}\right) \mathrm{co} \cdot \mathrm{si}=0 \tag{36}
\end{equation*}
$$

i.e. there is no radial flow of energy.

It follows from (31), (33), and (15) that

$$
\begin{equation*}
S_{\varphi}=\eta k e_{r} e_{z}\left(\mathrm{co}^{2}+\mathrm{si}^{2}\right)=\eta k e_{r} e_{z} \tag{37}
\end{equation*}
$$

i.e. the energy flux density along the circumference at a given radius does not depend on time and other coordinates.

It follows from (32), (33), and (34) that

$$
\begin{equation*}
S_{z}=\eta k e_{r} e_{\varphi}\left(\mathrm{si}^{2}+\mathrm{co}^{2}\right)=\eta k e_{r} e_{\varphi} \tag{38}
\end{equation*}
$$

i.e. the energy flux density along the vertical for a given radius is independent of time and other coordinates. These statements were the purpose of the assumptions (33) and (34).

We replace the variables with respect to (33)-(35) in equations (21)(28) and rewrite them as follows:

$$
\begin{align*}
& \frac{e_{r}}{r}+\dot{e}_{r}-\frac{e_{\varphi}}{r} \alpha-\chi e_{z}=0  \tag{41}\\
& -\frac{e_{z}}{r} \alpha+e_{\varphi} \chi-\frac{\mu \omega}{c} k e_{r}=0  \tag{42}\\
& -\dot{e}_{z}+e_{r} \chi-k \frac{\mu \omega}{c} e_{\varphi}=0  \tag{43}\\
& \frac{e_{\varphi}}{r}+\dot{e}_{\varphi}-\frac{e_{r}}{r} \alpha-k \frac{\mu \omega}{c} e_{z}=0  \tag{44}\\
& k \frac{e_{r}}{r}+k \dot{e}_{r}-k \frac{e_{\varphi}}{r} \alpha-k \chi e_{z}=0  \tag{45}\\
& -k \frac{e_{z}}{r} \alpha+k e_{\varphi} \chi-\frac{\varepsilon \omega}{c} e_{r}=0  \tag{46}\\
& k \dot{e}_{z}-k e_{r} \chi+\frac{\varepsilon \omega}{c} e_{\varphi}=0  \tag{47}\\
& -k \frac{e_{\varphi}}{r}-k \dot{e}_{\varphi}+k \frac{e_{r}}{r} \alpha+\frac{\varepsilon \omega}{c} e_{z}=0 \tag{48}
\end{align*}
$$

We note that equations (42) and (46) coincide, if

$$
\begin{equation*}
\frac{\varepsilon \omega}{k c}=\frac{\mu \omega k}{c} \tag{48b}
\end{equation*}
$$
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Hence,

$$
\begin{equation*}
k=\sqrt{\frac{\varepsilon}{\mu}} . \tag{48c}
\end{equation*}
$$

We also note that equations (43) and (47) also coincide if conditions (48b). Finally, equations (41) and (45) coincide. Thus, equations (48), (46), (47), and (45) can be excluded from the set of equations and replaced by conditions (48a) and (48b). The remaining four equations (41)-(44) represent a set of differential equations with the following three unknowns:

$$
e_{r}, e_{\varphi}, e_{z}
$$

In Appendix 1 we consider the solution of this set of equations. It shows that all the functions of the strengths can be found from the Maxwell equations' set if we determine the parameters $\propto, \chi, \omega$ and the amplitude of the time function

$$
\begin{equation*}
\mathrm{E}_{z}=e_{z}(r) \cos (\alpha \varphi+\chi z+\omega t) \tag{49}
\end{equation*}
$$

at the point $r=0$; i.e. if we determine the quantities $e_{z}(0)=A, \propto, \chi, \omega$.
Function (29) at the point ( $r=0, \varphi=0, z=0$ ) has the form

$$
\begin{equation*}
\mathrm{E}_{z \mathrm{o}}=A \cos (\omega t) . \tag{50}
\end{equation*}
$$

Thus, function (50) determines a monochromatic solution of the set of Maxwell's equations.

We shall also find the values of the other parameters at the point ( $r=0, \varphi=0, z=0$ ). It follows from (1, p1.40) that

$$
\begin{equation*}
E_{\varphi o}=\frac{\alpha}{m} A \cos (\omega t) \tag{51}
\end{equation*}
$$

It follows from (1, p1.41) that

$$
\begin{equation*}
E_{r o}=\frac{1}{m} A \sin (\omega t) . \tag{52}
\end{equation*}
$$

It follows from (15) and (35) that

$$
\begin{equation*}
H_{z o}=-k A \sin (\omega t) . \tag{53}
\end{equation*}
$$

It follows from (2), (14), and (34) that

$$
\begin{equation*}
H_{\varphi o}=-k A \sin (\omega t) \tag{54}
\end{equation*}
$$

It follows from (3), (13), and (33) that

$$
\begin{equation*}
H_{r o}=k A \cos (\omega t) \tag{55}
\end{equation*}
$$

## 2a. UHP-theorem

Regardless of the wire parameters there is an unambiguous relationship among the electrical voltage $U$ on the wire, the longitudinal magnetic intensity $H_{z}$ in the wire, and the active power $P$ transmitted through the wire.

It was shown above that all functions of the strengths and currents are determined by the values of the following parameters: $A, \propto$. Consequently, all functions of strengths and currents are determined by the values of these two parameters: $A, \propto$. The values of these two parameters also determine the energy fluxes in equations (2.36) and (2.37), which depend on the strengths. Therefore, if we set the value of the two quantities from the set

$$
\begin{equation*}
E_{r}, E_{\varphi}, E_{z}, H_{r}, H_{\varphi}, H_{z}, S_{r}, S_{\varphi}, S_{z} \tag{2}
\end{equation*}
$$

then from the given equations, one can find the values of the parameters $\mathrm{A}, \propto$, and then find the values of the other quantities from set (2).

It is important to emphasize that in a dielectric circuit there is a longitudinal component of the magnetic field strength. By virtue of the limited length of this chain, the lines of the longitudinal magnetic field strength turn out to be unclosed. This is contrary to existing ideas but is confirmed by experiments, see in Chapter 4c. Note that nonclosed lines do end at nonzero strengths' values.

For instance, in set (2), the quantities $E_{z}, S_{z}$ are defined. This determines the voltage on the wire with a length $L$ as follows:

$$
\begin{equation*}
U=E_{z} L \tag{3}
\end{equation*}
$$

and active power transmitted over the wire,

$$
\begin{equation*}
P=S_{z} \tag{4}
\end{equation*}
$$

Then, with known $U, P$ one can find $E_{z}, S_{z}$, from the given equations one can find the values of the parameters $A, \propto$, and then find the values of the other quantities from set (2).

Similarly, with the known longitudinal component $H_{z}$ of the magnetic field strength in the wire and active power (4), it is possible to find the values of the other quantities from set (2).

From this, in particular, it follows that regardless of the wire parameters there is an unambiguous dependence

$$
\begin{equation*}
U=f(H, P) \tag{5}
\end{equation*}
$$

In Chapter 4 c , an experiment will be described that proves the validity of this theorem.

## 3. Invertibility of the solution

By virtue of the symmetry of the solution obtained, there is another solution, where instead of the longitudinal component $E_{₹}$ of the electric field strength defined by function (2.49), the function of the longitudinal component of the magnetic field strength is defined as the value of the amplitude of the time function as follows:
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$$
\begin{equation*}
\mathrm{H}_{z}=h_{z}(r) \sin (\alpha \varphi+\chi z+\omega t) \tag{1}
\end{equation*}
$$

at the point $r=0$; i.e. if we determine the quantities $h_{z}(0)=A, \propto, \chi, \omega$.
Find the voltage on the wire with a length $L$ from (2.18):

$$
\begin{equation*}
U=\int_{0}^{L} E_{z} d z=e_{z} \int_{0}^{L} \text { co } \cdot d z \tag{2}
\end{equation*}
$$

Find the magnetomotive force on the wire with a length $L$ from (2.15):

$$
\begin{equation*}
F=\int_{0}^{L} H_{z} d z=h_{z} \int_{0}^{L} \text { si } \cdot d z=-k e_{z} \int_{0}^{L} \text { si } \cdot d z \tag{3}
\end{equation*}
$$

With a large value of $L$, we have:

$$
\begin{equation*}
\int_{0}^{L} \mathrm{co} \cdot d z=\int_{0}^{L} \mathrm{si} \cdot d z=Q \tag{4}
\end{equation*}
$$

From (2)-(4) we find:

$$
\begin{align*}
& U=e_{z} Q  \tag{5}\\
& F=-k e_{z} Q=-k U \tag{6}
\end{align*}
$$

Formula (6) shows the relationship between the external voltage and the external magnetomotive force, which create equal currents in the wire.

## 4. Polychromatic solution of the set of equations

Obviously, if function (2.50) determines a monochromatic solution of the set of Maxwell's equations, then the following function

$$
\begin{equation*}
\mathrm{E}_{z o}=\sum_{b}\left(A_{b} \cos \left(\omega_{b} t\right)\right) \tag{1}
\end{equation*}
$$

determines a polychromatic solution of the set of Maxwell's equations. We denote this function by

$$
\begin{equation*}
f(t)=\sum_{b}\left(A_{b} \cos \left(\omega_{b} t\right)\right) \tag{2}
\end{equation*}
$$

A reversible polychromatic solution is defined by the following function:

$$
\begin{equation*}
H_{z o}=\sum_{b}\left(A_{b} \sin \left(\omega_{b} t\right)\right) \tag{3}
\end{equation*}
$$

We denote this function by

$$
\begin{equation*}
y(t)=\sum_{b}\left(A_{b} \sin \left(\omega_{b} t\right)\right) \tag{4}
\end{equation*}
$$

The coefficients of functions (2) and (3) coincide.
By analogy with (2.51)-(2.55), we find the values of the other strengths at the point $(r=0, \varphi=0, z=0)$ :

$$
\begin{align*}
& E_{\varphi o}=\frac{\alpha}{m} A \cos (\omega t),  \tag{5}\\
& E_{r o}=\frac{1}{m} A \sin (\omega t),  \tag{6}\\
& H_{z o}=-k A \sin (\omega t),  \tag{7}\\
& H_{\varphi o}=-k A \sin (\omega t),  \tag{8}\\
& H_{r o}=k A \cos (\omega t) . \tag{9}
\end{align*}
$$

## Appendix 1.

The solution of equations (2.41)-(2.44) is considered as follows:

$$
\begin{align*}
& \frac{e_{r}}{r}+\dot{e}_{r}-\frac{e_{\varphi}}{r} \alpha-\chi e_{z}=0  \tag{21}\\
& -\frac{e_{z}}{r} \alpha+e_{\varphi} \chi-k \frac{\mu \omega}{c} e_{r}=0  \tag{22}\\
& -\dot{e}_{z}+e_{r} \chi-k \frac{\mu \omega}{c} e_{\varphi}=0  \tag{23}\\
& \frac{e_{\varphi}}{r}+\dot{e}_{\varphi}-\frac{e_{r}}{r} \alpha-k \frac{\mu \omega}{c} e_{z}=0 \tag{24}
\end{align*}
$$

In Appendix 2, we give a solution of the set of equations (21)-(23). It has the following form:

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r}-e_{z}\left(\chi^{2}-(k \mu \omega / c)^{2}\right)-\frac{e_{Z}}{r^{2}} \alpha^{2}=0 . \tag{29}
\end{equation*}
$$

In Appendix 3, we give a solution of the set of equations (22)-(24). It has the following form:

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r} \frac{k \mu \omega}{c \chi}-e_{z}\left(\chi^{2}-(k \mu \omega / c)^{2}\right)-\frac{e_{Z}}{r^{2}} \alpha^{2}=0 . \tag{30}
\end{equation*}
$$

Both of these solutions (29) and (30) coincide if

$$
\begin{equation*}
\frac{k \mu \omega}{c \chi}=1 \tag{31}
\end{equation*}
$$

because wherein

$$
\begin{equation*}
\left(\chi^{2}-(k \mu \omega / c)^{2}\right)=0 \tag{32}
\end{equation*}
$$

From (31) and (2.48c) it follows that

$$
\begin{equation*}
\chi=\frac{\omega}{c} \sqrt{\mu \varepsilon} \tag{33}
\end{equation*}
$$

Therefore, both of these solutions (29) and (30) coincide. So, the function $e_{Z}$ is determined by equations (29) and (32) or

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r}-e_{z} \frac{\alpha^{2}}{r^{2}}=0 \tag{34}
\end{equation*}
$$

This equation and its solution $e_{z}$ are considered in Appendix 4. The function $\dot{e}_{z}$ is also considered ibid. For known $e_{z}, \dot{e}_{z}$ one can find $e_{r}, e_{\varphi}$ by (22) and (23), respectively.

Adding (22) to (23) and taking into account equation (31), we find:

$$
-\frac{e_{z}}{r} \alpha-\dot{e}_{z}=0
$$

or

$$
\begin{equation*}
\dot{e}_{z}=-\frac{e_{z}}{r} \alpha \tag{35}
\end{equation*}
$$

which coincides with the solution obtained in Appendix 4.
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Subtracting (23) from (22) and taking into account expression (31), we find:

$$
\begin{equation*}
-\frac{e_{z}}{r} \alpha+\dot{e}_{z}+2 \chi\left(e_{\varphi}-e_{r}\right)=0 \tag{36}
\end{equation*}
$$

With equations (35) and (36), we obtain:

$$
\begin{equation*}
\left(e_{\varphi}-e_{r}\right)=\frac{\alpha e_{z}}{2 \chi r}=-\frac{\dot{e}_{z}}{2 \chi} \tag{40}
\end{equation*}
$$

With equations (21) and (40), we obtain:

$$
\frac{e_{r}}{r}+\dot{e}_{r}-\left(\frac{\alpha e_{z}}{2 \chi r}+e_{r}\right) \frac{\alpha}{r}-\chi e_{z}=0
$$

or

$$
\begin{equation*}
\dot{e}_{r}+\frac{e_{r}}{r}(1-\alpha)-\left(\frac{\alpha^{2}}{2 \chi r^{2}}+\chi\right) e_{z}=0 \tag{41}
\end{equation*}
$$

With this function $e_{z}$, from (41) the reader can find the function $e_{r}$, and then from (40) find the function $e_{\varphi}$, see function Eref.m.

Consider the algorithm for calculating the dielectric circuit of alternating current using the obtained relations:

1. $R, \alpha, \omega$ are known.
2. We calculate $\chi$ by (33):

$$
\chi=\frac{\omega}{c} \sqrt{\mu \varepsilon} .
$$

3. We calculate $e_{z}$ in accordance with Appendix 4.
4. We calculate $k$ by (2.48c):

$$
k=\sqrt{\frac{\varepsilon}{\mu}} .
$$

5. We calculate $e_{\varphi}, e_{r}$ with expressions (41) and (40), respectively.
6. We calculate $h_{r}, h_{\varphi}, h_{z}$ by (2.33), (2.34), and (2.35), respectively:

$$
\begin{aligned}
& h_{r}=k e_{r}, \\
& h_{\varphi}=-k e_{\varphi} . \\
& h_{z}=-k e_{z} .
\end{aligned}
$$

7. We calculate the density of the longitudinal energy flux $S_{z}$ according to (2.38):

$$
S_{z}=\eta k e_{r} e_{\varphi}
$$

8. We calculate the longitudinal energy flux $S_{z}$ with equations (4) and (5) as follows:

$$
\bar{S}_{z}=\iint_{\varphi, r}\left(S_{z} \cdot r \cdot d \varphi \cdot d r\right)=2 \pi \int_{0}^{R}\left(S_{z} \cdot r \cdot d r\right)
$$

9. The voltage on it can be found by the known strengths and chain length.
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## Example 1.

Figure 1 shows the graphs of the functions $e_{\varphi}, e_{r}, e_{z}, \dot{e}_{\varphi}, \dot{e}_{r}, \dot{e}_{z}$ for $R=20, \propto=0.25, \omega=10^{5}$ in the GHS system.

Example 2.
Figure 2 shows the graphs of the function $\bar{S}_{z}(\mathrm{Wt})$ depending on $\propto$ at $R=0.2 \mathrm{~m}, \omega=10^{5} \mathrm{~Hz}$.
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## Appendix 2.

We consider the solution of the set of equations (21), (22), and (23) from Appendix 1:

$$
\begin{align*}
& \frac{e_{r}}{r}+\dot{e}_{r}-\frac{e_{\varphi}}{r} \alpha-\chi e_{z}=0  \tag{21}\\
& -\frac{e_{z}}{r} \alpha+e_{\varphi} \chi-\frac{\mu \omega}{c} k e_{r}=0  \tag{22}\\
& -\dot{e}_{z}+e_{r} \chi-k \frac{\mu \omega}{c} e_{\varphi}=0 \tag{23}
\end{align*}
$$

The solution will be considered in detail so that the reader can easily verify it. From (23) we find:

$$
\begin{equation*}
e_{\varphi}=\frac{c}{k \mu \omega}\left(e_{r} \chi-\dot{e}_{z}\right), \tag{31}
\end{equation*}
$$

Combining (21) and (31), we find:

$$
\frac{e_{r}}{r}+\dot{e}_{r}-\frac{c}{k \mu \omega} \frac{\alpha}{r}\left(e_{r} \chi-\dot{e}_{z}\right)-\chi e_{z}=0
$$

or

$$
\begin{equation*}
\frac{e_{r}}{r}\left(1-\frac{c \alpha \chi}{k \mu \omega}\right)+\dot{e}_{r}-\chi e_{z}+\frac{c}{k \mu \omega} \frac{\alpha}{r} \dot{e}_{z}=0 \tag{32}
\end{equation*}
$$

Combining (22) and (31), we find:
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$$
-\frac{e_{Z}}{r} \alpha+\frac{c \chi}{k \mu \omega}\left(e_{r} \chi-\dot{e}_{z}\right)-\frac{\mu \omega}{c} k e_{r}=0
$$

or

$$
-\frac{e_{Z}}{r} \alpha-\frac{c \chi}{k \mu \omega} \dot{e}_{z}+e_{r}\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right)=0
$$

or

$$
\begin{equation*}
e_{r}=\left(\frac{e_{z}}{r} \alpha+\frac{c \chi}{k \mu \omega} \dot{e}_{z}\right) /\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right) . \tag{33}
\end{equation*}
$$

From (33) we find:

$$
\begin{equation*}
\dot{e}_{r}=\left(-\frac{e_{Z}}{r^{2}} \alpha+\frac{\dot{e}_{z}}{r} \alpha+\frac{c \chi}{k \mu \omega} \ddot{e}_{z}\right) /\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right), \tag{34}
\end{equation*}
$$

Combining (32), (33), and (34), we find:

$$
\begin{gathered}
\frac{1}{r}\left(1-\frac{c \alpha \chi}{k \mu \omega}\right)\left(\frac{e_{z}}{r} \alpha+\frac{c \chi}{k \mu \omega} \dot{e}_{z}\right) /\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right)+ \\
\left(-\frac{e_{z}}{r^{2}} \alpha+\frac{\dot{e}_{z}}{r} \alpha+\frac{c \chi}{k \mu \omega} \ddot{e}_{z}\right) /\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right)-\chi e_{z}+ \\
\frac{c}{k \mu \omega} \frac{\alpha}{r} \dot{e}_{z}=0
\end{gathered}
$$

or

$$
\begin{gathered}
\frac{1}{r}\left(1-\frac{c \alpha \chi}{k \mu \omega}\right)\left(\frac{e_{Z}}{r} \alpha+\frac{c \chi}{k \mu \omega} \dot{e}_{z}\right)+\left(-\frac{e_{Z}}{r^{2}} \alpha+\frac{\dot{e}_{Z}}{r} \alpha+\frac{c \chi}{k \mu \omega} \ddot{e}_{z}\right)+ \\
\left(\frac{c}{k \mu \omega} \frac{\alpha}{r} \dot{e}_{z}-\chi e_{z}\right)\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right)=0
\end{gathered}
$$

or

$$
\begin{gathered}
\frac{c \chi}{k \mu \omega} \ddot{e}_{z}+\frac{\dot{e}_{Z}}{r}\left(\left(1-\frac{c \alpha \chi}{k \mu \omega}\right) \frac{c \chi}{k \mu \omega}+\alpha+\frac{c \alpha}{k \mu \omega}\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right)\right)- \\
e_{z}\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right) \chi+\frac{e_{z}}{r^{2}}\left(\left(1-\frac{c \alpha \chi}{k \mu \omega}\right) \alpha-\alpha\right)=0
\end{gathered}
$$

or

$$
\begin{gathered}
\frac{c \chi}{k \mu \omega} \ddot{e}_{z}+\frac{\dot{e}_{z}}{r}\left(\frac{c \chi}{k \mu \omega}-\alpha\left(\frac{c \chi}{k \mu \omega}\right)^{2}+\alpha+\left(\frac{c \alpha}{k \mu \omega} \frac{c \chi^{2}}{k \mu \omega}-\alpha\right)\right)- \\
e_{z}\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right) \chi-\frac{e_{z}}{r^{2}} \frac{c \alpha^{2} \chi}{k \mu \omega}=0
\end{gathered}
$$
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or

$$
\frac{c \chi}{k \mu \omega} \ddot{e}_{z}+\frac{\dot{e}_{z}}{r} \frac{c \chi}{k \mu \omega}-e_{z}\left(\frac{c \chi^{2}}{k \mu \omega}-\frac{k \mu \omega}{c}\right) \chi-\frac{e_{z}}{r^{2}} \frac{c \alpha^{2} \chi}{k \mu \omega}=0
$$

or

$$
c \chi \ddot{e}_{z}+\frac{\dot{e}_{z}}{r} c \chi-e_{z}\left(c \chi^{2}-\frac{(k \mu \omega)^{2}}{c}\right) \chi-\frac{e_{z}}{r^{2}} c \alpha^{2} \chi=0
$$

or

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r}-e_{z}\left(\chi^{2}-(k \mu \omega / c)^{2}\right)-\frac{e_{Z}}{r^{2}} \alpha^{2}=0 . \tag{35}
\end{equation*}
$$

## Appendix 3.

We consider the solution of the of equations (22), (23), and (24) from Appendix 1:

$$
\begin{align*}
& -\frac{e_{Z}}{r} \alpha+e_{\varphi} \chi-\frac{\mu \omega}{c} k e_{r}=0,  \tag{22}\\
& -\dot{e}_{z}+e_{r} \chi-k \frac{\mu \omega}{c} e_{\varphi}=0,  \tag{23}\\
& \frac{e_{\varphi}}{r}+\dot{e}_{\varphi}-\frac{e_{r}}{r} \alpha-k \frac{\mu \omega}{c} e_{z}=0, \tag{24}
\end{align*}
$$

The solution will be considered in detail so that the reader can easily verify it. From (23) we find:

$$
\begin{equation*}
e_{r}=\frac{1}{\chi}\left(\dot{e}_{z}+\frac{k \mu \omega}{c} e_{\varphi}\right) \tag{31}
\end{equation*}
$$

Combining (24) and (31), we find:

$$
\frac{e_{\varphi}}{r}+\dot{e}_{\varphi}-\frac{1}{\chi}\left(\dot{e}_{z}+\frac{k \mu \omega}{c} e_{\varphi}\right) \frac{\alpha}{r}-k \frac{\mu \omega}{c} e_{z}=0
$$

or

$$
\begin{equation*}
\frac{e_{\varphi}}{r}\left(1-\frac{k \alpha \mu \omega}{c \chi}\right)+\dot{e}_{\varphi}-\frac{k \mu \omega}{c} e_{z}-\frac{1}{\chi} \frac{\alpha}{r} \dot{e}_{z}=0 \tag{32}
\end{equation*}
$$

Combining (22) and (31), we find:

$$
-\frac{e_{z}}{r} \alpha+e_{\varphi} \chi-\frac{k \mu \omega}{c} \frac{1}{\chi}\left(\dot{e}_{z}+\frac{k \mu \omega}{c} e_{\varphi}\right)=0
$$

or

$$
-\frac{e_{z}}{r} \alpha-\frac{k \mu \omega}{c \chi} \dot{e}_{z}+e_{\varphi}\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right)=0
$$

or

$$
\begin{equation*}
e_{\varphi}=\left(\frac{e_{Z}}{r} \alpha+\frac{k \mu \omega}{c \chi} \dot{e}_{z}\right) /\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right) . \tag{33}
\end{equation*}
$$
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From (33) we find:

$$
\begin{equation*}
\dot{e}_{\varphi}=\left(-\frac{e_{Z}}{r^{2}} \alpha+\frac{\dot{e}_{Z}}{r} \alpha+\frac{k \mu \omega}{c \chi} \ddot{e}_{z}\right) /\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right) . \tag{34}
\end{equation*}
$$

Combining (32), (33), and (34), we find:

$$
\begin{array}{r}
\frac{1}{r}\left(1-\frac{k \alpha \mu \omega}{c \chi}\right)\left(\frac{e_{Z}}{r} \alpha+\frac{k \mu \omega}{c \chi} \dot{e}_{z}\right) /\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right)+ \\
\left(-\frac{e_{Z}}{r^{2}} \alpha+\frac{\dot{e}_{Z}}{r} \alpha+\frac{k \mu \omega}{c \chi} \ddot{e}_{Z}\right) /\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right)- \\
\frac{k \mu \omega}{c} e_{z}-\frac{1}{\chi} \frac{\alpha}{r} \dot{e}_{Z}=0
\end{array}
$$

or

$$
\begin{gathered}
\frac{1}{r}\left(1-\frac{k \alpha \mu \omega}{c \chi}\right)\left(\frac{e_{z}}{r} \alpha+\frac{k \mu \omega}{c \chi} \dot{e}_{z}\right)+\left(-\frac{e_{z}}{r^{2}} \alpha+\frac{\dot{e}_{z}}{r} \alpha+\frac{k \mu \omega}{c \chi} \ddot{e}_{z}\right)- \\
-\left(\frac{k \mu \omega}{c} e_{z}+\frac{1}{\chi} \frac{\alpha}{r} \dot{e}_{z}\right)\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right)=0
\end{gathered}
$$

Or

$$
\begin{aligned}
& \frac{k \mu \omega}{c \chi} \ddot{e}_{Z}+\frac{\dot{e}_{Z}}{r}\left(\left(1-\frac{k \alpha \mu \omega}{c \chi}\right) \frac{k \mu \omega}{c \chi}+\alpha-\frac{\alpha}{\chi}\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right)\right)- \\
& \left(\frac{k \mu \omega}{c} e_{Z}\right)\left(\chi-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{2}\right)+\frac{e_{Z}}{r^{2}}\left(\left(1-\frac{k \alpha \mu \omega}{c \chi}\right) \alpha-\alpha\right)=0
\end{aligned}
$$

or

$$
\begin{array}{r}
\frac{k \mu \omega}{c \chi} \ddot{e}_{Z}+\frac{\dot{e}_{Z}}{r}\left(\frac{k \mu \omega}{c \chi}-\alpha\left(\frac{k \mu \omega}{c \chi}\right)^{2}+\frac{\alpha}{\chi^{2}}\left(\frac{k \mu \omega}{c}\right)^{2}\right)- \\
e_{Z}\left(\chi \frac{k \mu \omega}{c}-\frac{1}{\chi}\left(\frac{k \mu \omega}{c}\right)^{3}\right)-\frac{e_{Z}}{r^{2}} \frac{k \alpha^{2} \mu \omega}{c \chi}=0
\end{array}
$$

or

$$
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r}\left(\frac{k \mu \omega}{c \chi}\right)-e_{z}\left(\chi^{2}-\left(\frac{k \mu \omega}{c}\right)^{2}\right)-\frac{e_{z}}{r^{2}} \alpha^{2}=0
$$

or

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{Z}}{r} \frac{k \mu \omega}{c \chi}-e_{z}\left(\chi^{2}-(k \mu \omega / c)^{2}\right)-\frac{e_{Z}}{r^{2}} \alpha^{2}=0 . \tag{35}
\end{equation*}
$$

## Appendix 4.

Consider equation (34) from Appendix 1:

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r}-e_{z} \frac{\alpha^{2}}{r^{2}}=0 \tag{1}
\end{equation*}
$$

Its solution has the following form:

$$
\begin{equation*}
e_{z}=\mathrm{Ar} r^{\beta} \tag{2}
\end{equation*}
$$

where A is some constant and the parameter $\beta$ can be determined from the following equation:

$$
\begin{equation*}
\beta^{2}+\beta-\alpha^{2}=0 \tag{3}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\beta=-\frac{1}{2}\left(1+\sqrt{1+4 \alpha^{2}}\right) \tag{4}
\end{equation*}
$$

## Appendix 5. Another way to solve Maxwell's equations for a vacuum

In Chapter 1, the solution was found under the assumption that there is no longitudinal electric field strength.

Here, in Chapter 2, the existence of a longitudinal electric field was postulated.

In Chapter 1, the solution was found without any assumptions about the characteristics of the energy fluxes along the coordinate axes. It was found that there is only a longitudinal flow of energy.

Here in Chapter 2, we assumed that there is only a longitudinal energy flow and a circular energy flow. It was much easier to find a solution.

Now we can assume that there is no longitudinal electric field strength and there is only a longitudinal energy flow. These assumptions correspond to the solution found in Chapter 1. However, we will find this solution again, using the method applied here.

To do this, it is sufficient to assume in the formulas obtained that

$$
\begin{equation*}
e_{z}=0 \tag{1}
\end{equation*}
$$

Then from (p1.41) we find:

$$
\begin{equation*}
\dot{e}_{r}+\frac{e_{r}}{r}(1-\alpha)=0 \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
e_{r}=\mathrm{Ar} r^{-(1-\alpha)} \tag{3}
\end{equation*}
$$

where A is some constant. Then from (p1.40) we find:

$$
\begin{equation*}
e_{\varphi}=e_{r} \tag{4}
\end{equation*}
$$

Solution (3) and (4) coincides with the solution obtained in Chapter 1.
Consider the algorithm for determining the characteristics of an electromagnetic wave using the obtained relations:

1. $\alpha, \omega, A$ are known.
2. We calculate $\chi$ by (app. 1.33):

$$
\begin{equation*}
\chi=\frac{\omega}{c} \sqrt{\mu \varepsilon} . \tag{5}
\end{equation*}
$$

3. We calculate $k$ by (2.48c):

$$
\begin{equation*}
k=\sqrt{\frac{\varepsilon}{\mu}} \tag{6}
\end{equation*}
$$

4. We calculate $e_{\varphi}, e_{r}$ with equations (4) and (3), respectively:
5. We calculate $h_{r}, h_{\varphi}$ with equations (2.33) and (2.34), respectively:

$$
\begin{align*}
& h_{r}=k e_{r},  \tag{7}\\
& h_{\varphi}=-k e_{\varphi} . \tag{8}
\end{align*}
$$

6. We calculate the density of the longitudinal energy flux $S_{Z}$ according to (2.38):

$$
\begin{equation*}
S_{z}=\eta k e_{r} e_{\varphi} \tag{9}
\end{equation*}
$$

7. We calculate the longitudinal energy flux $S_{z}$, taking into account the above formulas:

$$
\overline{S_{z}}=\iint_{\varphi, r}\left(S_{z} \cdot r \cdot d \varphi \cdot d r\right)=-\iint_{\varphi, r}\left(\eta k r e_{\varphi}^{2} d \varphi \cdot d r\right)
$$

or

$$
\bar{S}_{z}=-\frac{c A^{2} k}{4 \pi} \iint_{\varphi, r}\left(r^{(2 \alpha-1)} d \varphi \cdot d r\right)=-0.5 c A^{2} k \int_{0}^{R}\left(r^{(2 \alpha-1)} d r\right)
$$

or

$$
\begin{equation*}
\bar{S}_{z}==-\frac{1}{4 \alpha} c A^{2} k R^{2 \alpha}=-\frac{c A^{2}}{4 \alpha} \sqrt{\frac{\varepsilon}{\mu}} R^{2 \propto} \tag{10}
\end{equation*}
$$

## Example 1.

Figure 1 shows the graphs of the functions $S_{z}(\propto)$ and $e_{\varphi}(\propto)$ for $A=1, \omega=10^{5}, R=11, r=R / 2$ in the SI system.

## Example 2.

Figure 2 shows the graphs of the functions $S_{z}(r)$ and $e_{\varphi}(r)$ for $A=$ $1, \omega=10^{5}, R=11, \propto=1.01$ in the SI system. In this case, the entire flow of energy $\overline{S_{z}}=943 \mathrm{Wt}$.

## Example 3.

Figure 3 shows the graphs of the functions $\overline{S_{z}}(\propto)$ for $A=1, \omega=$ $10^{5}, R=11$ in the SI system.

Chapter 2. Solution of Maxwell's Equations for Electromagnetic Wave in the Dielectric Circuit of Alternating Current in cylindrical coordinates




Chapter 2. Solution of Maxwell's Equations for Electromagnetic Wave in the Dielectric Circuit of Alternating Current in cylindrical coordinates


# Chapter 2a. Solution of Maxwell's Equations for Capacitor with Alternating Voltage in Cylindrical Coordinates 

## Contents

1. Introduction $\backslash 1$
2. Solution of the Maxwell's equations $\backslash 2$
3. Propagation speed of electromagnetic wave $\backslash 3$
4. Energy density \} 3
5. Energy flows $\backslash 3$
6. Voltage in the capacitor $\backslash 4$
7. Reversibility of the capacitor $\backslash 4$
8. Discussion \5

## 1. Introduction

In Chapter 2, a new solution of the Maxwell equations is obtained for a monochromatic wave in a dielectric medium with definite $\varepsilon$ and $\mu$ representing the dielectric permittivity (dielectric constant) and magnetic permeability (magnetic constant) respectively. The main feature of this solution is that the field has a nonzero longitudinal component of the electric field strength created by an external source. When considering the electromagnetic field in a vacuum, the absence of an external source was postulated.

The dielectrics of the capacitor, which is under an alternating voltage, is also such a medium. Therefore, for it the solution obtained in Chapter 2 can be applied without reservations.

According to the existing concept, in the energy flow through the capacitor only the average (in time) value of the energy flux is conserved [3]. The existing solution is such that it assumes a synchronous change in the electric and magnetic intensities of such a field as a function of the radius on the Bessel function, which has zeros along the axis of the argument, i.e. at certain values of the radius. At these points (more precisely - circles of a given radius), the energy of the radial field turns out to be zero [13]. And then it increases with increasing radius ... This contradicts the law of conservation of energy (which has already been discussed above for a traveling wave). Therefore, we propose a new
solution of the Maxwell equations for a capacitor in which the law of conservation of energy is satisfied without exceptions and for each moment of time.

## 2. Solution of the Maxwell equations

Next, we will use the cylindrical coordinates $r, \phi, z$ and the solution of the Maxwell equations obtained in Chapter 2. Here we only note the following:

1. There are electrical and magnetic stresses along all the coordinate axes $r, \varphi, \%$ In particular, there is the longitudinal component $H_{z}$ of the magnetic field strength proportional to the longitudinal component $E_{z}$ of the electric field strength.
2. The magnetic and electric fields' strengths on each coordinate axis $r, \varphi, z$ are shifted in a phase by a quarter of a period.
3. The vectors of electric and magnetic fields' strengths on each axis of the coordinates $r, \varphi$, zare orthogonal.


Fig. 1.
In particular, it is important to note that there exists the longitudinal component $H_{z}$ of the magnetic field strength proportional to the longitudinal component $E_{₹}$ of the electric field strength. This fact is known. For instance, figure 1 shows a capacitor converter that can convert an alternating voltage into an alternating magnetic field strength, which in a magnetic core is converted into an alternating voltage on the winding [117]. However, the author of article [117] published in 1992 cautiously notes that "the work of an externally simple device to this day in its subtleties is not entirely clear."

## 3. Propagation speed of electromagnetic wave

Obviously, the speed of propagation of an electromagnetic wave is equal to the derivative $\frac{d z}{d t}$ of a function $z(t)$ specified implicitly in the form of functions (2.2.13)-(2.2.18). Having determined this derivative, we find the speed of propagation of the electromagnetic wave as follows:

$$
\begin{equation*}
v_{m}=\frac{d z}{d t}=-\frac{\omega}{\chi} . \tag{1}
\end{equation*}
$$

Chapter 2 shows that

$$
\begin{equation*}
\chi=\frac{\omega}{c} \sqrt{\mu \varepsilon} . \tag{2}
\end{equation*}
$$

From (1) and (2) we get:

$$
\begin{equation*}
v_{m}=\mathrm{c} / \sqrt{\mu \varepsilon} \tag{3}
\end{equation*}
$$

We also find the rotation speed of the electromagnetic wave. Obviously, this velocity is equal to the derivative $\frac{d \varphi}{d t}$ of the function $₹(t)$ given implicitly in forms (2.2.13)-(2.2.18). Having determined this derivative, we find the following speed of the rotation of the electromagnetic wave:

$$
\begin{equation*}
v_{\varphi}=\frac{d \varphi}{d t}=\frac{\omega}{\alpha} . \tag{4}
\end{equation*}
$$

## 4. Density of energy

The energy density is

$$
\begin{equation*}
W=\frac{1}{8 \pi}\left(\varepsilon H^{2}+\mu E^{2}\right) \tag{1}
\end{equation*}
$$

or, taking into account the previous formulas of Chapter 2,

$$
W=\frac{\varepsilon}{8 \pi}\left(\left(e_{r} \mathrm{si}\right)^{2}+\left(e_{\varphi} \mathrm{co}\right)^{2}+\left(e_{z} \mathrm{co}\right)^{2}\right)+\frac{\mu}{8 \pi}\left(\left(h_{r} \mathrm{co}\right)^{2}+\left(h_{\varphi} \mathrm{si}\right)^{2}+\right.
$$

or, taking into account equations (2.2.33)-(2.2.35),

$$
\begin{equation*}
W=\frac{1}{8 \pi}(\varepsilon+k \mu)\left(\left(e_{r} \mathrm{si}\right)^{2}+\left(e_{\varphi} \mathrm{co}\right)^{2}+\left(e_{z} \mathrm{co}\right)^{2}\right) \tag{2}
\end{equation*}
$$

Thus, the energy density of the electromagnetic wave in the capacitor is the same at all points of the cylinder of a given radius.

## 5. Energy Flows

The density of the flux of electromagnetic energy in the coordinates $r, \phi, z$ is found in Chapter 2, see in equations (2.2.36)(2.2.38), respectively. In the equations, it is shown that

- there is no radial energy flow,
- the energy flux density along the circle at a given radius is independent of time and other coordinates,
- the energy flux density along the vertical for a given radius is independent of time and other coordinates.

The energy flow, which propagates along the ₹-axis through the cross section of the capacitor, is equal to

$$
\overrightarrow{S_{z}}=\iint_{r, \varphi}\left(S_{z} d r d \varphi\right)=\iint_{r, \varphi}\left(\eta k e_{r} e_{\varphi} d r d \varphi\right)=2 \pi \eta k \int_{0}^{R}\left(e_{r} e_{\varphi} d r\right) \cdot(1)
$$

This flow represents an active power

$$
\begin{equation*}
P=\overline{S_{z}} \tag{2}
\end{equation*}
$$

transmitted through the capacitor. There is only simple parameter undefined in the mathematical model of the wave. This is the constant $A$ in the definition of the function $e_{z}$ defined in Appendix 4 as follows:

$$
\begin{equation*}
e_{z}=\mathrm{Ar}^{\beta} \tag{3}
\end{equation*}
$$

With (1) and (2), we find:

$$
\begin{equation*}
k=\mathrm{P} / 2 \pi \eta \int_{0}^{R}\left(e_{r} e_{\varphi} d r\right) \tag{4}
\end{equation*}
$$

From formula (2.48c) of Chapter 2 we find:

$$
\begin{equation*}
k=\sqrt{\frac{\varepsilon}{\mu}} \tag{5}
\end{equation*}
$$

Next, with (4) and (5), we find:

$$
\begin{equation*}
\sqrt{\frac{\varepsilon}{\mu}}=\mathrm{P} / 2 \pi \eta \int_{0}^{R}\left(e_{r} e_{\varphi} d r\right) \tag{6}
\end{equation*}
$$

In this formula, the functions $e_{r}, e_{\varphi}$ depend on the constant $A$ because they are determined as dependencies on the function $e_{Z}$ defined by (3). Therefore, the reader can write:

$$
\begin{equation*}
e_{r}=\mathrm{A} \overline{\bar{e}}_{r}, e_{\varphi}=\mathrm{A} \overline{\bar{e}}_{\varphi} \tag{7}
\end{equation*}
$$

Then expression (6) takes the following form:

$$
\begin{equation*}
\sqrt{\frac{\varepsilon}{\mu}}=\mathrm{P} / 2 \pi \eta A^{2} \int_{0}^{R}\left(\overline{\bar{e}}_{r} \overline{\bar{e}}_{\varphi} d r\right) \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
A^{2}=\mathrm{P} /\left(2 \pi \eta \sqrt{\frac{\varepsilon}{\mu}} \int_{0}^{R}\left(\overline{\bar{e}}_{r} \overline{\bar{e}}_{\varphi} d r\right)\right) \tag{9}
\end{equation*}
$$

## 6. Voltage in the capacitor

It follows from (2.2.18) that

$$
\begin{equation*}
E_{z}=e_{z}(r) \cos (\alpha \varphi+\chi z+\omega t) \tag{1}
\end{equation*}
$$

We assume that the electrical potential on the lower plate is equal to zero for $z=0$ and for some $\varphi_{o}, r_{o}$, and the potential on the upper plate for $z=d$ and for the same number $\varphi_{o}, r_{o}$ is numerically equal to the voltage $U$ across the capacitor. Then

$$
\begin{equation*}
U=e_{z}\left(r_{o}\right) \cos \left(\propto \varphi_{o}+\chi d+\omega t\right) \tag{2}
\end{equation*}
$$

At some intermediate value of $z$, the voltage for the same $\varphi_{o}, r_{o}$ will be equal to

$$
\begin{equation*}
u(z)=e_{z}\left(r_{o}\right) \cos \left(\propto \varphi_{o}+\chi z+\omega t\right) \tag{3}
\end{equation*}
$$

i.e. the voltage along the capacitor varies according to function $\cos (\chi z)$.

## 7. Reversibility of the capacitor

At a certain external voltage between the plates (i.e. at a given value of the component of the electrical field strength, $E_{z}$ ) the component $H_{z}$ of the magnetic field strength appears in the capacitor, see in Chapter 2.3. Above we consider a capacitor, in which the external voltage between the plates is determined. Similarly, we can consider a capacitor, in which the magnetic parameter $H_{z}$ is given. In this case (due to the reversibility of the solution of the set of Maxwell's equations, see in Chapter 2.3) the electric component $E_{z}$ also appears in the capacitor, i.e. on the capacitor plates there is a voltage. Such a capacitor can be considered as a converter of alternating magnetic induction into an alternating electric voltage.
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The "Mislavsky transformer" invented by a student of the 7th class in 1992 is known, where this conversion of electrical field strength into magnetic induction is performed explicitly in the body of the capacitor, see in Figure 2 [117, 118]. In this transformer, the electrical field strength is transformed into the magnetic field strength (see the left-hand side in Figure 2) and the reverse transformation of the magnetic field strength into the electrical field strength (see the right-hand side in Figure 2).

Thus, this experiment illustrates the reversibility of a capacitor.

## 8. Discussion

The proposed solution of Maxwell's equations for a capacitor under an alternating voltage is interpreted as an electromagnetic wave. We note the following features of this wave:

1. There are electrical and magnetic intensities along all the coordinate axes $r, \varphi, \%$ In particular, there is the longitudinal component $H_{z}$ of the magnetic field strength proportional to the longitudinal component $E_{₹}$ of the electric field strength.
2. The magnetic and electrical fields' strengths on each coordinate axis $r, \varphi, z$ are shifted in a phase by a quarter of a period.
3. The vectors of the electric and magnetic fields' strengths on each axis of the coordinates $r, \varphi$, ₹ are orthogonal.
4. The instantaneous (rather than the average over a certain period) energy flow through the capacitor does not change in time, which corresponds to the law of conservation of energy.
5. The energy flow along the axis of the capacitor is equal to the active power transmitted through the capacitor.
6. The speed of propagation of an electromagnetic wave is less than the speed of light.
7. This speed decreases with increasing transmission power (in particular, in the absence of power, the velocity is equal to zero and the wave becomes stationary).
8. The longitudinal component $E_{Z}$ of the electric field strength varies according to the modified Bessel function in dependence on the radius.
9. All other electric and magnetic fields' strengths also depend on the radius and vary according to the modified Bessel function or its derivative.
10. The wave propagates also along the radii.
11. The energy flux along the radius is absent on any radius. We note that this conclusion contradicts with the well-known assertion [13] that there exist radii, along which the flow exists.
12. There is an electromagnetic momentum proportional to the square of the active power transmitted through the capacitor.
13. The capacitor is reversible in the sense that at a certain external voltage between the plates (i.e. at a given value of the component of the electrical field strength, $E_{z}$ ) the component $H_{z}$ of the magnetic field strength appears in the capacitor, and for a certain external induction between the plates (i.e. at a given value of the magnetic parameter $H_{Z}$ ) in the capacitor there is the component of the electrical field strength, $E_{z}$. This effect can be used in various designs.

# Chapter 2d. Solution of Maxwell's Equations for alternating Voltage Capacitor in Cartesian Coordinates 

## Contents

1. The solution of the set of Maxwell's equations $\backslash 1$
2. Densities of energy flux $\backslash 4$
3. The solution of the set of Maxwell's equations
Chapter 2a gives a solution of the Maxwell equations for a capacitor with an alternating voltage in the cylindrical coordinates. Here we consider the capacitor in Cartesian coordinates shown in figure 1.
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## 2. A partial solution of the set of Maxwell's equations

In the Cartesian coordinate system $x, y, z$ and time $t$, these equations in the SI system are:

| 1 | $\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}-\varepsilon \frac{\partial E_{x}}{\partial t}=0$ |
| :--- | :--- |
| 2 | $\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}-\varepsilon \frac{\partial E_{y}}{\partial t}=0$ |
| 3 | $\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}-\varepsilon \frac{\partial E_{z}}{\partial t}=0$ |
| 4 | $\frac{\partial E_{z}}{\partial y}-\frac{\partial E_{y}}{\partial z}+\mu \frac{\partial H_{x}}{\partial t}=0$ |
| 5 | $\frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}+\mu \frac{\partial H_{y}}{\partial t}=0$ |
| 6 | $\frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}+\mu \frac{\partial H_{z}}{\partial t}=0$ |
| 7 | $\frac{\partial E_{x}}{\partial x}+\frac{\partial E_{y}}{\partial y}+\frac{\partial E_{z}}{\partial z}=0$ |
| 8 | $\frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}+\frac{\partial H_{z}}{\partial z}=0$ |

where $E_{r}, E_{\varphi}, E_{z}$ are the components of the electric field strength, $H_{r}, H_{\varphi}, H_{z}$ are the components of the magnetic field strength. The solution must be found with a nonzero parameter $E_{z}$. We will seek a solution in the form of the following functions [45]:

$$
\begin{align*}
& E_{x}(x, y, z, t)=e_{x} \cosh (\beta y) \cosh (\gamma z+\omega t) \cos (\alpha x)  \tag{9}\\
& E_{y}(x, y, z, t)=e_{y} \sinh (\beta y) \cosh (\gamma z+\omega t) \sin (\alpha x)  \tag{10}\\
& E_{z}(x, y, z, t)=e_{z} \cosh (\beta y) \sinh (\gamma z+\omega t) \sin (\alpha x)  \tag{11}\\
& H_{x}(x, y, z, t)=h_{x} \sinh (\beta y) \sinh (\gamma z+\omega t) \sin (\alpha x)  \tag{12}\\
& H_{y}(x, y, z, t)=h_{y} \cosh (\beta y) \sinh (\gamma z+\omega t) \cos (\alpha x)  \tag{13}\\
& H_{z}(x, y, z, t)=h_{z} \sinh (\beta y) \cosh (\gamma z+\omega t) \cos (\alpha x) \tag{14}
\end{align*}
$$

where
$e_{x}, e_{y}, e_{z}, h_{x}, h_{y}, h_{z}$ are the constant amplitudes of the functions,
$\alpha, \beta, \lambda$ are the constants,
$\omega$ is the angular frequency.

Differentiating equations (9)-(14) and substituting the result in equations (1)-(8) after reduction by common factors, we obtain:

| $h_{z} \beta-h_{y} \gamma-\omega \varepsilon e_{x}=0$ | (15) |
| :---: | :---: |
| $h_{x} \gamma+h_{z} \alpha-\omega \varepsilon e_{y}=0$ | (16) |
| $-h_{y} \alpha-h_{x} \beta-\omega \varepsilon e_{z}=0$ | (17) |
| $e_{z} \beta-e_{y} \gamma+\omega \mu h_{x}=0$ | (18) |
| $e_{x} \gamma-e_{z} \alpha+\omega \mu h_{y}=0$ | (19) |
| $e_{y} \alpha-e_{x} \beta+\omega \mu h_{z}=0$ | $(20)$ |
| $e_{x} \alpha+e_{y} \beta+e_{z} \gamma=0$ | $(21)$ |
| $h_{x} \alpha+h_{y} \beta+h_{z} \gamma=0$ | (22) |

The set of eight equations (15)-(22) with known values of $e_{z}$ and $\omega$ contains the following eight unknowns:

$$
e_{x}, e_{y}, \boldsymbol{h}_{x}, \boldsymbol{h}_{y}, \boldsymbol{h}_{z}, \alpha, \beta, \lambda
$$

First, we consider the set of five linear equations (15)-(19) with respect to the following five unknowns: $e_{x}, e_{y}, \boldsymbol{h}_{x}, \boldsymbol{h}_{y}, \boldsymbol{h}_{z}$. Solving this set, we find these unknowns. Then we substitute the found values into equations (20)-(22) and obtain a set of three linear equations with respect to the three unknowns $\alpha, \beta, \lambda$. Thus, the original set of equations (15)-(22) will be solved.

A solution always exists.

## 2. Energy flux densities

Density of energy flux in the coordinates $\{x, y, z\}$ is determined by the following formula:

$$
S=\left[\begin{array}{l}
S_{x}  \tag{23}\\
S_{y} \\
S_{z}
\end{array}\right]=(E \times H)=\left[\begin{array}{l}
E_{y} H_{z}-E_{z} H_{y} \\
E_{z} H_{x}-E_{x} H_{z} \\
E_{x} H_{y}-E_{y} H_{x}
\end{array}\right]
$$

or, taking into account formulas (9)-(14), it is possible to write down

$$
\begin{align*}
& S_{x}=\left(e_{y} h_{z} \Psi_{y z}-e_{z} h_{y} \Psi_{z y}\right)  \tag{24}\\
& S_{y}=\left(e_{z} h_{x} \Psi_{z x}-e_{x} h_{z} \Psi_{x z}\right)  \tag{25}\\
& S_{z}=\left(e_{x} h_{y} \Psi_{x y}-e_{y} h_{x} \Psi_{y x}\right) \tag{26}
\end{align*}
$$

where the coefficients $\Psi$ are determined from (9)-(14). For instance,

$$
\begin{aligned}
& \Psi_{x y}=\cosh (\beta y) \cosh (\gamma z+\omega t) \cos (\alpha x) \\
& \cdot \cosh (\beta y) \sinh (\gamma z+\omega t) \cos (\alpha x)
\end{aligned}
$$

or

$$
\begin{equation*}
\Psi_{x y}=0.5 \cosh ^{2}(\beta y) \sinh ^{2}(2(\gamma z+\omega t)) \cos ^{2}(\alpha x) . \tag{27}
\end{equation*}
$$

Similarly

$$
\begin{aligned}
& \Psi_{y x}=\sinh (\beta y) \cosh (\gamma z+\omega t) \sin (\alpha x) \\
& \cdot \sinh (\beta y) \sinh (\gamma z+\omega t) \sin (\propto x)
\end{aligned}
$$

or

$$
\begin{equation*}
\Psi_{x y}=0.5 \operatorname{Sh}^{2}(\beta y) \operatorname{Sh}^{2}(2(\gamma z+\omega t)) \sin ^{2}(\alpha x) . \tag{28}
\end{equation*}
$$

This means that there are energy flows along all axes of the capacitor. It also means that energy flows through the capacitor. Consider, for example, the cross-section $x y$ for $z=z_{1}$. In this section, the energy flux density $S_{z}$ is determined by function (26) with (27) and (28). The energy flow of the entire section is determined by the integral of this function over the entire area of this section.

It is important to note that this flow does not change the internal energy of the capacitor. This flow is the active power that passes through the capacitor along the $₹$-axis. On other faces of the capacitor, there may also be energy flows that emit energy subtracted from the energy.

## Chapter 2h. Solution of Maxwell's Equations for Conductive Alternating Current Capacitor in Cylindrical Coordinates

Chapter 2 provides a new solution to Maxwell's equations for alternating current in a dielectric circuit, which is used in Chapter 2a for an alternating current capacitor. Here we consider conductive alternating current capacitor that has a certain dielectric $\varepsilon$ and magnetic permeability $\mu$, as well as a finite electrical resistivity $\varrho$. At the same time, not only bias currents are present in the capacitor but also conductivity currents I. As a result, the Maxwell equations in the GHS system take the following form:

$$
\begin{align*}
& \operatorname{rot}(E)+\frac{\mu}{c} \frac{\partial H}{\partial t}=0,  \tag{1}\\
& \operatorname{rot}(H)-\frac{\varepsilon}{c} \frac{\partial E}{\partial t}-I=0,  \tag{2}\\
& \operatorname{div}(E)=0  \tag{3}\\
& \operatorname{div}(H)=0 \tag{4}
\end{align*}
$$

In the system of cylindrical coordinates $r, \phi, z$, these equations read as follows:

$$
\begin{align*}
& \frac{E_{r}}{r}+\frac{\partial E_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial E_{\phi}}{\partial \phi}+\frac{\partial E_{z}}{\partial z}=0  \tag{1}\\
& \frac{1}{r} \cdot \frac{\partial E_{z}}{\partial \phi}-\frac{\partial E_{\phi}}{\partial z}=v \frac{d H_{r}}{d t}  \tag{2}\\
& \frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}=v \frac{d H_{\phi}}{d t}  \tag{3}\\
& \frac{E_{\phi}}{r}+\frac{\partial E_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial E_{r}}{\partial \phi}=v \frac{d H_{z}}{d t}  \tag{4}\\
& \frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\phi}}{\partial \phi}+\frac{\partial H_{z}}{\partial z}=0  \tag{5}\\
& \frac{1}{r} \cdot \frac{\partial H_{z}}{\partial \phi}-\frac{\partial H_{\phi}}{\partial z}=q \frac{d E_{r}}{d t}+I_{r}  \tag{6}\\
& \frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=q \frac{d E_{\varphi}}{d t}+I_{\varphi}  \tag{7}\\
& \frac{H_{\phi}}{r}+\frac{\partial H_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \phi}=q \frac{d E_{z}}{d t}+I_{z} \tag{8}
\end{align*}
$$

These equations differ from the corresponding equations of Chapter 2 only in the additional terms $I$ in equations (6)-(8). We will search for unknown functions in the following form:

$$
\begin{align*}
H_{r} & =h_{r}(r) \mathrm{co},  \tag{13}\\
H_{\phi} & =h_{\phi}(r) \mathrm{si},  \tag{14}\\
H_{z} & =h_{z}(r) \mathrm{si},  \tag{15}\\
E_{r} & =e_{r}(r) \mathrm{si},  \tag{16}\\
E_{\phi} & =e_{\phi}(r) \mathrm{co},  \tag{17}\\
E_{z} & =e_{z}(r) \mathrm{co},  \tag{18}\\
I_{r} & =i_{r}(r) \mathrm{co},  \tag{18d}\\
I_{\phi} & =i_{\phi}(r) \mathrm{si},  \tag{18e}\\
I_{z} \cdot & =i_{z}(r) \mathrm{si}, \tag{18f}
\end{align*}
$$

where

$$
\begin{align*}
& \mathrm{co}=\cos (\alpha \varphi+\chi z+\omega t)  \tag{19}\\
& \text { si }=\sin (\alpha \varphi+\chi z+\omega t) \tag{20}
\end{align*}
$$

Compared to Chapter 2, the functions $i(r)$ of the coordinate $r$ appeared here. By direct substitution, we can verify that functions (13)(18) transform the set of equations (1-8) with four arguments into a set of equations with one argument and unknown functions $h(r), e(r), i(r)$. This obtained set of equations has the following form:

$$
\begin{align*}
& \frac{e_{r}(r)}{r}+e_{r}^{\prime}(r)-\frac{e_{\phi}(r)}{r} \alpha-\chi \cdot e_{z}(r)=0,  \tag{21}\\
& -\frac{1}{r} \cdot e_{z}(r) \alpha+e_{\phi}(r) \chi-\frac{\mu \omega}{c} h_{r}=0,  \tag{22}\\
& e_{r}(r) \chi-e_{z}^{\prime}(r)+\frac{\mu \omega}{c} h_{\phi}=0,  \tag{23}\\
& \frac{e_{\phi}(r)}{r}+e_{\phi}^{\prime}(r)-\frac{e_{r}(r)}{r} \cdot \alpha+\frac{\mu \omega}{c} h_{z}=0,  \tag{24}\\
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\phi}(r)}{r} \alpha+\chi \cdot h_{z}(r)=0,  \tag{25}\\
& \frac{1}{r} h_{z}(r) \propto-h_{\varphi}(r)-\frac{\varepsilon \omega}{c} e_{r}(r)-i_{r}(r)=0,  \tag{26}\\
& -h_{r}(r) \chi-\dot{h}_{z}(r)+\frac{\varepsilon \omega}{c} e_{\varphi}(r)-i_{\varphi}(r)=0,  \tag{27}\\
& \frac{h_{\varphi}(r)}{r}+\dot{h}_{\varphi}(r)+\frac{-h_{r}(r)}{r} \propto+\frac{\varepsilon \omega}{c} e_{z}(r)-i_{z}(r)=0 . \tag{28}
\end{align*}
$$

Compared to Chapter 2, the functions $i(r)$ appeared in equations (26)-(28). Further, as in Chapter 2, we introduce the coefficient $k$ that relates the functions $h$ and $e$ as follows:

$$
\begin{align*}
& h_{r}=k e_{r}  \tag{33}\\
& h_{\varphi}=-k e_{\varphi}  \tag{34}\\
& h_{z}=-k e_{z} \tag{35}
\end{align*}
$$

Since the conduction currents are proportional to the electric field strength, we will assume that

$$
\begin{equation*}
i_{r}=-j \cdot e_{r} / \rho, i_{\varphi}=j \cdot e_{\varphi} / \rho, i_{z}=j \cdot e_{z} / \rho \tag{35a}
\end{equation*}
$$
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where $j=(-1)^{1 / 2}$ is the imaginary unit. Note that at a sufficiently high frequency this condition is NOT fulfilled, see in Chapter 4. However, here we will apply this condition. Taking into account (35a), it is possible to perform the change of variables in equations (21)-(28) according to (33)-(35). Next, we have to rewrite equations (21)-(28) as follows:

$$
\begin{align*}
& \frac{e_{r}}{r}+\dot{e}_{r}-\frac{e_{\varphi}}{r} \alpha-\chi e_{z}=0  \tag{41}\\
& -\frac{e_{z}}{r} \alpha+e_{\varphi} \chi-\frac{\mu \omega}{c} k e_{r}=0  \tag{42}\\
& -\dot{e}_{z}+e_{r} \chi-k \frac{\mu \omega}{c} e_{\varphi}=0  \tag{43}\\
& \frac{e_{\varphi}}{r}+\dot{e}_{\varphi}-\frac{e_{r}}{r} \alpha-k \frac{\mu \omega}{c} e_{z}=0  \tag{44}\\
& k \frac{e_{r}}{r}+k \dot{e}_{r}-k \frac{e_{\varphi}}{r} \alpha-k \chi e_{z}=0  \tag{45}\\
& -k \frac{e_{z}}{r} \alpha+k e_{\varphi} \chi-\frac{\varepsilon \omega}{c} e_{r}+j \cdot e_{r} / \rho=0  \tag{46}\\
& k \dot{e}_{z}-k e_{r} \chi+\frac{\varepsilon \omega}{c} e_{\varphi}-j \cdot e_{\varphi} / \rho=0  \tag{47}\\
& -k \frac{e_{\varphi}}{r}-k \dot{e}_{\varphi}+k \frac{e_{r}}{r} \alpha+\frac{\varepsilon \omega}{c} e_{z}-j \cdot e_{z} / \rho=0 \tag{48}
\end{align*}
$$

We note that equations (41) and (48) coincide for the following condition:

$$
\begin{equation*}
\frac{1}{-k}\left(\frac{\varepsilon \omega}{c}-\frac{j}{\rho}\right)=\chi \tag{48a}
\end{equation*}
$$

We also note that equations (42) and (46) coincide for the following equality:

$$
\begin{equation*}
\frac{1}{k}\left(\frac{\varepsilon \omega}{c}-\frac{j}{\rho}\right)=\frac{\mu \omega k}{c} \tag{48b}
\end{equation*}
$$

In addition, it is necessary to note that equations (43) and (47) also coincide with (48b). Finally, equations (41) and (45) coincide. Thus, equations (45)-(48) can be excluded from the set of equations and replaced by conditions (48a) and (48b). The remaining four equations (41)-(44) represent the set of differential equations with the following three unknowns: $e_{r}, e_{\varphi}, e_{z}$.

It follows from equalities (48a) and (48b) that

$$
\begin{align*}
k & =\sqrt{\left(\frac{\varepsilon \omega}{c}-\frac{j}{\rho}\right) \frac{c}{\mu \omega}}=\sqrt{\left(\frac{\varepsilon}{\mu}-\frac{j c}{\mu \omega \rho}\right)}  \tag{48c}\\
\chi & =-\left(\frac{\varepsilon \omega}{c}-\frac{j}{\rho}\right) / \sqrt{\left(\frac{\varepsilon \omega}{c}-\frac{j}{\rho}\right) \frac{c}{\mu \omega}}=-\sqrt{\left(\frac{\varepsilon \omega}{c}-\frac{j}{\rho}\right) \frac{\mu \omega}{c}} \tag{48d}
\end{align*}
$$

$$
\begin{align*}
& \frac{k \mu \omega}{c \chi}=1,  \tag{48e}\\
& \left(\chi^{2}-(k \mu \omega / c)^{2}\right)=0 . \tag{48f}
\end{align*}
$$

In Chapter 2, we obtained the solution of equations (45)-(48) under the conditions of forms (48e) and (48f). This decision will be implemented in the indicated case. The difference is only in the form of formulas for the values of $\chi$ and $k$. Table 1 lists these formulas for comparison.

Table 1.

|  | $\chi$ | $k$ | $v_{m}=-\frac{\omega}{\chi}$ |
| :---: | :---: | :---: | :---: |
| Chapter <br> 2 | $-\frac{\omega}{c} \sqrt{\mu \varepsilon}$ | $\sqrt{\frac{\varepsilon}{\mu}}$ | $\frac{c}{\sqrt{\varepsilon \mu}}$ |
| Chapter <br> 2 h | $-\sqrt{\left(\frac{\varepsilon \omega}{c}-\frac{j}{\rho}\right) \frac{\mu \omega}{c}}$ | $\sqrt{\left(\varepsilon-\frac{j c}{\omega \rho}\right) \frac{1}{\mu}}$ |  |

Thus, in an electrically conductive capacitor there are bias currents and conduction currents. Wherein

- the electric field strengths are in anti-phases to the magnetic field strengths,
- the conduction currents are in in-phases to the electrical field strengths,
- the bias currents are in in-phases to the magnetic field strengths.

However, in our case, the terms "in-phase" and "anti-phase" have a broader meaning in comparison with the known concepts. Namely, in our case, the in-phase means that two in-phase functions depend on
$\cos (\alpha \varphi+\chi z+\omega t)$ or $\sin (\alpha \varphi+\chi z+\omega t)$.
In the well-known representations, two in-phase functions depend on $\cos (\omega t)$ or $\sin (\omega t)$.

It is important to note that the quantities $\chi, k$ are complex. This means that there are two electromagnetic waves that differ in the values of $\chi, k$ : the wave of active currents with the values of $\operatorname{Re}(\chi), \operatorname{Re}(k)$ and the wave of reactive currents with the values of $\operatorname{Im}(\chi), \operatorname{Im}(k)$, see in
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Table 1. These waves travel at different speeds. Chapter 1 shows that the propagation velocity of a monochromatic electromagnetic wave is

$$
v_{m}=-\frac{\omega}{\chi} .
$$

Applying this formula to the values given in Table 1, we find the following velocities for waves of reactive and active currents, respectively:

$$
\begin{aligned}
v_{m A} & =-\omega /\left(-\frac{\omega}{c} \sqrt{\varepsilon \mu}\right)=\frac{c}{\sqrt{\varepsilon \mu}} \\
v_{m B} & =-\omega /\left(-\sqrt{\frac{\mu \omega}{c \rho}}\right)=\sqrt{\frac{c \rho \omega}{\mu}}
\end{aligned}
$$

Find the following relationship:

$$
\frac{v_{m A}}{v_{m B}}=\frac{c}{\sqrt{\varepsilon \mu}} / \sqrt{\frac{c \rho \omega}{\mu}}=\sqrt{\frac{c}{\varepsilon \rho \omega}} .
$$

From what has been said, it follows that a radio signal propagating in an electrically conductive medium consists of two signals: one of them (signal A) propagates at the speed of light $v_{m A}$, and the other (signal B) propagates at the speed $v_{m B} \ll v_{m A}$. If these signals can return and be received at the point of emission, then the observer will detect two signals: an echo of signal A and an echo of signal B. The observer is unlikely to pay attention to the echo of signal A because he returned instantly and merged with signal A. Signal B, matching the shape of signal A, will be perceived by the observer as an echo of signal A. "What did signal A reflect from and why didn't it come back for such a long time ?!" the observer exclaims.

Such cases are known [171, 172]. This refers to the "Shtermer paradox", "world echo", "long delayed echoes" (LDE) that is a radio echo with very long delays. "Unlike the well-known echoes with delays of a fraction of a second, the mechanism of which has long been explained, delays of radio signals in seconds, tens of seconds and even minutes remain one of the oldest and most intriguing mysteries of ionospheric physics."

Here there is another description of one of the experiments at sea [173]: "... in the 1960s, a group of scientists from the Navy Research Department conducted tests in the field of long-distance underwater communications (signal transmission in an electrically conductive medium). A mile-long antenna was laid along the continental shelf ... When they started to work, everyone was stunned by the fact that the vessel first received the signal (echo of signal $A$ ), then its repetition (echo of signal B) ..."

# Chapter 3. Solution of Maxwell's Equations for an Alternating Current Magnetic Circuit 

Chapter 2 discusses the electromagnetic field in an alternating current dielectric circuit. Similarly, we can consider the electromagnetic field in a magnetic circuit of alternating current. The simplest example of such a circuit is an AC solenoid. However, if in a dielectric circuit there is the longitudinal component of the electric field strength created by an external energy source, then in a magnetic circuit there is the longitudinal component of the magnetic field strength created by an external energy source and transmitted to the circuit by a solenoid winding.

Using the GHS system, it is possible to consider anew the Maxwell equations of form (2.2.1)-(2.2.8) and the solution of these equations in form (2.2.11)-(2.2.18c), where the functions $h(r), e(r), j(r)$ are defined in Appendix 1 of Chapter 2 for given values of the parameters $A, \propto, \chi, \omega$.

Here, as in Chapter 2, electromagnetic energy fluxes with densities (2.2.36) and (2.2.37) are defined. The flow of electromagnetic energy $S_{Z}$ along the magnetic circuit is equal to the active power $P$ transmitted by the magnetic circuit, namely

$$
\begin{equation*}
P=S_{z} \tag{1}
\end{equation*}
$$

It is shown in Section 2a of Chapter 2 that if we set the value of two quantities from the following set

$$
\begin{equation*}
E_{r}, E_{\varphi}, E_{z}, H_{r}, H_{\varphi}, H_{z}, S_{r}, S_{\varphi}, S_{z}, \tag{2}
\end{equation*}
$$

then from the obtained solution of Maxwell's equations one can find the value of the parameters $A, \propto$, and finally find the value of the remaining quantities from set (2).

Let treat, for instance, the following magnetomotive force in a magnetic circuit with the length $L$ :

$$
\begin{equation*}
\mathrm{U}=\mathrm{E}_{\mathrm{z}} \mathrm{~L} \tag{3}
\end{equation*}
$$

and transmitted by a magnetic circuit,

$$
\begin{equation*}
P=S_{z} \tag{4}
\end{equation*}
$$

Then with known $F$ and $P$, it is possible to find $H_{z}$ and $S_{z}$. Next, from the obtained solution of Maxwell's equations, one can find the values of the parameters $A, \propto$, and then find the values of the other quantities from set (2).

Further conclusions are similar to those obtained in Chapters 1 and 2. Thus, an electromagnetic wave propagates in a magnetic circuit of a sinusoidal current, and the mathematical description of this wave is a solution of Maxwell's equations. At the same time, the strength and flow of energy spread in such a chain along a helical trajectory.

Such an electromagnetic wave propagates in the magnetic circuit of the transformer. Together with it, the magnetic flux and the flux of electromagnetic energy propagate through a magnetic circuit. It is important to note that the magnitude of the magnetic flux does not change with the load. Consequently, it is the flow of electromagnetic energy that transfers energy from the primary winding to the secondary winding. So, the flow of energy does not depend on the magnetic flux. Here the reader can see an analogy with the transfer of current through an electrical circuit, where the same current can transfer different energy. This issue is discussed in detail in Chapter 5. It shows that the energy flux at a given current density (in the case under consideration, at a given magnetic flux density) the transmitted power can take on virtually any value depending on the values of the quantities $\chi, \alpha$, i.e. on the density of the screw path of the current (in this case, at a given magnetic flux density). Consequently, the transmitted power is determined by the density of the helical trajectory of electromagnetic energy at a fixed magnitude of the magnetic flux.

## Chapter 4b. Solution of Maxwell's Equations for Tubular Wire with Alternating Current

Chapter 2 dealt with the solution of Maxwell's equations for a wire with the sinusoidal alternating current. Below we look at the solution for the tubular wire. We will seek a solution with a known pipe radius R and its small thickness when there is

$$
\begin{equation*}
r \approx R \tag{0}
\end{equation*}
$$

and all derivatives with respect to $r$ are equal to zero. Then the set of equations (4a.2.41)-(4a.2.48) takes the following forms:

$$
\begin{align*}
& \frac{e_{r}}{r}-\frac{e_{\varphi}}{r} \alpha-\chi e_{z}=0  \tag{1}\\
& -\frac{e_{Z}}{r} \alpha+e_{\varphi} \chi-\frac{\mu \omega}{c} k e_{r}=0,  \tag{2}\\
& e_{r} \chi-k \frac{\mu \omega}{c} e_{\varphi}=0  \tag{3}\\
& \frac{e_{\varphi}}{r}-\frac{e_{r}}{r} \alpha-k \frac{\mu \omega}{c} e_{z}=0,  \tag{4}\\
& k \frac{e_{r}}{r}-k \frac{e_{\varphi}}{r} \alpha-k \chi e_{z}=0,  \tag{5}\\
& -k \frac{e_{Z}}{r} \alpha+k e_{\varphi} \chi-\frac{\varepsilon \omega}{c} e_{r}-\frac{4 \pi}{c} j_{r}=0,  \tag{6}\\
& -k e_{r} \chi+\frac{\varepsilon \omega}{c} e_{\varphi}-\frac{4 \pi}{c} j_{\varphi}=0  \tag{7}\\
& -k \frac{e_{\varphi}}{r}+k \frac{e_{r}}{r} \alpha+\frac{\varepsilon \omega}{c} e_{z}-\frac{4 \pi}{c} j_{z}=0 \tag{8}
\end{align*}
$$

It is important to note further that in this solution there is $j_{\varphi} \neq 0$, i.e. there is a ring current with the following density

$$
\begin{equation*}
J_{\varphi}=j_{\varphi} \sin (\propto \varphi+\chi z+\omega t) \tag{9}
\end{equation*}
$$

Obviously, such a current creates the following longitudinal component of the magnetic field strength in the cavity of the tubular conductor:

$$
\begin{equation*}
H_{z}=h_{z} \sin (\propto \varphi+\chi z+\omega t) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{z}=\frac{j_{\varphi}}{2(R-a)} \tag{11}
\end{equation*}
$$

where $a$ is the distance from the center of the tube to the observation point $H_{z}$. It is important to note that existing representations deny such a phenomenon. Below in Chapter 4 c , we will give an experimental proof of the existence of this phenomenon.

## Chapter 4c. Special Transformers

\author{
Contents <br> 1. Introduction $\backslash 1$ <br> 2. Markov's Transformer \} 1 <br> 3. Zatsarinin's Transformer \2 <br> 4. Pozynich's Transformer \3

}

## 1. Introduction

In Section 3 of Chapter 2, it is shown that current in a wire can arise not only as a result of an applied alternating voltage $U$ but as a result of an applied external longitudinal magnetomotive force $F$. For either of these cases, equal currents are generated in the wire if in the SI system there is

$$
\begin{equation*}
F=\omega \sqrt{\frac{\varepsilon}{2 \mu}} U \tag{0}
\end{equation*}
$$

In Section 2a of Chapter 2, it is also shown that there is the longitudinal component of the magnetic field strength in the wire with nonclosed lines of this longitudinal component.

## 2. Markov's Transformer

Markov's transformer is known [150, 151], see in Figure 1. Unlike a conventional transformer, this transformer has an elongated magnetic circuit, two primary windings, and a secondary winding that is wound over the primary windings. The primary windings are turned on and create opposing magnetic fluxes.

According to the new Markov induction law, the magnetic flux in the conductor can be induced simultaneously in both opposite directions. After several years of experimentation and practical research, Markov was able to prove the validity of his theory. He developed a workable transformer based on it and obtained several international patents for his invention. The advantage of the Markov transformers is that they can induce the necessary voltage even from the "worst iron" and can have significantly reduced dimensions.


Fig. 1.
According to the existing ideas, the lines of the magnetic field strength should be closed. Opposed windings with an equal number of turns in the Markov transformer do not allow the existence of closed lines of the magnetic field strength. Therefore, they are not at all. This conclusion (the author thinks) forced Markov to create a new theory.

It was stated above that the existence of nonclosed lines of the magnetic field strength is possible. This explains the operation of Markov's transformer.

## 3. Zatsarinin's Transformer

Zatsarinin's transformer is also known [120]. This transformer is a solenoid, the axis of which is a rod of any conductive material. If the voltage $U_{1}$ is applied to the coil of the solenoid, then the voltage $U_{2}$ also appears on the rod. The rod can be connected to the load (for example, a lamp) and then the power $P_{1}$ from the voltage source $U_{1}$ is transferred to the load that consumes power $P_{1}<P_{2}$. Other experiments with the Zatsarinin transformer are also known.

This is the fact that the appearance of voltage in the rod is not a consequence of the law of electromagnetic induction. The magnetic field inside the solenoid does not have the longitudinal component of the magnetic field strength directed perpendicular to the radius. However, in the solenoid there is the longitudinal component of the magnetic field strength and therefore, there is a magnetomotive force $F$. Zatsarinin's
transformer proves the previous theoretical statement: a current can arise as a result of an applied external longitudinal magnetomotive force $F$.

## 4. Pozynich's Transformer

The coaxial transformer of Pozynich (CTP) is also known [121]. In this transformer, the sheath and center wire are included as transformer windings. There are the following two possible inclusion schemes.

1. The central wire is the primary winding of the transformer connected to a voltage source; the shell is the secondary winding of the СTP.
2. The sheath is the central wire is the primary winding of the CTP connected to the voltage source; the central wire is the secondary winding of the package transformer.

In this case, the primary winding of the CTP is connected to a voltage source and the secondary to the load.

Experiments have shown that in both modes, the transformation ratio was equal to 1 .

CTP cannot be identified with Zatsarinin's transformer [120] (although the external manifestations are similar). The circuit of the CTP does not coincide with the diagram of the known coaxial transformer because the latter is a two-pole cell but the CTP is a four-pole cell.

As will be shown below, the operation of CTP in mode 2 cannot be explained by the law of electromagnetic induction.

All these features of CTP require some explanation.
In mode 1, in the center wire there is a current with the following density (see in Chapter 4a):

$$
\begin{equation*}
J_{z p}=j_{z p} \sin (\alpha \varphi+\chi z+\omega t) \tag{1}
\end{equation*}
$$

In accordance with the law of electromagnetic induction, this current can create the following magnetic field strength in the shell:

$$
\begin{equation*}
H_{\varphi o}=\frac{d J_{z p}}{d t}=\omega j_{z p} \cos (\alpha \varphi+\chi z+\omega t) \tag{2}
\end{equation*}
$$

This strength creates (as shown in Chapter 4b) a longitudinal wave in the shell and, in particular, the following current:

$$
\begin{equation*}
J_{z o}=j_{z o} \cos (\propto \varphi+\chi z+\omega t) \tag{3}
\end{equation*}
$$

Thus, current (1) is transformed into current (3).

In mode 2, the cable jacket is under alternating voltage, i.e. this shell is a tubular wire. The current of the shell as a whole should not create the magnetic field strength in the center of the pipe because the elementary currents in all cylinder create the strengths that cancel out each other due to symmetry. However, as the experiment shows, the current through the central wire flows. It can only be caused by the magnetic field strength. So, "according to Faraday" there is no magnetic field strength but "according to Pozynich" there is the strength. This requires an explanation.

In mode 2 in the shell, as in a tubular wire there is a current with the following density (see in Chapter 4b):

$$
\begin{equation*}
J_{z o}=j_{z o} \sin (\alpha \varphi+\chi z+\omega t) \tag{4}
\end{equation*}
$$

At the same time (as shown in Chapter 4b) in the cavity of the tubular wire creates the following longitudinal component of the magnetic field strength:

$$
\begin{equation*}
H_{z \mathrm{p}}=h_{z \mathrm{p}} \sin (\propto \varphi+\chi z+\omega t) \tag{5}
\end{equation*}
$$

The central wire is in the area of existence of this strength. This strength (5) creates (as shown in Chapter 4) a longitudinal wave in the wire and, in particular, the following current:

$$
\begin{equation*}
J_{z p}=j_{z p} \cos (\alpha \varphi+\chi z+\omega t) \tag{6}
\end{equation*}
$$

Thus, current (4) is transformed into current (6).
This fact (as shown) is not a consequence of the law of electromagnetic induction. In this regard, it should be noted that the Maxwell equations were a generalization of this and some other particular laws. This generalization covers an area of phenomena that is larger than the areas related to each particular law. Therefore, the consequence of Maxwell's equations can describe a phenomenon that is not subject to the law of electromagnetic induction (but cannot contradict this law where it operates).

Consider the mathematical model of CTP in more detail. Maxwell's equations for the center conductor are described in Chapter 2. We will denote the solution of these equations as $\left(E_{p}, H_{p}, J_{p}\right)$. Maxwell's equations for the shell are described in Chapter 4c. We will denote the solution of these equations as $\left(E_{0}, H_{0}, J_{0}\right)$. The sheath and wire are in a common cylindrical area. Therefore, the longitudinal magnetic strengths in the solutions $\left(E_{p}, H_{p}, J_{p}\right)$ and $\left(E_{0}, H_{0}, J_{0}\right)$ coincide, i.e.

$$
\begin{equation*}
H_{p z}=H_{\mathrm{oz}}=H_{z} \tag{7}
\end{equation*}
$$

Chapter 2 proved the UHP-theorem, which states that regardless of the wire parameters, there is a one-to-one relationship between the electrical voltage $U$ on the wire, the longitudinal magnetic strength in the wire $H$, and the active power $P$ transmitted over the wire,

$$
\begin{equation*}
U=f(H, P) \tag{8}
\end{equation*}
$$

In our case there is a common strength $H$ on the shell and the central wire, and the power $P$ is transmitted between the shell and the central wire in any switching mode of the CTP. Consequently, the voltage $U$ on the shell and the center wire must be the same in any switching mode CTP.

That is what is observed in the experiments.
Thus, CTP is described by sixteen equations with the following sixteen unknowns:

$$
\begin{align*}
& \quad E_{p r}, H_{p r}, J_{p r}, E_{p \varphi}, H_{p \varphi}, J_{p \varphi}, J_{p z} \\
& E_{o r}, H_{o r}, J_{o r}, E_{o \varphi}, H_{o \varphi}, J_{o \varphi}, J_{o z},, E_{z}, H_{z} \tag{9}
\end{align*}
$$

Such a set of equations has a unique solution. This is a set of differential equations (since these are the equations for the wire in Chapter 2). Therefore, the solution depends on the initial conditions.

According to obtained solution (9), the energy flow passing through the CTP can be determined, i.e. power transmitted through the CTP or load power equal to the generator power. Therefore, the initial conditions determine the power of the load.

Physically, of course, everything happens the other way round: the power of the generator determines the initial conditions that determine the type of solution.

Thus, the existence of the listed transformers is another experimental confirmation of the theory developed in this book.

# Chapter 5. Solution of Maxwell's Equations for Wire with Constant Current 

\author{
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## 1. Introduction

In $[7,9,10,11]$ based on the Law of impulse conservation, it is shown that a constant electric current in a conductor must have a complex structure. Let us consider first a conductor with the constant current. The current $J$ in the wire creates the magnetic induction $B$ in the body. This induction acts with the Lorentz force $F$ on the electrons with charge $q_{e}$ moving at an average speed $v$ in the direction opposite to the current $J$. This action makes the electrons move to the center of the wire. This is shown in Figure 1.


Fig. 1.
Due to the known distribution of the induction $B$ on the wire's cross section, the force $F$ decreases from the wire surface to its center. This is shown in Figure 2. This figure shows the change of $F$ depending on the radius $r$, on which the electron is located.


Fig. 2.
Thus, it may be assumed that in the wire's body there exist some elementary currents $I$, beginning on the axis and directed by the certain angle $\alpha$ to the wire axis. This is shown in Figure 3 .


Fig. 3.
In $[7,9,10,11]$, it was also shown that the flow of electromagnetic energy is spreading inside the wire. Also, the electromagnetic flow

- is directed along the wire axis,
- spreads along the wire axis,
- spreads inside the wire,
- compensates the heat losses of the axis component of the current.


Fig. 4.
In [9-11] a mathematical model of the current and the flow has been. The model was built exclusively on the base of Maxwell's equations. Only one question remained unclear. The electric current $\mathbf{J}$ and the flow of electromagnetic energy $\mathbf{S}$ are spreading inside the wire $\mathbf{A B C D}$ and it is
passing through the load Rn. In this load shown in Figure 4, a certain amount of power $\mathbf{P}$ is spent. Therefore, the energy flow on the segment $\mathbf{A B}$ should be larger than the energy flow on the segment $\mathbf{C D}$. More accurate, $\mathbf{S}_{\mathbf{a b}}=\mathbf{S}_{\mathbf{c d}}+\mathbf{P}$. However, the current force after passing the load did not change. How must the current structure be changed in order to decrease the corresponding electromagnetic energy? This issue was considered in [7].

Below we shall consider a mathematical model that is more general model compared to the one in [7, 9, 10, 11]. This model will allow clarification of the aforementioned question. This mathematical model is also built solely on the base of Maxwell's equations. In [12], it was described an experiment carried out in 2008. In [17], it is shown that this experiment can be explained on the basis of nonlinear structure of the constant current in the wire and can serve as an experimental proof of the existence of such a structure.

## 2. The Mathematical Model

Maxwell's equations for the direct current wire are shown in the introductory chapter, namely see in Variant 6:

$$
\begin{align*}
& \operatorname{rot}(J)=0  \tag{a}\\
& \operatorname{rot}(H)-J-J_{o}=0  \tag{b}\\
& \operatorname{div}(J)=0  \tag{c}\\
& \operatorname{div}(H)=0 \tag{d}
\end{align*}
$$

During the building of this model, we shall be using the cylindrical coordinates $r, \varphi, z$ considering

- the main current with density $J_{o}$,
- the additional currents with density $J_{r}, J_{\varphi}, J_{Z}$,
- the magnetic strengths $H_{r}, H_{\varphi}, H_{z}$,
- $\quad$ the electrical field strength $E$,
- the electrical resistivity $\rho$.

Here in these equations, we included a given value of the density $J_{o}$ of the current passing through the wire as a load. This current creates a magnetic strength $H_{o \varphi}$.

The current in the wire is usually considered as an averaged stream of electrons. The mechanical interactions of electrons with atoms are considered equivalent to electrical resistance. Obviously

$$
\begin{equation*}
E=\rho \cdot J . \tag{0}
\end{equation*}
$$

Therefore, equations (a)-(d) for the cylindrical coordinates have the following form:

$$
\begin{array}{ll}
\frac{1}{r} \cdot \frac{\partial H_{z}}{\partial \phi}-\frac{\partial H_{\phi}}{\partial z}=J_{r}, & \text { see (b) } \\
\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=J_{\phi}, & \text { see (b) } \\
\frac{H_{\phi}+H_{\phi o}}{r}+\frac{\partial H_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \phi}=J_{z}+J_{o}, & \text { cm. (b) } \\
\frac{J_{r}}{r}+\frac{\partial J_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial J_{\phi}}{\partial \phi}+\frac{\partial J_{z}}{\partial z}=0, & \text { see (c) } \\
\frac{1}{r} \cdot \frac{\partial J_{z}}{\partial \phi}-\frac{\partial J_{\phi}}{\partial z}=0, & \text { see (a) }  \tag{6}\\
\frac{\partial J_{r}}{\partial z}-\frac{\partial J_{z}}{\partial r}=0, & \text { see (a) } \\
\frac{J_{\phi}}{r}+\frac{\partial J_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial J_{r}}{\partial \phi}=0 . & \text { see (a) }
\end{array}
$$

The model is based on the following facts:

1. the main electric field strength $E_{o}$ is directed along the wire axis,
2. it creates the main electric current $J_{o}$ representing the vertical flow of charges,
3. the vertical current $J_{o}$ forms the annular magnetic field strength $H_{\phi}$ and the radial magnetic field strength $H_{r}$, see in formula (4),
4. the magnetic field strength $H_{\phi}$ via the Lorentz forces deflects the electric charges of the vertical flow towards the radial direction, creating a radial flow of the charges representing the radial electric current $J_{r}$,
5. the magnetic field strength $H_{\phi}$ via the Lorentz forces deflects the electric charges of the radial flow towards perpendicular to the radii, thus creating the vertical electric current $J_{Z}$ (in addition to the current $J_{o}$ ),
6. the magnetic field strength $H_{r}$ by the aid of the Lorentz forces deflects the charges of the vertical flow towards perpendicular to the radii, thus creating the annular current $J_{\phi}$,
7. the magnetic field strength $H_{r}$ by the aid of the Lorentz forces deflects the charges of the annular flow towards along the radii, thus creating the vertical current $J_{Z}$ (in addition to the current $J_{o}$ ),
8. the current $J_{r}$ forms both the vertical magnetic field strength $H_{z}$ and the annular magnetic field strength $H_{\phi}$, see in formula (2),
9. the current $J_{\phi}$ forms both the vertical magnetic field strength $H_{z}$ and the radial magnetic field strength $H_{r}$, see in (3),
10. the current $J_{z}$ forms both the annular magnetic field strength $H_{\phi}$ and the radial magnetic field strength $H_{r}$, see in (6),

Thus, the main electric current $J_{o}$ creates the additional currents $J_{r}, J_{\phi}, J_{z}$ and the magnetic field strengths $H_{r}, H_{\phi}, H_{z}$. They should satisfy the Maxwell equations.

In addition, electromagnetic fluxes shall be such that
A. Energy flux in the vertical direction was equal to the transmitted power,
B. The sum of energy fluxes is equal to the transmitted power plus the power of thermal losses in the wire.
Thus, these currents and strengths shall confirm Maxwell's equations and conditions A and B.

Chapter $5 z$ details the solution of Maxwell's equations for a DC wire and proves that the solution to system (1-8) exists at nonzero currents $J_{r}, J_{\phi}, J_{z}$. For the sake of brevity further we shall use the following notations:

$$
\begin{align*}
& \mathrm{co}=\cos (\alpha \varphi+\chi z),  \tag{10}\\
& \text { si }=\sin (\alpha \varphi+\chi z), \tag{11}
\end{align*}
$$

where $\alpha, \chi$ are the certain constants. In Appendix 1, it is shown that there exists a solution of the following form:

$$
\begin{align*}
& J_{r}=j_{r} \mathrm{co},  \tag{12}\\
& J_{\varphi}=j_{\varphi} \mathrm{si},  \tag{13}\\
& J_{z}=j_{z} \mathrm{si},  \tag{14}\\
& H_{r}=h_{r} \mathrm{co},  \tag{15}\\
& H_{\varphi}=h_{\varphi} \mathrm{si},  \tag{16}\\
& H_{z}=h_{z} \mathrm{si}, \tag{17}
\end{align*}
$$

where $j(r), h(r)$ are the certain function of the coordinate $r$.
It can be assumed that the average speed of electrical charges doesn't depend on the current direction. In particular, for a fixed radius the way passed by the charge around a circle and the way passed by it along a vertical will be equal. Consequently, for a fixed radius it can be assumed that

$$
\begin{equation*}
\Delta \varphi \equiv \Delta z \tag{18}
\end{equation*}
$$

Thus, on the cylinder of constant radius there is trajectory of point, which can be described by formulas (10), (11), and (18). This trajectory is a helix. On the other hand, in accordance with (12)-(17), many possible trajectories can pass through each circle. Along these trajectories, both the strengths and the current densities varies harmonically as functions of $\varphi$. Consequently,
the line on the cylinder of the constant radius $\boldsymbol{r}$ is a helical line. Along this line, some point moves so that all the strengths and the current densities remain constant.

Based on this assumption, it is possible to construct a trajectory of motion of the charge in accordance with functions (10) and (11). Figure 5 shows three helix lines with $\Delta \phi=\Delta z$. These functions of the electric current are described by formulae (10) and (11): the thick line with $\alpha=$ $2, \chi=0.8$, the middle line with $\alpha=0.5, \chi=2$, and the thin line with $\alpha=$ $2, \chi=1.6$.

Fig. 1 shows the helixes for the functions J and H defined by expressions (10)-(17), namely for the total current with the projections $J_{\varphi}$ and $J_{z}$ with $r=$ const. These projections are determined by (13) and (14), i.e. depend on the function si. However, the functions J and H can be defined as follows:

$$
\begin{align*}
& \overline{J_{r}}=j_{r} \mathrm{si},  \tag{19}\\
& \overline{J_{\varphi}}=j_{\varphi} \mathrm{co},  \tag{20}\\
& \overline{J_{z}}=j_{z} \mathrm{co},  \tag{21}\\
& \overline{H_{r}}=h_{r} \mathrm{si},  \tag{22}\\
& \overline{H_{\varphi}}=h_{\varphi} \mathrm{co},  \tag{23}\\
& \overline{H_{z}}=h_{z} \mathrm{co} . \tag{24}
\end{align*}
$$

The difference of these functions from functions (10)-(17) is that the functions co are replaced by the functions si, and vice versa.
Figure 6 shows helix lines

- for the functions J and H defined by (13) and (14), similar to those shown in Fig. 2. These functions depend on the function si (see the thin line) and
- for the functions J and H defined by (20) and (21) that depend on the function si (see the thick line).


Fig. 1.


Fig. 2.
The very fact of existence around a conductor with a constant current of a magnetic field, having a spiral-like configuration, was established by Oersted in 1820 [127, p. 184]. Fig. 3 shows the photograph of the wire moistened with magnetic fluid (magnified 20 times). One can see the spiral lines formed in the magnetic fluid. This photograph indicates the existence of the spiral lines of magnetic strengths.


Fig. 3.

## 3. Calculation of currents and strength

Chapter $5 z$ deals with the solution of the system of differential equations (2.1-2.8) in the form of functions (2.10-2.17). The functions $j_{r}(r), j_{\phi}(r), j_{z}(r), h_{r}(r), h_{\phi}(r), h_{z}(r)$ are determined depending on the values of two parameters: $\propto$ and $\chi$. These functions are as follows:

$$
\begin{align*}
& h_{z}^{\prime \prime}(r)+h_{z}^{\prime}(r)-h_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0,  \tag{1}\\
& h_{\varphi}(r)=\frac{\alpha}{\chi}\left(\frac{h_{z}(r)}{r}-j_{r}(r)\right),  \tag{2}\\
& h_{r}(r)=\frac{1}{\chi}\left(h_{z}^{\prime}(r)+j_{\varphi}(r)\right),  \tag{3}\\
& j_{z}^{\prime \prime}(r)+j_{z}^{\prime}(r) \frac{1}{r}-j_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0,  \tag{4}\\
& \boldsymbol{j}_{\phi}(\boldsymbol{r})=\frac{\alpha}{\chi} \cdot \cdot \boldsymbol{j}_{z}(r)  \tag{5}\\
& \boldsymbol{j}_{r}(\boldsymbol{r})=\frac{1}{\chi} \cdot \boldsymbol{j}_{z}^{\prime}(\boldsymbol{r}) . \tag{6}
\end{align*}
$$

It is interesting to note that in this solution $j_{z}(r)=h_{z}(r)$ !

## Example 1.

Figure 4.1 shows the graphs of the functions $j_{r}(r), j_{\phi}(r), j_{z}(r), h_{r}(r), h_{\phi}(r), h_{z}(r)$. These functions are calculated with the following data: $\propto=0.15, \chi=0.7$ and the radius of the wire $R=$ 0.1. In Figure 4.1, the first column shows the functions $j_{r}(r), j_{\phi}(r), j_{z}(r)$, the second column shows the functions $h_{r}(r), h_{\phi}(r), h_{z}(r)$, and the functions shown in the third column will be discussed later.

Find the value of the average axial current $J_{z \text { mid }}$ in a wire with radius R , which is created by the current density $j_{z}(r)$. It can be assumed that the current in the volume of the wire section with thickness dz moves, rotating along the wire axis. If the WHOLE volume of the wire is filled with current spirals, then the average axial current in the wire can be determined by a formula of the form:

$$
J_{z \text { mid }}=\frac{1}{\pi R^{2}} \int_{0}^{2 \pi}\left(\int_{0}^{R} j_{z}(r) r d r\right) d \varphi=\frac{2 \pi}{\pi R^{2}} \int_{0}^{R} j_{z}(r) r d r
$$

or

$$
\begin{equation*}
J_{z \mathrm{mid}}=\frac{2}{R^{2}} \int_{0}^{R} j_{z}(r) r d r \tag{1}
\end{equation*}
$$

Similarly, we find the value of the average radial current $J_{r \text { mid }}$, directed along ALL radii of the wire of a certain section,

$$
\begin{array}{r}
J_{r \text { mid }}=\int_{0}^{2 \pi}\left(\int_{0}^{R} j_{r}(r) 2 \pi r d r\right) \cos (\alpha \varphi+\chi z) d \varphi= \\
4 \pi(\cos (\chi z)-\cos (2 \pi \alpha+\chi z)) \int_{0}^{R} j_{r}(r) r d r \tag{2}
\end{array}
$$

We will also find the value of the average circular current $J_{\varphi \text { mid }}$, flowing along all circles of a certain section,

$$
\begin{array}{r}
J_{\varphi \text { mid }}=\int_{0}^{2 \pi}\left(\int_{0}^{R} j_{\varphi}(r) 2 \pi r d r\right) \cos (\alpha \varphi+\chi z) d \varphi= \\
4 \pi(\sin (\chi z)-\sin (2 \pi \alpha+\chi z)) \int_{0}^{R} j_{\varphi}(r) r d r \tag{3}
\end{array}
$$

Similarly, you can determine the average magnetic strength:

$$
\begin{align*}
& H_{z \text { mid }}=\frac{2}{R^{2}} \int_{0}^{R} h_{z}(r) r d r .  \tag{4}\\
& H_{r \text { mid }}=4 \pi(\sin (\chi z)-\sin (2 \pi \alpha+\chi z)) \int_{0}^{R} j_{r}(r) r d r  \tag{5}\\
& H_{\varphi \text { mid }}=4 \pi(\cos (\chi z)-\cos (2 \pi \alpha+\chi z)) \int_{0}^{R} j_{\varphi}(r) r d r \tag{6}
\end{align*}
$$








## 4. Energy Flows

The density of electromagnetic flow is the Poynting vector defined by

$$
\begin{equation*}
S=E \times H . \tag{1}
\end{equation*}
$$

The electrical field strengths E depend on the corresponding electric currents J, i.e.

$$
\begin{equation*}
E=\rho \cdot J \tag{2}
\end{equation*}
$$

where $\rho$ is the electrical resistivity. Combining (1) and (2), we get:

$$
\begin{equation*}
S=\rho J \times H=\frac{\rho}{\mu} J \times B \tag{3}
\end{equation*}
$$

The magnetic Lorentz force acts on all the charges of the conductor per unit volume. It is the bulk density of magnetic Lorentz forces and is equal to

$$
\begin{equation*}
F=J \times B \tag{4}
\end{equation*}
$$

From (3) and (4), we find:

$$
\begin{equation*}
F=\mu S / \rho \tag{5}
\end{equation*}
$$

Therefore, in the wire with some constant current the magnetic Lorentz force density is proportional to the Poynting vector.

Example 1. To examine the dimension checking of the quantities in the above formulas, see Table 1 in the SI system.

Table 1

| Parameter |  | Dimension |
| :--- | :---: | :--- |
| Energy flux density | $S$ | $\mathrm{~kg} \cdot \mathrm{~s}^{-3}$ |
| Current density | $J$ | $\mathrm{~A} \cdot \mathrm{~m}^{-2}$ |
| Induction | $B$ | $\mathrm{~kg} \cdot \mathrm{~s}^{-2} \cdot \mathrm{~A}$ |
| Bulk density of magnetic Lorentz <br> forces | $F$ | $\mathrm{~N} \cdot \mathrm{~m}^{-3}=\mathrm{kg} \cdot \mathrm{s}^{-2} \cdot \mathrm{~m}^{-2}$ |
| Permeability | $\mu$ | $\mathrm{kg} \cdot \mathrm{s}^{-2} \cdot \mathrm{~m} \cdot \mathrm{~A}^{-2}$ |
| Resistivity $\quad \mu / \rho$ | $\rho$ | $\mathrm{kg} \cdot \mathrm{s}^{-3} \cdot \mathrm{~m}^{3} \cdot \mathrm{~A}^{-2}$ |
|  | $\mu / \rho$ | $\mathrm{s} \cdot \mathrm{m}^{-2}$ |

So, the current with the density $J$ and the magnetic field generate the energy flux with the density $S$, which is identical with the magnetic Lorentz force density $F$, see in formula (5). This Lorentz force acts on the charges moving in the current $J$, and this action is in the direction perpendicular to this current. So, it's fair to say that the Poynting vector produces an emf in the conductor. Some other aspects of this problem are considered in Chapter 15, where this emf is called the fourth type of electromagnetic induction.

In the cylindrical coordinates $r, \phi, z$ the density flow of electromagnetic energy has three components $S_{r}, S_{\phi}, S_{z}$, directed along вдоль the axis accordingly.
4.1. In each point of a cylinder surface there are two electromagnetic fluxes directed radially to the center with the following densities (see in Figure 9):

$$
\begin{equation*}
S_{r 1}=\rho J_{\phi} H_{z}, \quad S_{r 2}=-\rho J_{z} H_{\phi} \tag{6}
\end{equation*}
$$

The total radially-directed flux density in each point of the cylinder surface is

$$
\begin{equation*}
S_{r}=S_{r 1}+S_{r 2}=\rho\left(J_{\phi} H_{z}-J_{z} H_{\phi}\right) \tag{7}
\end{equation*}
$$

Fig. 9.
4.2. At each point of the cylinder surface there are two electromagnetic fluxes directed vertically with the following densities (see in Figure 10):

$$
\begin{equation*}
S_{z 1}=-\rho J_{\phi} H_{r}, \quad S_{z 2}=\rho J_{r} H_{\phi} \tag{8}
\end{equation*}
$$

The total vertically-directed flux density in each point of the cylinder surface is defined by

$$
\begin{equation*}
S_{z}=S_{z 1}+S_{z 2}=\rho\left(J_{r} H_{\phi}-J_{\phi} H_{r}\right) \tag{9}
\end{equation*}
$$



Fig. 10.
4.3. At each point of the cylinder surface there are two electromagnetic fluxes circumferentially directed with the following densities (see in Figure 11):

$$
\begin{equation*}
S_{\phi 1}=\rho J_{z} H_{r}, \quad S_{\phi 2}=-\rho J_{r} H_{z} \tag{10}
\end{equation*}
$$

The total circumferentially directed flux density in each point of the cylinder surface can be expressed by

$$
\begin{equation*}
S_{\phi}=S_{\phi 1}+S_{\phi 2}=\rho\left(J_{z} H_{r}-J_{r} H_{z}\right) \tag{11}
\end{equation*}
$$

Fig. 11.

In view of the above, we can write the equation for electromagnetic flux density in the direct current wire as follows:

$$
S=\left[\begin{array}{l}
S_{r}  \tag{12}\\
S_{\phi} \\
S_{z}
\end{array}\right]=\rho(J \times H)=\rho\left[\begin{array}{c}
J_{\phi} H_{z}-\left(J_{z}+J_{o}\right)\left(H_{\varphi o}+H_{\varphi}\right) \\
\left.J_{z}+J_{o}\right) H_{r}-J_{r} H_{Z} \\
J_{r}\left(H_{\varphi o}+H_{\varphi}\right)-J_{\phi} H_{r}
\end{array}\right] .
$$

From (12, 2.12-2.17) we find:

$$
S=\left[\begin{array}{l}
S_{r}  \tag{13}\\
S_{\phi} \\
S_{z}
\end{array}\right]=\rho\left[\begin{array}{c}
\left(j_{\phi} h_{z} \mathrm{si}^{2}-\left(j_{z} \mathrm{si}+j_{o}\right)\left(h_{\phi} \mathrm{si}+h_{\varphi o}\right)\right) \\
\left(j_{z} h_{r}-j_{r} h_{z}\right) \mathrm{co} \cdot \mathrm{si}+j_{o} h_{r} \mathrm{si} \\
\left(j_{r} \mathrm{co}\left(h_{\phi} \mathrm{si}+h_{\varphi o}\right)-j_{\phi} h_{r} \mathrm{co} \cdot \mathrm{si}\right)
\end{array}\right] .
$$

or

$$
\left[\begin{array}{c}
\overline{S_{r}}(r)  \tag{14}\\
\overline{S_{\phi}}(r) \\
\overline{S_{z}}(r)
\end{array}\right]=\left[\begin{array}{c}
\left(j_{\phi} h_{z}-j_{z} h_{\phi}\right) \mathrm{si}^{2}-\left(j_{z} h_{\varphi o}+j_{o} h_{\phi}\right) \mathrm{si}-j_{o} h_{\varphi o} \\
\left(j_{z} h_{r}-j_{r} h_{z}\right) \mathrm{co} \cdot \mathrm{si}+j_{o} h_{r} \mathrm{si} \\
\left(j_{r} h_{\phi}-j_{\phi} h_{r}\right) \mathrm{co} \cdot \mathrm{si}+j_{r} h_{\varphi o} \mathrm{co}
\end{array}\right] .
$$








Example 1. In fig. 4.4 shows the products of the logarithm of functions of the form $\dot{\phi}_{\phi} h_{z}$ given in formula (14). The calculations were performed under the conditions of Example 1 from Section 3 at $\rho=$ $0.018 \cdot 10^{-6}$ for copper. It can be seen that the values from $\overline{S_{z}}(r)$ significantly (by three orders of magnitude) exceed the values from $\overline{S_{r}}(r)$
and $\overline{S_{\phi}}(r)$. Therefore, further we will consider in more detail only the energy flux density along the axis of the wire.

So, consider the density of the axial energy flux from $(14,12)$ :

$$
\begin{equation*}
S_{z}=\rho\left(j_{r} h_{\phi}-j_{\phi} h_{r}\right) \mathrm{co} \cdot \mathrm{si} \tag{15}
\end{equation*}
$$

or

$$
\begin{equation*}
S_{z}=\rho\left(J_{r} H_{\varphi}-J_{\phi} H_{r}\right) \tag{16}
\end{equation*}
$$

- see also (2.3, 2.4, 2.6, 2.7). Each term in these formulas describes a helix. This means that the vector $S_{z}$ is directed along the oz axis and slides its starting point along this helix. Consequently, the density of the axial energy flux at each radius has the value

$$
\begin{equation*}
\left|S_{z}\right|=\rho\left(j_{r} h_{\phi}-j_{\phi} h_{r}\right) . \tag{17}
\end{equation*}
$$

On the cross-sectional area of the wire, the axial energy flux density is

$$
\begin{gathered}
S_{z R}=\rho \int_{\varphi=0}^{2 \pi}\left(\int_{r=0}^{R}\left(j_{r} h_{\phi}-j_{\phi} h_{r}\right) 2 \pi r d r\right) d \varphi \\
S_{z R}=2 \pi \rho \int_{\varphi=0}^{2 \pi}(A-B) d \varphi,
\end{gathered}
$$

where

$$
A=\int_{r=0}^{R}\left(j_{r} h_{\phi}\right) r d r, B=\int_{r=0}^{R}\left(j_{\phi} h_{r}\right) r d r,
$$

Wherein

$$
\begin{equation*}
S_{z R}=4 \rho \pi^{2}(A-B) \tag{18}
\end{equation*}
$$

So, in the wire the fluxes of electromagnetic energy circulate, keeping a constant value. They are internal. They are generated by the currents and the magnetic strengths generated by these currents. In turn, these flows affect the currents, as the Lorentz forces. In this case, the total energy of these flows is partially spent on heat losses but is mainly transferred to the load.

Longitudinal energy flow S_zR. is equal to the power P transmitted through the wire:

$$
\begin{equation*}
P=S_{z R} \tag{19}
\end{equation*}
$$

Note that this power varies along the wire, because part of the energy is spent on heat losses.

## Example 2.

Let us also consider function (18). In fig. 4.5 shows this function. It can be seen that it is always non-negative.


## 5. Calculation of all parameters

For given $\alpha$ and $\chi$, the current and strengths densities, as well as the average axial current $J_{z \text { mid }}$, can be found - see (3.1). Magnetic strength outside the wire can also be found.

With known current densities and strengths, energy fluxes can be found, as shown in Section 4.

It is important to note again that the transmitted power $P$ and the total axial current $J_{o}$ are independent. This fact allows a complete calculation to be performed as follows:

- with a known radius R , and a known power $P$ and wire material, the values of the constants $\alpha$ and $\chi$ are determined, since the function $P(\alpha, \chi)$ is single-valued;
- for known $\alpha$ and $\chi$, current $J_{z \text { mid }}$ is determined by (3.1);
- the known parameters $\alpha$ и $\chi$ determine the functions $j_{r}(r), j_{\phi}(r), j_{z}(r), h_{r}(r), h_{\phi}(r), h_{z}(r)$ - see Section 3;
- the known parameters $\alpha$ and $\chi$ determine the magnetic strength outside the wire $h_{r}(r), h_{\phi}(r), h_{z}(r)$ - see Appendix 3 in Chapter 5z.

Example 1. In fig. 5.1 shows the functions $P(\alpha, \chi)$ and $J_{z \text { mid }}(\alpha, \chi)$, obtained at $\mathrm{R}=0.002$ for a copper wire with $\rho=0.018 \cdot 10^{-6}$. The power was determined as $P=S_{z R}$ according to (4.17, 4.16). In fig. 5.2 shows a function of the form

$$
\varepsilon=\left(P-P_{\mathrm{o}}\right) / P_{\mathrm{o}}
$$

where $P_{\mathrm{o}}=4000$ is the given power value. The dots show the error values $\varepsilon<\varepsilon_{0}$, where the permissible error $\varepsilon_{0}=7 \%$. The white bar shows the range of values $(\alpha, \chi)$ for which the condition $\varepsilon<\varepsilon_{0}$ is satisfied. In this case, the values $(\alpha=0.041, \chi=0.0113)$ were obtained, and from these values and $J_{z \text { mid }}(\alpha, \chi) \approx 7.7$ was found by (3.1).



Example 2. In fig. 5.3 shows the dependences of the function $(P)$, $\chi(P), J_{z \text { mid }}(P)$, obtained at $\mathrm{R}=0.002$ for a copper wire with $\rho=0.018$ -$10^{-6}$ - see the corresponding windows.


From the function $J_{z \text { mid }}(P)$ it follows that this value practically does NOT change when the power transmitted through the wire changes. It can be assumed that the considered structure of currents exists even when the power is zero and there is no load current $J_{0}$. Consequently, heat currents are not chaotic, but have a spiral structure.

Consider the relationship between the main current $J_{0}$ in the wire and the current $J_{z \text { mid }}$. In reality, the current spirals are located with a certain step, depending on the speed of current propagation along the wire. Therefore, let us first assume that the real axial current in the wire, formed by the current $J_{z \text { mid }}$, is defined as

$$
\begin{equation*}
J_{\beta}=\beta \cdot J_{z \mathrm{mid}} \tag{1}
\end{equation*}
$$

where the coefficient $\beta$ is to be determined. If the current $J_{w}$ measured in the wire is such that $J_{\beta}<J_{w}$, then the main current $J_{0}=J_{w}-J_{\beta}$ exists in the wire.

It can also be assumed that the current $J_{\beta}$ is the current $J_{0}$, i.e. $J_{o}=J_{w}=J_{\beta}$. This will mean that the speed of current propagation through the wire is always such that

$$
\begin{equation*}
J_{o}=\beta \cdot J_{z \mathrm{mid}} \tag{2}
\end{equation*}
$$

The relationship between the speed of propagation of the current and the speed of propagation of the static energy flow through the wire is to be determined. The latter is discussed below.

## 6. Speed of energy motion

Let us consider the speed of energy motion in the constant current wire. Just as in Chapter 1, we will use the concept of Umov [81], according to which the energy flux density $s$ is a product of the energy density $w$ and the velocity $v_{e}$ of energy movement, namely:

$$
\begin{equation*}
s=w \cdot v_{e} \tag{1}
\end{equation*}
$$

We will only consider the flow of energy along the wire. This flux is equal to the power $P$ transmitted over the wire to the load:

$$
\begin{equation*}
s=P / \pi R^{2} \tag{2}
\end{equation*}
$$

where $R$ is the radius of the wire.
Let us first assume that the energy source is the internal energy of the wire - the energy of the magnetic field of the main current I_o. This energy is

$$
\begin{equation*}
W_{m}=\frac{L_{i} L I_{o}^{2}}{2} \tag{3}
\end{equation*}
$$

where $L$ is the length of the wire. $L_{i}$ is the inductance of a unit of the wire length, and [83]

$$
\begin{equation*}
L_{i} \approx \frac{\mu_{o}}{2 \pi} \ln \frac{1}{R} \tag{4}
\end{equation*}
$$

The wire volume is

$$
\begin{equation*}
V=L \pi \cdot R^{2} \tag{5}
\end{equation*}
$$

With (3)-(5), we find the energy density in the wire as follows:

$$
\begin{equation*}
w=\frac{W_{m}}{V}=\frac{L_{i} I_{o}^{2}}{2 \pi R^{2}} \tag{6}
\end{equation*}
$$

With formulae (1), (2), and (6), we find the following velocity of the energy motion:

$$
\begin{equation*}
v_{\phi}=\frac{s}{w}=\frac{P}{\pi R^{2}} /\left(\frac{L_{i} I_{o}^{2}}{2 \pi R^{2}}\right)=\frac{2 P}{L_{i} I_{o}^{2}} \tag{7}
\end{equation*}
$$

The load resistance is

$$
\begin{equation*}
R_{H}=\frac{P}{I_{o}^{2}} \tag{8}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
v_{\phi}=\frac{2 R_{H}}{L_{i}} \tag{9}
\end{equation*}
$$

For example, if $R=10^{-3}$ and $R_{H}=1$, we have

$$
\ln \frac{1}{r} \approx 7, L_{i} \approx \frac{\mu_{o}}{2 \pi} \ln \frac{1}{r} \approx 7 \times 10^{-7}, v_{\phi}=3 \times 10^{6}
$$

This speed is much less than the speed of light in a vacuum. With this speed, the energy flows into the wire and out of it towards the load. We do not take into account the energy of heat losses because it is not transferred to the load.

When the load is switched on, the current in the wire increases according to the following function:

$$
\begin{equation*}
I_{o}=\frac{U}{R_{H}}\left(1-\exp \left(-\frac{t}{\tau}\right)\right) \tag{10}
\end{equation*}
$$

where U is the input voltage and

$$
\begin{equation*}
\tau=\frac{L_{i} L}{R_{H}} . \tag{11}
\end{equation*}
$$

With equations ( 9 , and (10), we can find:
$v_{\phi}=\frac{2 P}{L_{i} I_{o}^{2}}=\frac{2 U}{L_{i} I_{o}}=\frac{2 U}{L_{i}} / \frac{U}{R}\left(1-\exp \left(-\frac{t}{\tau}\right)\right)=\frac{2 R}{L_{i}} /\left(1-\exp \left(-\frac{t}{\tau}\right)\right)$.
Thus, the speed of energy moving in the transient process decreases from infinity (the speed of light in a vacuum) to the value of equation (9).

## 7. The speed of energy from the battery

The characteristics of the "average battery" are presented below [92]:

| Em is the battery capacity | 60 Ah |
| :--- | :--- |
| P is the density of the electrolyte | $1250 \mathrm{~kg} / \mathrm{m}^{3}$ |
| G is the weight of electrolyte | 1.5 kg |
| $\mathrm{~V}=\mathrm{G} / \mathrm{p}$ is the volume of the electrolyte | $0.0012 \mathrm{~m}^{3}$ |
| R is the load resistance | 0.047 Ohm |
| U is the voltage on the load | 12.8 V |
| I is the load current (starting) | 270 A |
| $\mathrm{P}=\mathrm{UI}=\mathrm{U}^{2} / \mathrm{R}$ is the load power | 3456 W |
| $\mathrm{~W}=3600 \times \mathrm{Em} \times \mathrm{U}$ is the electrolyte energy | $2,764,800 \mathrm{~J}$ |
| $\mathrm{w}=\mathrm{W} / \mathrm{V}$ is the energy density | $2.3 \times 10^{9} \mathrm{~J} \backslash \mathrm{~m}^{3}$ |
| $\mathrm{~S}=\mathrm{P}$ is energy flow | $3,456 \mathrm{~W}$ |
| b is wire cross-section | 100 mm |
| $\mathrm{~s}=\mathrm{S} /\left(\mathrm{b} \times 10^{-6}\right)$ is energy flux density | $3.5 \times 10^{7} \mathrm{Wt}$ |
| $v_{\phi}=\frac{w}{s}$ is speed of energy movement | $100 \mathrm{~m} / \mathrm{s}$ |
| $C$ is the speed of light | $300 \times 10^{6} \mathrm{~m} / \mathrm{s}$ |

Thus, the speed of energy movement on the wire from the battery is much less than the speed of light.

## 8. Discussion

The energy flow along the wire's axis $S_{z}$ is created by the electric currents and the strengths directed along the radius and the circles. This energy flow is equal to the power released in the load $R_{H}$ and in the wire resistance. The currents flowing along the radius and the circle are also creating heat losses. Their powers are equal to the energy flows $S_{r}, S_{\phi}$ directed along the radius and the circle.

The question of the way by in which the electromagnetic energy creates current is considered in [19]. It is shown in [19] that there exists a fourth electromagnetic induction created by a change in electromagnetic energy flow. Further we must find the dependence of emf of this induction on both the electromagnetic flow density and the wire parameters. There is a well-known experiment that can provide an evidence for the existence of this type of induction [17].

It is shown that the direct current has a complex structure and extends inside the wire along a helical trajectory. There are two components of the current. The density of the first component $J_{o}$ is permanent of the whole wire section. The density of the second component is changing along the wire section so that the current is spreading in a spiral. In the cylindrical coordinates $r, \phi, z$, this second component has the coordinates $J_{r}, J_{\phi}, J_{z}$. They can be found as the solution of Maxwell's equations. The solution is discussed in detail in Chapter 5 z .

With invariable density of the main current in the wire, the power transmitted by it depends on the structure parameters $(\alpha, \chi)$ which influence the density of the turns of helical trajectory. Thus, the same current in the wire can transmit various values of power (depending on the load).

Let us again look at the scheme shown in Figure 4. On segment AB the wire transmits the load energy $\mathbf{P}$. Some certain values of $\alpha$ and $\chi$ and the density of coils of the current's helical trajectory correspond to this energy. On segment $\mathbf{C D}$ the wire transmits only small amount of energy. A small value of $\chi$ and a small density of the coils of current's helical trajectory corresponds to this energy.

Naturally, the resistivity of the wire itself is also a load. Thus, as the current flows within the wire, the helix of the current's path straightens.

Thus, it is shown that there exists such a solution of Maxwell's equations for the wire with constant current which corresponds to the idea of

- law of energy preservation
- helical path of constant current in the wire,
- energy transmission along and inside the wire,
- the dependence of helical path density on the transmitted strength.

The foregoing does not in any way affect the methods for calculating DC circuits. But further it will be shown that the existence of a spiral structure of a direct current can explain well-known experiments that have not found an explanation, and propose methods for calculating new technical devices.

## Chapter 5a. Milroy Engine
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## 1. Introduction

The Milroy Engine (ME) [67] is well known. In the Youtube network, some experiments with the ME [68-73] are demonstrated. There are attempts to theoretically explain the functioning of the ME [74-77, 80]. In [80], the functioning of this engine is explained by the action of nonpotential lateral Lorentz forces. In [74], the functioning of this engine is explained by the interaction of magnetic flow created by current spiral $I$ in the shaft and modulated variable reluctance of the gap between the holders of the bearing with the currents inducted in the inner holder of the bearing. Without discussing the validity of these theories, it should be noted that they were not brought to the stage when they could be used to calculate the ME technical parameters. However, such calculations are necessary before mass production begins.

The photographs at the end of this chapter show the various ME constructions. Conductive shaft with flywheels can rotate in two bearings. Through the outer rings of the bearing and through the shaft an electric current is passed. The shaft begins to spin up to any side after the first push.

Along with a very simple design, the ME has two considerable disadvantages:

1. Low efficiency
2. Initial acceleration of the ME with other engine/motor (in the process, the ME continues rotation in the direction it was jerked for starting and increases the speed).

It should be noted that the latter disadvantage often has no importance. For example, the ME installed on a bicycle could be accelerated by the bicyclist.

The engine ME was presented by the English physicist R. Milroy in the year 1967 [67]. V.V. Kosyrev, V.D. Ryabkov, and N.N. Velman before Milroy in 1963 have presented an engine of different construction [82]. Their engine differs fundamentally from the Milroy engine by the absence of one of bearings. The conductive shaft is pressed into the inner ring of the horizontal bearing. So the shaft is hanging on the bearing. The electrical circuit is closed through the outer ring of the bearing and the brush touching the lower face of the shaft. The authors see the cause of rotation in the fact that the shaft "rotates as a result of elastic deformation of the engine's parts when they are heated by electric current flowing through them".

Finally, often the functioning of this engine is explained by the Hoover's effect [77, 84].

Below we are giving another explanation of this engine's operating principle. We show that inside the conductor with the current there appears a torque. It seems to the author that the Kosyrev's engine cannot be explained in another way.

## 2. Mathematical model

In Chapter 5, we considered solutions of Maxwell's equations for the wire with the direct current with the density $J_{o z}$. The density of this current is the same over the entire section of the wire. Maxwell's equations in this case have the following form:

$$
\begin{align*}
& \operatorname{rot}(J)=0,  \tag{a}\\
& \operatorname{rot}(H)-J=0,  \tag{b}\\
& \operatorname{div}(J)=0,  \tag{c}\\
& \operatorname{div}(H)=0, \tag{d}
\end{align*}
$$

The current density $J_{o z}$ is not included in equations (a) and (d) because all derivatives of this current are equal to zero.

It was shown that the complete solution of Maxwell's equations in this case consists of two parts:

1) one known equation of the following form:

$$
\begin{equation*}
H_{o \varphi}=J_{o z} r, \tag{1}
\end{equation*}
$$

2) the equations in forms (5.2.10)-(5.2.17) and (5.2.25)-(5.2.30) obtained in Chapter 5 . These equations combine the magnetic
field strengths and the current densities with the known constants $(\alpha, \chi)$ and the wire radius $R$.
The currents and the strengths determined by these equations are formally independent of the given current $J_{o z}$. However, they define the flow of energy transmitted through the wire, i.e. namely the capacity produced by the current in the load.

Below we consider the case when there is the DC current directed along the circumference, ring current. For example, the coil of the solenoid can be represented as a solid ring cylinder with direct current around its circumference. We denote the density of this given current as $J_{o \varphi}$. Just as in the case of the given current $J_{o z}$, the complete solution of Maxwell's equations (a)-(d) in this case consists of the following two parts:

1) one known equation that reads:

$$
\begin{equation*}
-\frac{\partial H_{z 0}}{\partial r}=J_{\varphi \varnothing}, \tag{17}
\end{equation*}
$$

2) equations (5.2.10)-(5.2.17) and (5.2.25)-(5.2.30).

Let us consider the source of current $J_{o \varphi}$. If there is no rotation of the rod, the direct current with the density $J_{o z}$ flows through it. Free electrons of this current move with some velocity along the rod. When the rod rotates, free electrons of this current also acquire the circumferential velocity. Thus, there is some convection current that is the current with the density $J_{o \varphi}$. Eichenvald [86] has shown that the convection current creates also the magnetic intensity. Therefore, the current with the density $J_{o \varphi}$ creates magnetic strength (17).

Thus, the charges with density $q$ and velocity $v$ (velocity of electrons in the wire) move along the wire in the current $J_{o}$, where

$$
\begin{equation*}
J_{o}=q v . \tag{18}
\end{equation*}
$$

If the rod rotates at angular speed $\omega$, then

$$
\begin{equation*}
J_{\varphi o}=q \omega \cdot r \tag{19}
\end{equation*}
$$

or, with consideration of equation (4),

$$
\begin{equation*}
J_{\varphi o}(r)=J_{o} \omega \cdot r / v . \tag{20}
\end{equation*}
$$

Consequently, in the rotating rod of the Milroy engine the direct convection current with density (20) flows along the wire circumference together with the axial current $J_{o}$.

With expressions (17) and (20), we find that

$$
\begin{equation*}
H_{z o}=\frac{J_{o} \omega \cdot r^{2}}{2 v} . \tag{21}
\end{equation*}
$$

Further, it will be shown that the solution of equations (1)-(16) implies the existence of driving moment M in the rod. This driving moment increases the rotation speed, thereby increasing the convection current $J_{o \varphi}$. Balance occurs when the specified driving moment and the braking moment on the engine shaft are equal (at given current $J_{o z}$ ). This phenomenon is analogous to the fact that the currents flowing along the wire, under the influence of the Ampere force, shift the wire as a whole (in ordinary electric motors).

Finally, it is possible to imagine a design where an additional radial magnetic strength $H_{o r}$ is created in the rod.
One can also imagine a design where an additional axial magnetic strength $H_{2 o z}$ is created in the rod.

## 3. Electromagnetic energy flux

Section 3 of Chapter 5 shows that the electromagnetic flux density and the Lorentz magnetic force density in the DC wire are connected by the following relationships:

$$
\begin{align*}
& S=E \times H,  \tag{1}\\
& S=\rho J \times H=\frac{\rho}{\mu} J \times B,  \tag{3}\\
& F=J \times B,  \tag{4}\\
& F=\mu S / \rho, \tag{5}
\end{align*}
$$

where $\rho, \mu$ are the electrical resistivity and the magnetic permeability, respectively. Consequently, in the wire with the direct current the density of Lorentz magnetic force is proportional to the Poynting vector.

In the cylindrical coordinates, the densities of these flows of energy by the coordinates are expressed by the following formula, also see in formula (5.3.12):

$$
S=\left[\begin{array}{l}
S_{r}  \tag{6}\\
S_{\varphi} \\
S_{z}
\end{array}\right]=\rho(J \times H)=\rho\left[\begin{array}{l}
J_{\varphi} H_{z}-\left(J_{z}+J_{o}\right)\left(H_{\varphi}+H_{o \varphi}\right) \\
J_{z} H_{r}-J_{r} H_{z}+J_{o} H_{r} \\
J_{r} H_{\varphi}-J_{\varphi} H_{r}+J_{r} H_{o \varphi}
\end{array}\right] .
$$

For the Milroy engine, this formula is amended due to the values of $H_{z o}, J_{\varphi o}$ and takes the following form:

$$
S=\left[\begin{array}{l}
S_{r}  \tag{7}\\
S_{\varphi} \\
S_{z}
\end{array}\right]=\rho(J \times H)=\rho\left[\begin{array}{l}
\left(J_{\varphi}+J_{\varphi o}\right)\left(H_{z}+H_{z o}\right)-\left(J_{z}+J_{o}\right)\left(H_{\varphi}+H_{o \varphi}\right) \\
\left(J_{z}+J_{o}\right) H_{r}-J_{r}\left(H_{z}+H_{z o}\right) \\
J_{r}\left(H_{\varphi}+H_{o \varphi}\right)-\left(J_{\varphi}+J_{\varphi o}\right) H_{r}
\end{array}\right]
$$

According to (5), we can find the following Lorentz forces acting on volume unit:

$$
F=\left[\begin{array}{c}
F_{r}  \tag{8}\\
F_{\varphi} \\
F_{z}
\end{array}\right]=\frac{\mu}{\rho}\left[\begin{array}{c}
S_{r} \\
S_{\varphi} \\
S_{z}
\end{array}\right]
$$

## 3a. Torque

In (3.8), in particular, $F_{\varphi}$ is the rotational force acting on the shaft in the volume unit of the layer with the radius $r$. Therefore, the density of driving moment acting on the shaft in the layer with the radius $r$ is equal to:

$$
\begin{equation*}
\mathrm{M}(r)=r \cdot F_{\varphi} \tag{9}
\end{equation*}
$$

With equations (7) and (8), we can find that

$$
\begin{align*}
& S_{\varphi}=\rho\left[\left(J_{z}+J_{o}\right) H_{r}-J_{r}\left(H_{z}+H_{z o}+H_{2 z o}\right)\right]  \tag{11}\\
& F_{\varphi}=\frac{\mu}{\rho} S_{\varphi}=\mu\left[\begin{array}{l}
\left(J_{z}+J_{o}\right)\left(H_{r}+H_{r o}\right)- \\
-J_{r}\left(H_{z}+H_{z o}+H_{2 z o}\right)
\end{array}\right] \tag{12}
\end{align*}
$$

With (9) and (12), we can also find that

$$
M(r)=r \cdot F_{\varphi}=\mu \cdot r\left[\begin{array}{l}
\left(J_{z}+J_{o}\right)\left(H_{r}+H_{r o}\right)- \\
-J_{r}\left(H_{z}+H_{z o}+H_{2 z o}\right)
\end{array}\right]
$$

or, with consideration of (2.21),

$$
M(r)=\mu \cdot r\left[\begin{array}{l}
\left(J_{z}+J_{o}\right)\left(H_{r}+H_{r o}\right)-  \tag{13}\\
-J_{r}\left(H_{z}+H_{2 z o}+\frac{J_{o} \omega \cdot r^{2}}{2 v}\right)
\end{array}\right]
$$

In Chapter 5, it is shown that $H_{z} \equiv 0$. Then

$$
M(r)=\mu \cdot r\left[\begin{array}{l}
\left(J_{z}+J_{o}\right)\left(H_{r}+H_{r o}\right)-  \tag{14}\\
-J_{r}\left(H_{2 z o}+\frac{J_{o} \omega \cdot r^{2}}{2 v}\right)
\end{array}\right]
$$

Formula (14) determines the density of the torque acting on the shaft in the layer with the radius $r$. Recall from Chapter 5 that

$$
\begin{align*}
& J_{r .}=-j_{r}(r) \cos (\alpha \varphi+\chi z),  \tag{15}\\
& J_{z}=j_{z}(r) \sin (\alpha \varphi+\chi z),  \tag{16}\\
& H_{r}=h_{r}(r) \cos (\alpha \varphi+\chi z), \tag{17}
\end{align*}
$$

where

$$
\begin{align*}
& j_{\varphi}(r)=F_{\alpha}(r),  \tag{18}\\
& j_{r}(r)=\left(j_{\varphi}(r)+r \cdot j_{\varphi}^{\prime}(r)\right) / \alpha,  \tag{19}\\
& j_{z}(r)=-\frac{\chi}{\alpha} r \cdot j_{\varphi}(r),  \tag{20}\\
& h_{r}(r)=j_{\varphi}(r) / \chi, \tag{21}
\end{align*}
$$

Here the constants $\chi, \alpha$ and the Bessel function $F_{\alpha}(r)$ are defined in Chapter 5. Combining (14)-(17), we get:

$$
M(r)=\mu \cdot r\left[\begin{array}{l}
{\left[\begin{array}{l}
\left(j_{z}(r) \sin (\alpha \varphi+\chi z)+J_{o}\right) \cdot \\
\cdot\left(h_{r}(r) \cos (\alpha \varphi+\chi z)+H_{r o}\right)
\end{array}\right]+}  \tag{22}\\
-H_{2 z o} j_{r}(r) \cos (\alpha \varphi+\chi z)+ \\
+\frac{J_{o} \omega \cdot r^{2} j_{r}(r)}{2 v} \cos (\alpha \varphi+\chi z)
\end{array}\right]
$$

The total torque is calculated as an integral of the following form:

$$
\begin{equation*}
\bar{M}=\iiint_{r, \varphi, z} \int_{i} M(r) d r d \varphi d z \tag{23}
\end{equation*}
$$

This integral can be represented as the sum of integrals as follows:

$$
\begin{equation*}
\bar{M}=\overline{M_{1}}+\overline{M_{2}}+\overline{M_{3}}+\overline{M_{4}}+\overline{M_{5}}+\overline{M_{6}}, \tag{24}
\end{equation*}
$$

where the summands are defined in Appendix 1.
These relationships allow the calculation of the mechanical torque in the Milroy engine.

In Appendix 1, it is shown that in the ordinary Milroy engine, the magnitude of moment (21) is negligible, if $\omega=0$, i.e. there is no starting torque. However, when $H_{r o} \neq 0$ and $\backslash$ or $H_{2 z o} \neq 0$ there is a significant starting torque.

## 4. An Additional Experiment

We may propose an experiment, in which the previously suggested explanations of the reasons for the rotation of the Milroy engine are not acceptable (in the author's view). We should give the opportunity to the rod with the current to rotate freely. This can be realized in the following
way shown in Figure 1. A copper roll with pointed ends is clamped between two carbon brushes so that it could rotate. The carbon brushes are needed in order that the contacts would not be welded at strong currents. In accordance with the theory contained in this paper, in such a structure the shaft must rotate. This will permit to refrain from the consideration of several hypothesis for the explanation of Milroy engine functioning.


Fig. 1.

## 5. About the Law of Impulse Conservation

We need to pay attention to the fact that in the Milroy engine, the Law of mechanical impulse conservation is clearly violated. This is explained by the fact that in the rod, together with the flow of electromagnetic energy there are both an electromagnetic momentum and a mechanical momentum of equal magnitude, see in Chapter 13. A mechanical impulse directed in a circle creates a mechanical moment of rotation.

## Appendix 1. Calculation of the torque

We transform equation (3a.22). Then we get:

$$
M(r)=\mu \cdot r\left[\begin{array}{l}
j_{z}(r) h_{r}(r) \sin (\alpha \varphi+\chi z) \cdot \cos (\alpha \varphi+\chi z)+  \tag{1}\\
+j_{z}(r) \sin (\alpha \varphi+\chi z) H_{r o}+J_{o} H_{r o}+ \\
+\left[J_{o}\left(h_{r}(r)+\frac{\omega \cdot r^{2} j_{r}(r)}{2 v}\right)-H_{2 z o} j_{r}(r)\right] \cos (\alpha \varphi+\chi z)
\end{array}\right] .
$$

The total torque is calculated as an integral of the following form:


This integral can be represented as the sum of the following integrals:

$$
\begin{align*}
& \overline{M_{1}}=\iiint_{r, \varphi, z} \mu \cdot r\left[J_{o} H_{r o}\right] d r d \varphi d z  \tag{3}\\
& \overline{M_{2}}=\iiint_{r, \varphi, z} \mu \cdot r\left[j_{z}(r) h_{r}(r) \sin (\ldots) \cdot \cos (\ldots)\right] d r d \varphi d z  \tag{4}\\
& \overline{M_{3}}=\iiint_{r, \varphi, z} \mu \cdot r\left[j_{z}(r) \sin (\ldots) H_{r o}\right] d r d \varphi d z  \tag{5}\\
& \overline{M_{4}}=\iiint_{r, \varphi, z} \mu \cdot J_{o} r h_{r}(r) \cos (\ldots) d r d \varphi d z  \tag{6}\\
& \overline{M_{5}}=\iiint_{r, \varphi, z} \mu \cdot J_{o} r\left(\frac{\omega \cdot r^{2} j_{r}(r)}{2 v}\right) \cos (\ldots) d r d \varphi d z  \tag{7}\\
& \overline{M_{6}}=-\iint_{r, \varphi, z} \mu \cdot r H_{2 z o} j_{r}(r) \cos (\ldots) d r d \varphi d z \tag{8}
\end{align*}
$$

or

$$
\begin{align*}
& \overline{M_{1}}=\mu \cdot J_{o} H_{r o} \iiint_{r, \varphi, z} \cdot r d r d \varphi d z=\mu \cdot J_{o} H_{r o} \pi R^{2} L  \tag{9}\\
& \overline{M_{2}}=\mu \cdot\left(\int_{r} M_{2 r}(r) d r\right) M_{S 2}  \tag{10}\\
& \overline{M_{3}}=\mu \cdot H_{r o}\left(\int_{r} M_{3 r}(r) d r\right) M_{S 3}  \tag{11}\\
& \overline{M_{4}}=\mu \cdot J_{o}\left(\int_{r} M_{4 r}(r) d r\right) M_{S 4}  \tag{12}\\
& \overline{M_{5}}=\frac{\mu \cdot \omega}{2 v} J_{o}\left(\int_{r} M_{5 r}(r) d r\right) M_{S 4} \tag{13}
\end{align*}
$$

$$
\begin{equation*}
\overline{M_{6}}=-\mu \cdot H_{2 z o}\left(\int_{r} M_{6 r}(r) d r\right) M_{S 4} . \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{S 2}=\left(\iint_{\varphi, z}[\sin (\ldots) \cdot \cos (\ldots)] d \varphi d z\right),  \tag{15}\\
& M_{S 3}(r)=\left(\iint_{\varphi, z} \sin (\ldots) d \varphi d z\right),  \tag{16}\\
& M_{S 4}=\left(\iint_{\varphi, z} \cos (\ldots) d \varphi d z\right),  \tag{17}\\
& M_{2 r}(r)=r \cdot j_{z}(r) h_{r}(r),  \tag{18}\\
& M_{3 r}(r)=r \cdot j_{z}(r),  \tag{19}\\
& M_{4 r}(r)=r \cdot h_{r}(r),  \tag{20}\\
& M_{5 r}(r)=r^{3} j_{r}(r),  \tag{21}\\
& M_{6 r}(r)=r \cdot j_{r}(r) . \tag{22}
\end{align*}
$$

These integrals (10)-(14) include the following functions $h_{r}(r), j_{r}(r), j_{z}(r), f(r)=\left[j_{z}(r) h_{r}(r)\right]$ in (18)-(22).

It is important to note the following. In the usual Milroy engine there is no strengths $H_{r o}, H_{2 z o}$. Moreover, terms (9), (11), and (14) are equal to zero, i.e. in the conventional Milroy motor there is the following equality:

$$
\begin{equation*}
\bar{M}=\overline{M_{2}}+\overline{M_{4}}+\overline{M_{5}} . \tag{23}
\end{equation*}
$$

At $\omega=0$ only the following torque is remaining:

$$
\begin{equation*}
\bar{M}=\overline{M_{2}}+\overline{M_{4}}, \tag{24}
\end{equation*}
$$

This torque is a starting in the usual Milroy engine and its magnitude is negligible. However, when $H_{r o} \neq 0$ and $\backslash$ or $H_{2 z o} \neq 0$, the torque exists, even at $\omega=0$. Consequently, when $H_{r o} \neq 0$ and $\backslash o r$ $H_{2 z o} \neq 0$ there is a significant starting torque.

## Photos




## Chapter 5c. Magnetoresistance

The magnetoresistive effect is known as the fact that the electrical resistance of a material depends on the magnetic induction of the magnetic field in which the material is located, i.e. the magnetoresistance [114]. Below, we consider a conductor with direct current in a magnetic field and show that the existence of magnetoresistance directly follows from the solution of Maxwell's equations.

Chapter 5 dealt with the solution of Maxwell's equations for a wire with direct current. It shows that in a wire with direct current, the density of the Lorentz magnetic force acting along the wire axis is proportional to the Poynting vector representing the energy flux density. This force drives electrical charges. Namely this force overcomes the resistance of the material of the wire to the movement of charges.

Chapter 5a shows the calculation of this force. It is shown that it also depends on the strength of the external magnetic field. Consequently, the effect of an external magnetic field manifests itself as a change in the resistance of the wire.

## Chapter 5d. The Solution of Maxwell's Equations for a Wire with a Constant Current in a Magnetic Field
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## 1. Introduction

Here we look at the wire under action of a constant magnetic field.

## 2. Wire with direct current

Chapter 5 deals with Maxwell's equations for a wire, through which direct current flows with a density of $J_{o}$. The solution obtained in Chapter 5 can be used without changes in this case, too. The solution has the following form:

$$
\begin{align*}
& J_{r} \cdot=j_{r}(r) \cdot \mathrm{co},  \tag{2}\\
& J_{\varphi}=-j_{\varphi}(r) \cdot \mathrm{si},  \tag{3}\\
& J_{z} \cdot=j_{z}(r) \cdot \mathrm{si},  \tag{4}\\
& H_{r} \cdot=-h_{r}(r) \cdot \mathrm{co},  \tag{5}\\
& H_{\varphi} \cdot=-h_{\varphi}(r) \cdot \mathrm{si},  \tag{6}\\
& H_{z} \cdot=h_{z}(r) \cdot \mathrm{si},  \tag{7}\\
& \operatorname{co}=-\cos (\alpha \varphi+\chi z),  \tag{8}\\
& \mathrm{si}=\sin (\alpha \varphi+\chi z), \tag{9}
\end{align*}
$$

where $\alpha, \chi$ are some constants, $j(r), h(r)$ are some functions of the coordinate $r$, namely

$$
\begin{equation*}
j_{\varphi}(r)=F_{\alpha}(r) \tag{10}
\end{equation*}
$$

$$
\begin{align*}
& j_{r}(r)=\left(j_{\varphi}(r)+r \cdot j_{\varphi}^{\prime}(r)\right) / \alpha  \tag{11}\\
& j_{z}(r)=-\frac{\chi}{\alpha} r \cdot j_{\varphi}(r)  \tag{12}\\
& h_{z}(r) \equiv 0  \tag{13}\\
& h_{\varphi}(r)=j_{r}(r) / \chi  \tag{14}\\
& h_{r}(r)=j_{\varphi}(r) / \chi \tag{15}
\end{align*}
$$

moreover, the function $F_{\alpha}(r)$ is a solution of the modified Bessel equation. For small values of $r$, this function takes the following form:

$$
\begin{equation*}
y=A x^{\beta} \tag{16}
\end{equation*}
$$

where $A$ is a constant, and

$$
\begin{equation*}
\beta=\frac{1}{2}\left(-3 \pm \sqrt{3+4 \chi^{2}}\right), \quad \beta<0 \tag{17}
\end{equation*}
$$

Using these equations, it is already possible to perform calculations. However, the quantities $A, \propto, \chi$ should be known. The obtained solution determines the value of energy flux $S$ entering the wire, i.e. power $P$ that enters the wire. Thus, the values of $A, \propto, \chi$ determine the magnitude of the power $P$.

The value of $J_{o}$ is determined by the magnitude of the power $P$ and the load resistance. The existence of some nonzero current density $J_{o}$ ensures the existence of some nonzero solution of the set of Maxwell's equations that follows from the following equation:

$$
\begin{equation*}
\frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \varphi}=J_{z}, \tag{18}
\end{equation*}
$$

Indeed, if $J_{z}$ exists, then the magnetic field strength $H_{r}$ and $\backslash$ or $H_{\varphi}$ must also exist. At the same time, the Maxwell set of equations must have a nonzero solution. However, the constant $J_{o}$ is not formally included in the solution of these equations. This is explained by the fact that $J_{o}$ creates the strength $H_{\varphi_{0}}=J_{o} r$ and both these values of $H_{\varphi_{0}}$ and $J_{o}$ can be excluded from equation (18).

Chapter 5 shows that the density of this energy flow is determined (in the SI system) by the following formula:

$$
\begin{equation*}
S(r)=\rho\left(j_{r}(r) h_{\varphi}(r)-j_{\varphi}(r) h_{r}(r)\right) \tag{19}
\end{equation*}
$$

where $\rho$ is the resistivity of the wire. So, the solution of Maxwell's equations in the form of functions $j(r), h(r)$ determines the energy flux density $S(r)$. Obviously, there is an inverse relationship: $S(r)$ defines the functions $j(r), h(r)$. This inverse problem is mathematically much 5d-2
more complicated than the solution considered. However, for further consideration it is important to emphasize that Nature solves this inverse problem.

## 3. Wire in a longitudinal magnetic field

In Section 2, it was assumed that there is a direct current with a density $J_{o}$ in the wire. This current is created by the flow of energy entering the wire from the end. Suppose now that there is the longitudinal component $H_{z}$ of the magnetic field strength. The existence of the nonzero longitudinal component $H_{z}$ nonuniformly distributed along the radius ensures the existence of a nonzero solution of the set of Maxwell's equations. This statement follows from the following equation:

$$
\begin{equation*}
\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=J_{\varphi}, \tag{1}
\end{equation*}
$$

Indeed, if there is $\frac{\partial H_{Z}}{\partial r}$ (since there is the magnetic strength $H_{Z}$ unevenly distributed along the radius) then there must be a magnetic strength $H_{r}$ and current density $J_{\varphi}$. Moreover, the Maxwell set of equations must have a nonzero solution. It still has the form given in Section 2.

It follows that in a wire under action of a nonuniform longitudinal magnetic field there is a solution to the Maxwell equations in the form given in Section 2. Therefore, there is an energy flow in this wire, the density of which is determined by expression (2.19). The source of the magnetic strength $H_{z}$ obviously is the source of this energy flow.

This energy flow generates a longitudinal constant current in the wire. Thus, there is a conversion of the energy of the longitudinal constant magnetic field in the wire into electrical energy transferred by direct current along the wire.

## 3a. Solenoid with the electrically conductive core

Consider a solenoid with a core. The current in the coil of the solenoid creates a magnetic field strength in the rod. However, the magnetic field inside the ideal solenoid is uniform. In accordance with the above, in this case, the current in the rod does not occur. However, if the coils of the solenoid were wound imperfectly (inclined to the axis, randomly, etc.) or the solenoid is short, then, according to the above, a current appears in the solenoid rod.

There is another reason for the appearance of current in an electrically conductive core, acting also in an ideal solenoid

The power consumed by a DC solenoid with a core is greater than that consumed by a solenoid without a core. The reason is that the magnetization of the core decreases under the action of thermal motion of the atoms and must be restored all the time by the magnetization current. This means that in the core there is an electromagnetic energy flux equal to the bias power to counteract the chaotic orientation of the domains under the influence of thermal energy of the environment. The flow of electromagnetic energy creates an electric current in the wire, namely in the electrically conductive core.

In this sense, a DC solenoid with a core can be compared with a capacitor discharging on the resistance of a dielectric material.

Consequently, in a DC solenoid with an electrically conductive core, there should be an electromagnetic field, in which there is the longitudinal component of the electrical field strength and energy flow. When there is energy flow in the solenoid, the electrical field strengths must exist. In this case, the Maxwell equations for a solenoid in the system of the cylindrical coordinates $r, \varphi, z$ completely coincide with the equations for the direct current wire. The difference is that the longitudinal flow of energy $S_{z}$

- in the DC wire is equal to the power transmitted through the wire to the load,
- in the solenoid, it is equal to the bias power to counteract the influence of thermal energy of the environment.


## 4. Wire in a circular magnetic field

Now suppose that there is the circular magnetic strength $H_{\varphi}$ unevenly distributed along the radius. The existence of such strength ensures the existence of a nonzero solution of the set of Maxwell's equations. This statement follows from the following equation:

$$
\begin{equation*}
\frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \varphi}=J_{z}, \tag{1}
\end{equation*}
$$

Indeed, if there is $\frac{\partial H_{\varphi}}{\partial r}$ (since there is the magnetic strength $H_{\varphi}$ unevenly distributed along the radius) then there must be the magnetic strength $H_{r}$ and $\backslash$ or current density $J_{Z}$. Moreover, the Maxwell set of equations must have a nonzero solution.

Similar to the previous one, it follows that in the wire under action of an inhomogeneous circular magnetic field there is a solution to 5d-4

Maxwell's equations in the form given in Section 2. Consequently, there is an energy flow in this wire, the density of which is determined by (2.19). Energy flow, obviously, is the source of magnetic strength $H_{\varphi}$.

This energy flow generates a longitudinal constant current in the wire. Thus, there is a conversion of the energy of the ring constant magnetic field in the wire into electrical energy transferred by direct current along the wire.


Fig. 1.

## Example 1.

Figure 1 shows tubular wire 1, inside of which wire 2 passes, insulated from wire 1 by dielectric material 3. If current $J_{2}$ flows through wire 2 , then a ring magnetic field $H_{\varphi}$ appears in the body of wire 1 . In accordance with the above, a circular ring magnetic field in wire 1 creates the constant current $J_{1}$ in this wire. The effect should be stronger if wire 1 is ferromagnetic.

## 5. Wire in a transverse magnetic field

Now suppose that there is the transverse magnetic strength $H_{r}$. The existence of such a strength ensures the existence of a nonzero solution of the set of Maxwell equations. This follows from the following equation:

$$
\frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \varphi}=J_{z},
$$

Indeed, if $H_{r}$ exists, then magnetic strength $H_{\varphi}$ and $\backslash$ or current density $J_{z}$ must exist. Moreover, the Maxwell set of equations must have a nonzero solution.

Similar to the previous one, it follows that in the wire under action of a radial magnetic field there is a solution to Maxwell's equations in the form given in Section 2. Therefore, there is an energy flow in this wire, the density of which is determined by (2.19). The source of magnetic strength $H_{r}$ obviously is the source of this energy flow.

This energy flow generates a longitudinal constant current in the wire. Thus, there is a conversion of the energy of the radial constant magnetic field in the wire into electrical energy transferred by direct current along the wire.


Fig. 2.

## Example 1.

Figure 2 shows annular wire 1 located in the gap of two permanent magnets 2 . The magnetic field strength in this gap is the component $H_{r}$ that penetrates wire 1 along the radius. In accordance with the above, the radial magnetic field in wire 1 creates a constant current $J$ in this wire. The effect should be stronger if wire 1 is ferromagnetic.

## Example 2.

The magnetic strength $H_{r}$ can be created by a permanent ring magnet in the wire representing the winding of this permanent magnet, see in Figures 3 and 4.

## Example 3.

The Beaulieu effect is known but still not explained. This effect can be described as follows. An electric current flows in a conductor located between the same ends of two magnets. The magnetic field strength in
the gap can be decomposed into longitudinal (along the conductor) and transverse (radial) components. Obviously, the longitudinal component due to symmetry cannot excite current. The radial component $H_{r}$ (equal to zero in the center of the conductor) generates a longitudinal DC current in the wire.


Fig. 3. Borrowed from
https://www.youtube.com/watch?v=sPH1WNXMlow.


Fig. 4. Borrowed from http://www.inventedelectricity.com/free-energy-generator-magnet-coil-100-real-new-technology-new-idea-project/

Chapter 5d. Maxwell's Equations for a Wire with a Constant Current in a Magnetic Field

## 6. Summary

The above shows that

1. The flux of electromagnetic energy is transmitted from a source of magnetic field to a wire in a magnetic field.
2. In a magnetic field, a flux of electromagnetic energy circulates together with a magnetic flux.
3. The flow of electromagnetic energy creates an electromotive force that moves the charges in the wire, see in Chapter 15.
4. In this case, in the wire there is a longitudinal constant current.

The experiments shown in Section 5 are often viewed as generators of unlimited energy stored in permanent magnets. However, in fact, they demonstrate the exact opposite, namely the limited energy of the permanent magnet: the light bulbs gradually go out.

## 7. Strict solution for wire in a magnetic field.

Let us consider again the Maxwell equations for the direct current wire from Appendix 1 in Chapter 5. It shows that for the wire, their solution reduces to solving the following set of six homogeneous equations:

$$
\begin{align*}
& \frac{j_{r}(r)}{r}+j_{r}^{\prime}(r)+\frac{j_{\varphi}(r)}{r} \alpha+\chi j_{z}(r)=0  \tag{1}\\
& \frac{h_{z}(r)}{r} \alpha-\chi h_{\varphi}(r)=j_{r}(r)  \tag{3}\\
& -h_{r}(r) \chi-h_{z}^{\prime}(r)=j_{\varphi}(r)  \tag{4}\\
& \frac{h_{\varphi}(r)}{r}+h_{\varphi}^{\prime}(r)+\frac{h_{r}(r)}{r} \alpha=j_{z}(r)  \tag{5}\\
& \frac{j_{z}(r)}{r} \alpha-\chi j_{\varphi}(r)=0  \tag{6}\\
& -j_{r}(r) \chi-j_{z}^{\prime}(r)=0 \tag{7}
\end{align*}
$$

The following known functions can be added to these equations:

$$
h_{r o}(r), h_{\varphi o}(r), h_{z o}(r)
$$

The obtained set of equations can be resolved numerically.
Consider the special case when a magnetic field is created in a vacuum. Then equations containing electric currents can be excluded from the set of eight equations for the wire. In this case, we obtain a set of four equations of the following form:

$$
\begin{align*}
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\varphi}(r)}{r} \alpha+\chi h_{z}(r)=0  \tag{10}\\
& \frac{h_{z}(r)}{r} \alpha-\chi h_{\varphi}(r)=0 \tag{11}
\end{align*}
$$

$$
\begin{align*}
& -h_{r}(r) \chi-h_{z}^{\prime}(r)=0  \tag{12}\\
& \frac{h_{\varphi}(r)}{r}+h_{\varphi}^{\prime}(r)+\frac{h_{r}(r)}{r} \alpha=0 \tag{13}
\end{align*}
$$

This set is similar, up to the notation, to the set of equations (2)-(5) considered in Appendix 2 of Chapter 5, see the Hvaku.m function.

## Example 1.

Consider the known Magnetic Gate Bedini. This technical device is known in the Internet. This device allegedly demonstrates the receipt of energy $>1$. The device contains many magnets located around the circumference and magnetized along the radius, see in Figure 5. The configuration of the magnetic field in the cylindrical coordinates $(r, \varphi, z)$ is shown in Figure 6 by the dashed lines. In this figure, R is the radius of the inner cylinder, N and S are the poles of the magnets, $H_{r o}$ is the magnetic strength at the end of the magnets.

It is seen that in the vicinity of the device, a magnetic field is created in which there are radial and axial components. In accordance with Maxwell's equations there are

$$
\begin{align*}
& \operatorname{rot}(H)=0  \tag{14}\\
& \operatorname{div}(H)=0 \tag{15}
\end{align*}
$$

A circular magnetic field also appears in it. The solution of these equations (as shown in Chapter 5) has the following form:

$$
\begin{align*}
& H_{r}=h_{r} \cos (\alpha \varphi+\chi z+\delta),  \tag{15}\\
& H_{\varphi}=h_{\varphi} \sin (\alpha \varphi+\chi z+\delta),  \tag{16}\\
& H_{z}=h_{z} \sin (\alpha \varphi+\chi z+\delta), \tag{17}
\end{align*}
$$

where $\alpha, \chi, \delta$ are some constants, $h(r)$ are some functions of the coordinate $r$. These functions are related by equations (10)-(13) and have a unique solution for given values of the parameters $\alpha, \chi$.


Fig. 5.


Fig. 6.
The lines with constant values of the magnetic strength are helical lines shown in Figure 7. If a magnet enters such a magnetic field, then it must rotate in this spiral. If this magnet cannot change its position in height, then it rotates around the circumference.


## Example 2.

Consider the magnetic gateway Bedini that has in the SI system $R=0.1$, the magnetic induction at the end face of the magnet is $B=$ 1.35 , and the magnetic strength outside the end face of the magnet $H_{r o}=1.1 \times 10^{6}$. At $\delta \rightarrow 0$ we obtain $h_{r}(R)=1.05 \times 10^{6} \approx H_{r o}$ and the constants $\alpha=0.005, \chi=0.00002$. The functions $h_{r}(r), h_{\varphi}(r), h_{z}(r)$ are shown in Figure 8. Since the constants are small, functions (15)-(17) can be simplified and they take the following forms:

$$
\begin{align*}
& H_{r}=h_{r} \cos (\delta)  \tag{19}\\
& H_{\varphi}=h_{\varphi} \sin (\delta)  \tag{20}\\
& H_{z}=h_{z} \sin (\delta) \tag{21}
\end{align*}
$$

Obviously, the constant $\delta$ can be determined from the following condition:

$$
\begin{equation*}
H_{r o}=h_{r}(R) \cos (\delta) \tag{22}
\end{equation*}
$$

Apparently, just in the same way the reader can create an "electric gateway" of electrets. If the magnetic and electric gateways are combined, then a constant electromagnetic field will appear in the cavity of such a combined gateway. In such an electromagnetic field, a flow of electromagnetic energy will arise, which will rotate around the circumference. In this way, a DC motor can be built.

Such an engine uses the magnetic energy of magnets and the electrical energy of electrets. Continuous operation of such an engine will mean that magnets and electrets are fueled by environmental energy, namely the thermal energy of air, see in Chapter 7b.

Chapter 5d. Maxwell's Equations for a Wire with a Constant Current in a Magnetic Field


Obviously, the reader can use electromagnets instead of magnets, and a voltage source connected between the center and the outer circumference of the gateway can be used instead of electrets. This results in a very simple brushless DC motor.

# Chapter 5f. Solution of Maxwell's Equations for DC Wire in Cartesian <br> Coordinates 
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## 1. Introduction

Chapter 5 examined the solution of Maxwell's equations for the direct current wire in the cylindrical coordinates. Here we consider this solution in Cartesian coordinates. In general terms, these equations have the following form (see in Chapter 5):

$$
\begin{align*}
& \operatorname{rot}(J)=0,  \tag{1}\\
& \operatorname{rot}(H)-J=0,  \tag{2}\\
& \operatorname{div}(J)=0,  \tag{3}\\
& \operatorname{div}(H)-M=0 . \tag{4}
\end{align*}
$$

In equation (4), we added the function M representing the density of magnetic monopoles (with a sign); each monopole is one of the poles of a magnetic dipole, and the second pole of this dipole is a monopole of the opposite sign. The dipole is oriented along the $z$-axis and has a size of $\delta$. This issue is discussed in detail in Chapter 14.

## 2. Solution of Maxwell's equations

Equations (1)-(4) can be rewritten in a more detailed record as follows:

$$
\begin{align*}
& \frac{\partial J_{z}}{\partial y}-\frac{\partial J_{y}}{\partial z}=0,  \tag{5}\\
& \frac{\partial J_{x}}{\partial z}-\frac{\partial J_{z}}{\partial x}=0,  \tag{6}\\
& \frac{\partial J_{y}}{\partial x}-\frac{\partial J_{x}}{\partial y}=0,  \tag{7}\\
& \frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}-J_{x}=0, \tag{8}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}-J_{y}=0  \tag{9}\\
& \frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}-J_{z}=0  \tag{10}\\
& \frac{\partial J_{x}}{\partial x}+\frac{\partial J_{y}}{\partial y}+\frac{\partial J_{z}}{\partial z}=0  \tag{11}\\
& \quad \frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}+\frac{\partial H_{z}}{\partial z}-m=0 . \tag{12}
\end{align*}
$$

Consider the following functions proposed in [45]:

$$
\begin{align*}
& J_{x}(x, y, z)=j_{x} \sin (\alpha x) \cos (\beta y) \cos (\gamma z)  \tag{13}\\
& J_{y}(x, y, z)=j_{y} \cos (\alpha x) \sin (\beta y) \cos (\gamma z)  \tag{14}\\
& J_{z}(x, y, z)=j_{z} \cos (\alpha x) \cos (\beta y) \sin (\gamma z)  \tag{15}\\
& H_{x}(x, y, z)=h_{x} \sin (\alpha x) \cos (\beta y) \cos (\gamma z)  \tag{16}\\
& H_{y}(x, y, z)=h_{y} \cos (\alpha x) \sin (\beta y) \cos (\gamma z)  \tag{17}\\
& H_{z}(x, y, z)=h_{z} \cos (\alpha x) \cos (\beta y) \sin (\gamma z)  \tag{18}\\
& M(x, y, z)=m \cdot \cos (\alpha x) \cos (\beta y) \cos (\gamma z) \tag{19}
\end{align*}
$$

where $j_{x}, j_{y}, j_{z}, h_{x}, h_{y}, h_{z}, m$ are the variables, $\alpha, \beta, \gamma$ are some constants.
Appendix 1 discusses the solution of the set of differential equations (5)-(12) in the form of functions (13)-(19). It shows that for the known parameters $\alpha, \beta, \gamma$ and the given density of electromagnetic energy $w$ as well as for any longitudinal component $h_{z}$ of the strengths, the remaining parameters of the permanent magnet can be found by the following equations:

$$
\begin{align*}
& \beta=\alpha,  \tag{20}\\
& \gamma=-\alpha \sqrt{2},  \tag{21}\\
& h_{x}=-\frac{h_{z}}{\sqrt{2}} \pm \sqrt{\frac{3 h_{z}^{2}}{2}+\mu w .}  \tag{22}\\
& h_{y}=-h_{x}-\sqrt{2} h_{z},  \tag{23}\\
& j_{x}=\frac{\gamma}{2}\left(h_{y}-h_{x}\right) .  \tag{24}\\
& j_{y}=j_{x},  \tag{25}\\
& j_{z}=j_{x} \sqrt{2} . \tag{26}
\end{align*}
$$

## 3. Energy flows

We rewrite expressions (13)-(18) in the following form:

$$
\begin{align*}
& J_{x}(x, y, z)=j_{x} q_{x}  \tag{13}\\
& J_{y}(x, y, z)=j_{y} q_{y}  \tag{14}\\
& J_{z}(x, y, z)=j_{z} q_{z}  \tag{15}\\
& H_{x}(x, y, z)=h_{x} q_{x}  \tag{16}\\
& H_{y}(x, y, z)=h_{y} q_{y} \tag{17}
\end{align*}
$$

$$
\begin{equation*}
H_{z}(x, y, z)=h_{z} q_{z}, \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
& q_{x}=\sin (\alpha x) \cos (\beta y) \cos (\gamma z),  \tag{19}\\
& q_{y}=\cos (\alpha x) \sin (\beta y) \cos (\gamma z),  \tag{20}\\
& q_{z}=\cos (\alpha x) \cos (\beta y) \sin (\gamma z) \tag{21}
\end{align*}
$$

Notice that

$$
\begin{align*}
& q_{x} q_{z}=\frac{1}{4} \sin (2 \alpha x) \cos ^{2}(\beta y) \sin (2 \gamma z),  \tag{22}\\
& q_{y} q_{z}=\frac{1}{4} \cos ^{2}(\alpha x) \sin (2 \beta y) \sin (2 \gamma z),  \tag{23}\\
& q_{x} q_{y}=\frac{1}{4} \sin (2 \alpha x) \sin (2 \beta y) \cos ^{2}(\gamma z) . \tag{24}
\end{align*}
$$

The density of energy flux in the coordinates is determined by the following formula:

$$
S=(E \times H)=\rho(J \times H)=\rho\left[\begin{array}{l}
S_{x}  \tag{25}\\
S_{y} \\
S_{z}
\end{array}\right]=\rho\left[\begin{array}{l}
J_{y} H_{z}-J_{z} H_{y} \\
J_{z} H_{x}-J_{x} H_{z} \\
J_{x} H_{y}-J_{y} H_{x}
\end{array}\right]
$$

or, taking into account formulas (13)-(18),

$$
\begin{align*}
& S_{x}=\left(j_{y} h_{z}-j_{z} h_{y}\right) q_{y} q_{z}  \tag{26}\\
& S_{y}=\left(j_{z} h_{x}-j_{x} h_{z}\right) q_{x} q_{z}  \tag{27}\\
& S_{z}=\left(j_{x} h_{y}-j_{y} h_{x}\right) q_{x} q_{y} \tag{28}
\end{align*}
$$

Consider, in particular, the vertical flow of energy. With expressions (28), (2.24), and (2.25), we find:

$$
\begin{equation*}
S_{z}=\frac{2 j_{x}^{2}}{r} q_{x} q_{y} \tag{29}
\end{equation*}
$$

## Appendix 1.

The solution of equations (2.5)-(2.12) in the form of functions (2.13)-(2.19) is considered. Differentiating (2.13)-(2.19) and substituting the result into (1.5)-(1.12) after reduction by common factors, we obtain:

$$
\begin{align*}
& -h_{z} \beta+h_{y} \gamma-j_{x}=0,  \tag{1}\\
& -h_{x} \gamma+h_{z} \alpha-j_{y}=0,  \tag{2}\\
& -h_{y} \alpha+h_{x} \beta-j_{z}=0,  \tag{3}\\
& j_{z} \beta+j_{y} \gamma=0  \tag{4}\\
& j_{x} \gamma+j_{z} \alpha=0  \tag{5}\\
& j_{y} \alpha-j_{x} \beta=0  \tag{6}\\
& j_{x} \alpha+j_{y} \beta+j_{z} \gamma=0,  \tag{7}\\
& h_{x} \alpha+h_{y} \beta+h_{z} \gamma-m=0 . \tag{8}
\end{align*}
$$

First, consider a group of four equations (4)-(8) with respect to the three unknowns $j_{x}, j_{y}, j_{z}$. These four equations are overridden. Nevertheless, the solution exists and has the following form:

$$
\begin{align*}
& \beta=\alpha  \tag{9}\\
& \gamma=-\alpha \sqrt{2}  \tag{10}\\
& j_{y}=j_{x}  \tag{11}\\
& j_{z}=-j_{x} \frac{\gamma}{\alpha}=j_{x} \sqrt{2} . \tag{12}
\end{align*}
$$

Substituting (9)-(13) into (4)-(8), we can see that equations (4)-(8) turn into identities.

The remaining set of four equations (1)-(3), and (8) with respect to four unknowns $h_{x}, h_{y}, h_{z}$ and $m$ can be resolved with the known $\boldsymbol{j}_{\boldsymbol{x}}, \boldsymbol{j}_{\boldsymbol{y}}, \boldsymbol{j}_{\boldsymbol{z}}$. Substituting (9)-(12) into (1)-(3), and (8), we obtain:

$$
\begin{align*}
& -h_{z} \beta+h_{y} \gamma-j_{x}=0,  \tag{13}\\
& -h_{x} \gamma+h_{z} \alpha-j_{y}=0,  \tag{14}\\
& -h_{y} \alpha+h_{x} \beta-j_{z}=0, \tag{15}
\end{align*}
$$

From (13) and (14) we find:

$$
\begin{align*}
& h_{y}=\left(h_{z} \alpha+j_{x}\right) / \gamma,  \tag{16}\\
& h_{x}=\left(h_{z} \alpha-j_{x}\right) / \gamma, \tag{17}
\end{align*}
$$

Substituting (16) and (17) into (15), we find:

$$
\begin{equation*}
-\frac{\alpha\left(h_{z} \alpha+j_{x}\right)}{\gamma}+\frac{\alpha\left(h_{z} \alpha-j_{x}\right)}{\gamma}+j_{x} \frac{\gamma}{\alpha}=0 \tag{18}
\end{equation*}
$$

Transform (18) as follows:

$$
-\left(h_{z} \alpha+j_{x}\right)+\left(h_{z} \alpha-j_{x}\right)+j_{x}\left(\frac{\gamma}{\alpha}\right)^{2}=0
$$

or

$$
\begin{equation*}
-2 j_{x}+j_{x}\left(\frac{\gamma}{\alpha}\right)^{2}=0 \tag{19}
\end{equation*}
$$

Taking into account equation (10), we note that (19) is an identity. Therefore, equation (15) follows from (16) and (17).

Substituting (16) and (17) into (8), we find:

$$
\begin{equation*}
\frac{\alpha\left(h_{z} \alpha-j_{x}\right)}{\gamma}+\frac{\alpha\left(h_{z} \alpha+j_{x}\right)}{\gamma}+h_{z} \gamma-m=0 . \tag{20}
\end{equation*}
$$

After transformation (20), taking into account (10), we find:

$$
\begin{equation*}
m=-2 h_{z} \alpha \sqrt{2} \tag{21}
\end{equation*}
$$

Adding (16) to (17) and subtracting (16) from (17), we can find the following two equations:

$$
\begin{align*}
& h_{y}+h_{x}=2 h_{z} \alpha / \gamma,  \tag{22}\\
& h_{y}-h_{x}=2 j_{x} / \gamma, \tag{23}
\end{align*}
$$

The density of magnetic energy in the wire is

$$
\begin{equation*}
w=\frac{1}{2 \mu}\left(h_{x}^{2}+h_{y}^{2}+h_{z}^{2}\right) \tag{24}
\end{equation*}
$$

Considering (22) and (24), we find:

$$
\begin{align*}
& h_{y}=-h_{x}+2 h_{z} \alpha / \gamma  \tag{22}\\
& h_{y}^{2}=2 \mu w-h_{x}^{2}-h_{z}^{2} \tag{24}
\end{align*}
$$

Hence,

$$
\left(2 h_{z} \alpha / \gamma-h_{x}\right)^{2}=2 \mu w-h_{x}^{2}-h_{z}^{2}
$$

or

$$
2 h_{x}^{2}=2 \mu w-h_{z}^{2}-\left(\frac{2 h_{z} \alpha}{\gamma}\right)^{2}+\frac{4 h_{z} h_{x} \alpha}{\gamma}
$$

or

$$
h_{x}^{2}-\frac{2 h_{z} \alpha}{\gamma} h_{x}-\mu w+\frac{h_{z}^{2}}{2}+2\left(\frac{h_{z} \alpha}{\gamma}\right)^{2}=0
$$

or, taking into account expression (10),

$$
h_{x}^{2}+h_{x} h_{z} \sqrt{2}-\mu w+h_{z}^{2}=0
$$

From here we find:

$$
h_{x}=-\frac{h_{z}}{\sqrt{2}} \pm \sqrt{\frac{h_{z}^{2}}{2}-\left(\mu w-h_{z}^{2}\right)}
$$

or

$$
\begin{equation*}
h_{x}=-\frac{h_{z}}{\sqrt{2}} \pm \sqrt{\frac{3 h_{z}^{2}}{2}+\mu w} \tag{25}
\end{equation*}
$$

In addition, from (22), (23), and (10) we have

$$
\begin{align*}
& h_{y}=-h_{x}-\sqrt{2} h_{z}  \tag{26}\\
& j_{x}=\frac{\gamma}{2}\left(h_{y}-h_{x}\right) \tag{27}
\end{align*}
$$

Thus, with the known $\alpha$, electromagnetic energy density $w$ and longitudinal component $h_{z}$ of the strengths, the remaining parameters of the mathematical model can be found from formulae (9)-(12) and (25)(27).

# Chapter 5h. The Solution of Maxwell's Equations for a Rotating Ferromagnetic Wire 
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## 1. Introduction

Eichenwald [86] has considered a rotating charged disk that excites a magnetic field. Eichenwald calls these rotating charges the convection current. His experiment is among a number of classical and indisputable experiments. In [153], the question of the existence of a magnetic field of a rotating uncharged body is considered. In fact, the appearance of such an effect should be expected due to the existence of free electrons that are not rigidly connected with the atomic nucleus. The authors of work [153] indicate that "simple estimates predict an anomalously large value of the induction of the magnetic field created by a body whose velocity relative to the laboratory system is far from relativistic ... Therefore, experimental detection of the effect becomes relevant." Further, the authors find estimates of the induction of this magnetic field. Numerical estimates are also given, from which it follows that magnetic induction can reach several mT. This estimate, apparently, can be increased tenfold if the material of the body is magnetically soft. In short, estimates show that this effect can be detected experimentally.

## 2. The Barnett Effect

It seems to us that this has already happened a long time ago: it is known the Barnett effect [154] representing the magnetization of ferromagnets during their rotation in the absence of a magnetic field. In the existing explanation, it is assumed that magnetization is created due to the fact that the rotating domains exhibit the properties of gyroscopes. But for this it is necessary first that the domains rotate around their own
axis but not around the common axis. Second and this is the main thing, such a method of magnetization is not observed as yet.

## 3. Aspden effect

There is another effect, for which there is no generally accepted explanation but which can be explained by the existence of a magnetic field of a rotating uncharged body. This refers to the Aspden effect [155, 164]. It consists in the following.

The rotor of an electric machine spins up to certain rotation speed in any direction, rotates at this speed for several minutes, and then abruptly stops. In this case, the energy spent on acceleration is measured. This experiment is repeated under the following two conditions:

1. The rotor spins after a long state of rest to a certain speed and then abruptly stops,
2. The rotor spins up and stops as in case 1 . However, after a short time interval it spins up again to the same speed.

It was found that in the second case, it took ten times less energy to spin the rotor to the same speed if it was again brought into rotation in less than 60 seconds. This fact required explanation. Aspden declares the existence of "virtual inertia" to explain this fact. It is shown below that this effect can be explained by the existence of a magnetic field of a rotating uncharged body.

It follows from the foregoing that a rotating rotor can be considered as a rotating uncharged body, in which currents circulate through rotation around circles. It is natural to assume that the amplitudes of these currents are approximately proportional to the radius of the circle. Based on this assumption, Appendix 1 shows that there is an electromagnetic field in the rotor with the following components:

- the currents and magnetic field strengths directed along radii, around a circle, and along an axis,
- some constant flows of electromagnetic energy along radii, around a circle, and along an axis, moving at a speed significantly less than the speed of light,
- the angular momentum relative to the axis of rotation,
- the electromagnetic energy.

Energy flux carries away electromagnetic energy, turning it into thermal energy. But when the rotor rotates, its electromagnetic energy is constantly replenished and all of the indicated components of the electromagnetic field of the rotor are constantly present.

When the rotor stops, all of these components gradually disappear due to thermal scattering during the flow of currents. It is important to note that the propagation velocity of energy flows is significantly less than the speed of light. Therefore, the process of the disappearance of these components does not end instantly.

In our case, it is important to state that for some time the angular momentum of the rotor is maintained relative to the axis of rotation. This explains the Aspden effect.

The reader can notice that these experiments have much in common with the Milroy engine, see in Chapter 5a. In all these cases, a convection current and the resulting torque are generated in the rotating body. In the Milroy engine, this moment is the main but it is an additional in the cases considered above. This issue is discussed in more detail in Appendix 1.

## Appendix 1.

Chapters 5 and 5 a discuss the solution of Maxwell's equations for direct current wires. The magnetic field strengths and current densities appear in a wire because the longitudinal component of the direct current flows through the wire. In the cases considered above, the magnetic field strengths and current densities appear in a rotating body because a circular convection direct current flows through the wire.

It further follows from Chapter 5 that these magnetic field strengths and current densities determine the flows of electromagnetic energy in the wire and in our case in the rotating rotor. So, in this rotor there are the following constant flows of electromagnetic energy:

$$
\begin{align*}
& S_{r}=\rho \int_{r} \sqrt{S_{r}} d r=\text { const },  \tag{5.3.42}\\
& S_{\varphi}=\rho \int_{\varphi} \sqrt{S_{\varphi}} d r=\text { const },  \tag{5.3.43}\\
& S_{z}=\rho \int_{z} d r=\text { const. } \tag{5.3.44}
\end{align*}
$$

where $\rho$ is the resistivity of the rotor material and the densities of these flows are defined by

$$
\begin{align*}
& \underline{S_{r}}=\left(j_{\varphi} h_{z}-j_{z} h_{\varphi}\right),  \tag{5.3.39}\\
& \hline \overline{S_{\varphi}}=\left(j_{z} h_{r}-j_{r} h_{z}\right),  \tag{5.3.40}\\
& \hline \overline{S_{z}}=\left(j_{r} h_{\varphi}-j_{\varphi} h_{r}\right) . \tag{5.3.41}
\end{align*}
$$

Thus, in the rotor there are the constant flows of electromagnetic energy along the radii, around the circumference, and along the axis.

The density of currents corresponds to the electric field strength as follows:

$$
\begin{equation*}
e(r)=\rho(r) \cdot j(r) \tag{1}
\end{equation*}
$$

The electromagnetic energy $W_{m}$ in the rotor is determined by the following formula:

$$
\begin{equation*}
W_{m}=L \int_{r} w(r) d r \tag{2}
\end{equation*}
$$

where there is the following magnetic energy density

$$
\begin{equation*}
w(r)=\mu\left(h_{r}^{2}+h_{\varphi}^{2}+h_{z}^{2}\right)+\varepsilon\left(e_{r}^{2}+e_{\varphi}^{2}+e_{z}^{2}\right) \tag{3}
\end{equation*}
$$

In (3), $\mu$ is the absolute magnetic permeability of the rotor material, $\varepsilon$ is the absolute electric permittivity of the rotor material, and $L$ is the length of the rotor.

Chapter 13 shows that the flow of electromagnetic energy travels at a speed

$$
\begin{equation*}
v=w / s \tag{4}
\end{equation*}
$$

In the rotor there are fluxes of the electromagnetic energy that propagate at speeds

$$
\begin{equation*}
v_{r}=w / \widehat{S_{r}}, v_{\varphi}=w / \widehat{S_{\varphi}}, v_{z}=w / \widehat{S_{z}} . \tag{5}
\end{equation*}
$$

It is important to note that these speeds are significantly less than the speed of light.

Chapter 13 also shows that the density of the electromagnetic pulse p can be determined through the density of electromagnetic energy w and the flux density of electromagnetic energy s by

$$
\begin{equation*}
p=w^{2} / s \tag{6}
\end{equation*}
$$

In the rotor there are electromagnetic pulses directed in the same way as electromagnetic energy flows, i.e. along the radii, around the circumference, and along the axis, namely:

$$
\begin{equation*}
p_{r}=w^{2} / S_{r}, p_{\varphi}=w^{2} / S_{\varphi}, p_{z}=w^{2} / S_{z} . \tag{7}
\end{equation*}
$$

The density of the electromagnetic momentum acting on a circle of radius $r$ corresponds to the density of the momentum relative to the axis of the rotor, namely:

$$
\begin{equation*}
m(r)=r \cdot p_{z}(r) \tag{8}
\end{equation*}
$$

The moment of the electromagnetic momentum acting on the entire rotor is

$$
\begin{equation*}
M=L \int_{r} m(r) d r \tag{9}
\end{equation*}
$$

## Chapter 5z. Algorithms for solving Maxwell's equations for a DC wire
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## 1. Introduction

Maxwell's equations are discussed in Chapter 5:

$$
\begin{align*}
& \operatorname{rot}(J)=0,  \tag{a}\\
& \operatorname{rot}(H)-J-J_{o}=0,  \tag{b}\\
& \operatorname{div}(J)=0,  \tag{c}\\
& \operatorname{div}(H)=0 . \tag{d}
\end{align*}
$$

Methods for solving these equations are discussed in detail here. In this case, we will use cylindrical coordinates $r, \phi, z$ and consider

Здесь подробно рассматриваются методы решения этих уравнений. При этом мы будем использовать цилиндрические координаты $r, \phi, z$ и рассматривать

- main current $J_{o}$,
- additional currents $J_{r}, J_{\phi}, J_{z}$,
- magnetic strengths $H_{r}, H_{\phi}, H_{z}$,


## 2. Mathematical model

Equations (a-d) for cylindrical coordinates are:

$$
\begin{array}{ll}
\frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\phi}}{\partial \phi}+\frac{\partial H_{z}}{\partial z}=0, & \text { see }(\mathrm{d}) \\
\frac{1}{r} \cdot \frac{\partial H_{Z}}{\partial \phi}-\frac{\partial H_{\phi}}{\partial z}=J_{r}, & \text { see (b) } \\
\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=J_{\phi}, & \text { see (b) } \tag{3}
\end{array}
$$

$$
\begin{array}{ll}
\frac{H_{\phi}}{r}+\frac{\partial H_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \phi}=J_{z}+J_{o}, & \text { see (b) } \\
\frac{J_{r}}{r}+\frac{\partial J_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial J_{\phi}}{\partial \phi}+\frac{\partial J_{z}}{\partial z}=0, & \text { see (c) } \\
\frac{1}{r} \cdot \frac{\partial J_{z}}{\partial \phi}-\frac{\partial J_{\phi}}{\partial z}=0, & \text { see (a) } \\
\frac{\partial J_{r}}{\partial z}-\frac{\partial J_{z}}{\partial r}=0, & \text { see (a) } \\
\frac{J_{\phi}}{r}+\frac{\partial J_{\phi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial J_{r}}{\partial \varphi}=0 . & \text { see (a) } \tag{8}
\end{array}
$$

We will call this system of equations system $A$

## 3. Solution of system A

To shorten the notation, we will use the following notation:

$$
\begin{align*}
& \mathrm{co}=\cos (\alpha \varphi+\chi z)  \tag{1}\\
& \mathrm{si}=\sin (\alpha \varphi+\chi z) \tag{2}
\end{align*}
$$

where $\alpha, \chi$ are some constants. There is a solution A1, which has the following form:

$$
\begin{align*}
& J_{r}=j_{r} \mathrm{co}  \tag{3}\\
& J_{\varphi}=j_{\varphi} \mathrm{si}  \tag{4}\\
& J_{z}=j_{z} \mathrm{si}  \tag{5}\\
& H_{r}=h_{r} \mathrm{co}  \tag{6}\\
& H_{\varphi}=h_{\varphi} \mathrm{si}  \tag{7}\\
& H_{z}=h_{z} \mathrm{si} \tag{8}
\end{align*}
$$

where $j(r), h(r)$ are some functions of coordinate $r$. In what follows, we the derivatives by $r$ to will be denoted by primes. We substitute (1-8) in (2.1-2.8) and perform of differentiation, and then rewrite the transformed equations (2.1-2.8) into the following (2.5, 2.1, 2.2, 2.3, 2.4, 2.6, 2.7, 2.8) and renumber them:

$$
\begin{align*}
& \frac{j_{r}(r)}{r}+j_{r}^{\prime}(r)-\frac{j_{\varphi}(r)}{r} \alpha+\chi j_{z}(r)=0,  \tag{2.5}\\
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)+\frac{h_{\varphi}(r)}{r} \alpha+\chi h_{z}(r)=0,  \tag{2.1}\\
& \frac{h_{z}(r)}{r} \alpha-\chi h_{\varphi}(r)=j_{r}(r)  \tag{2.2}\\
& h_{r}(r) \chi-h_{z}^{\prime}(r)=j_{\varphi}(r)  \tag{2.3}\\
& \frac{h_{\varphi}(r)}{r}+h_{\varphi}^{\prime}(r)-\frac{h_{r}(r)}{r} \alpha=j_{z}(r)+J_{o}  \tag{2.4}\\
& -\frac{j_{z}(r)}{r} \alpha+\chi j_{\varphi}(r)=0  \tag{2.6}\\
& -j_{r}(r) \chi-j_{z}^{\prime}(r)=0  \tag{2.7}\\
& \frac{j_{\varphi}(r)}{r}+j_{\varphi}^{\prime}(r)+\frac{j_{r}(r)}{r} \alpha=0
\end{align*}
$$

First, consider equations (10, 15, 16, 17). Appendix 1 gives a numerical algorithm for determining the functions $j(r)$ for given $\alpha, \chi$ using these equations.

The remaining system of 4 equations (11-14) with respect to the three unknown functions $h(r)$ is overdetermined. Appendix 2 shows that this system has a solution for known functions $j(r)$.

In Appendix 3, a system of 4 equations (11-14) is solved for three unknown functions $h(r)$ at zero currents $j(r)$.

So, the solution of system A has the form:

$$
\begin{align*}
& h_{z}^{\prime \prime}(r)+\frac{1}{r} h_{z}^{\prime}(r)-h_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0  \tag{18}\\
& h_{\varphi}(r)=\frac{\alpha}{\chi}\left(\frac{h_{z}(r)}{r}-j_{r}(r)\right)  \tag{19}\\
& h_{r}(r)=\frac{1}{\chi}\left(h_{z}^{\prime}(r)+j_{\varphi}(r)\right)  \tag{20}\\
& j_{z}^{\prime \prime}(r)+\frac{1}{r} j_{z}^{\prime}(r)-j_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0  \tag{21}\\
& j_{\phi}(r)=\frac{\alpha}{\chi} \cdot \frac{j_{z}(r)}{r}  \tag{22}\\
& j_{r}(r)=\frac{1}{\chi} \cdot j_{z}^{\prime}(r) \tag{23}
\end{align*}
$$

It is interesting to note that in this solution $j_{z}(r)=h_{z}(r)$ !
In addition to solution A1, there is a solution A2 in the form

$$
\begin{align*}
& J_{r}=j_{r} \mathrm{si}  \tag{24}\\
& J_{\varphi}=j_{\varphi} \mathrm{co}  \tag{25}\\
& J_{z}=j_{z} \mathrm{co}  \tag{26}\\
& H_{r}=h_{r} \mathrm{si}  \tag{27}\\
& H_{\varphi}=h_{\varphi} \mathrm{co}  \tag{28}\\
& H_{z}=h_{z} \mathrm{co} \tag{29}
\end{align*}
$$

One can make sure that formulas (18-23) obtained for the solution A1, in which the sign in front of the constants $\alpha, \chi$ is changed, become formulas for the solution A2. Then we get:

$$
\begin{align*}
& h_{z}^{\prime \prime}(r)+h_{z}^{\prime}(r)-h_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0  \tag{30}\\
& h_{\varphi}(r)=-\frac{\alpha}{\chi}\left(\frac{h_{z}(r)}{r}-j_{r}(r)\right)  \tag{31}\\
& h_{r}(r)=-\frac{1}{\chi}\left(h_{z}^{\prime}(r)+j_{\varphi}(r)\right)  \tag{32}\\
& j_{z}^{\prime \prime}(r)+j_{z}^{\prime}(r) \frac{1}{r}-j_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0  \tag{33}\\
& j_{\phi}(r)=-\frac{\alpha}{\chi} \cdot \frac{j_{z}(r)}{r} \tag{34}
\end{align*}
$$

$$
\begin{equation*}
j_{r}(r)=-\frac{1}{\chi} \cdot j_{z}^{\prime}(r) \tag{35}
\end{equation*}
$$

## Appendix 1

Consider equations $(2.10,2.15,2.16,2.17)$ and renumber them:

$$
\begin{align*}
& \frac{j_{r}(r)}{r}+j_{r}^{\prime}(r)-\frac{j_{\phi}(r)}{r} \alpha+\chi \cdot j_{z}(r)=0,  \tag{1}\\
& -\frac{1}{r} \cdot j_{z}(r) \alpha+j_{\phi}(r) \chi=0  \tag{6}\\
& j_{r}(r) \chi-j_{z}^{\prime}(r)=0  \tag{7}\\
& \frac{j_{\phi}(r)}{r}+j_{\phi}^{\prime}(r)+\frac{j_{r}(r)}{r} \cdot \alpha=0 \tag{8}
\end{align*}
$$

From (6) we find:

$$
\begin{align*}
& j_{z}(r)=\frac{\chi}{\alpha} r \cdot j_{\phi}(r)  \tag{11}\\
& j_{z}^{\prime}(r)=\frac{\chi}{\alpha}\left(j_{\phi}(r)+r \cdot j_{\phi}^{\prime}(r)\right) \tag{12}
\end{align*}
$$

From $(7,12)$ we find:

$$
-j_{r}(r) \chi-\frac{\chi}{\alpha}\left(j_{\phi}(r)+r \cdot j_{\phi}^{\prime}(r)\right)=0,
$$

or

$$
\begin{equation*}
-\frac{j_{\phi}(r)}{r}-j_{\phi}^{\prime}(r)-\frac{j_{r}(r)}{r} \cdot \alpha=0 \tag{13}
\end{equation*}
$$

But equation (13) coincides with (8). Hence, equation (8) is a consequence of equations $(6,7)$ and can be excluded from the system of equations ( 1 , $6,7,8)$. From $(6,7)$ we find:

$$
\begin{align*}
& j_{\phi}(r)=\frac{1}{r \chi} \cdot j_{z}(r) \alpha,  \tag{14}\\
& j_{r}(r)=\frac{1}{\chi} \cdot j_{z}^{\prime}(r) . \tag{15}
\end{align*}
$$

From $(14,15)$ we find:

$$
\begin{align*}
& j_{r}(r)=\frac{d}{d r}\left(+\frac{r}{\alpha} j_{\phi}(r)\right)=+\frac{1}{\alpha}\left(j_{\phi}(r)+r j_{\phi}^{\prime}(r)\right)  \tag{15a}\\
& j_{r}^{\prime}(r)=+\frac{1}{\alpha}\left(2 j_{\phi}^{\prime}(r)+r j_{\phi}^{\prime \prime}(r)\right) \tag{15b}
\end{align*}
$$

Substituting $(14,15)$ into $(1)$, we find:

$$
\begin{equation*}
j_{z}^{\prime}(r) \frac{1}{\chi r}+j_{z}^{\prime \prime}(r) \frac{1}{\chi}+\left(\frac{\alpha}{r}\right)^{2} \cdot j_{z}(r) \frac{1}{\chi}-\chi \cdot j_{z}(r)=0 \tag{16}
\end{equation*}
$$

or

$$
\begin{equation*}
j_{z}^{\prime \prime}(r)+j_{z}^{\prime}(r) \frac{1}{r}-j_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0 \tag{17}
\end{equation*}
$$

The solution to this equation is a modified Bessel function of the second kind (bessel $\overline{\text { }}$. In fig. 1p shows, for example, this function and its derivatives at $\propto=0.5, \chi=0.1$ - see BesselSub2.

For a known function $j_{z}(r)$, functions $(14,15)$ can be found.


## Appendix 2

Consider equations (2.11-2.14) and renumber them:

$$
\begin{align*}
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)-\frac{h_{\varphi}(r)}{r} \alpha+\chi h_{z}(r)=0,  \tag{2}\\
& \frac{h_{z}(r)}{r} \alpha-\chi h_{\varphi}(r)=j_{r}(r),  \tag{3}\\
& h_{r}(r) \chi-h_{z}^{\prime}(r)=j_{\varphi}(r),  \tag{4}\\
& \frac{h_{\varphi}(r)+h_{\varphi o}(r)}{r}+h_{\varphi}^{\prime}(r)+h_{\varphi o}^{\prime}(r)+\frac{h_{r}(r)}{r} \alpha=j_{z}(r)+J_{o} . \tag{5}
\end{align*}
$$

In this case, equation (5) splits into the following two equations:

$$
\begin{align*}
& \frac{h_{\varphi}(r)}{r}+h_{\varphi}^{\prime}(r)+\frac{h_{r}(r)}{r} \alpha=j_{z}(r),  \tag{6}\\
& \frac{h_{\varphi o}(r)}{r}+h_{\varphi o}^{\prime}(r)=J_{o} . \tag{7}
\end{align*}
$$

From (7) we find:

$$
\begin{equation*}
h_{\varphi o}(r)=J_{o} r / 2 . \tag{7a}
\end{equation*}
$$

From (3) we find:

$$
\begin{align*}
h_{\varphi}(r) & =\frac{1}{\chi}\left(-j_{r}(r)+\frac{h_{z}(r)}{r} \alpha\right)  \tag{8}\\
h_{\varphi}^{\prime}(r) & =\frac{1}{\chi}\left(-j_{r}^{\prime}(r)+\frac{h_{z}^{\prime}(r)}{r} \alpha-\frac{h_{z}(r)}{r^{2}} \alpha\right)  \tag{9}\\
h_{z}(r) & =-\frac{r}{\alpha}\left(-\chi h_{\varphi}(r)-j_{r}(r)\right)  \tag{10}\\
h_{z}^{\prime}(r) & =-\frac{1}{\alpha}\left(\left(-\chi h_{\varphi}(r)-j_{r}(r)\right)+r\left(-\chi h_{\varphi}^{\prime}(r)-j_{r}^{\prime}(r)\right)\right) \tag{12}
\end{align*}
$$

From (4) we find:

$$
\begin{align*}
& h_{r}(r)=\frac{1}{\chi}\left(h_{z}^{\prime}(r)+j_{\varphi}(r)\right)  \tag{13}\\
& h_{r}^{\prime}(r)=\frac{1}{\chi}\left(h_{z}^{\prime \prime}(r)+j_{\varphi}^{\prime}(r)\right) \tag{14}
\end{align*}
$$

Substituting (8-13) in (6), we find:

$$
\begin{gathered}
\frac{1}{\chi r}\left(-j_{r}(r)+\frac{h_{z}(r)}{r} \alpha\right)+\frac{1}{\chi}\left(-j_{r}^{\prime}(r)+\frac{h_{z}^{\prime}(r)}{r} \alpha-\frac{h_{z}(r)}{r^{2}} \alpha\right)- \\
-\frac{1}{\chi}\left(h_{z}^{\prime}(r)+j_{\varphi}(r)\right) \frac{\alpha}{r}=j_{z}(r)
\end{gathered}
$$

or

$$
\frac{1}{\chi r}\left(j_{r}(r)\right)+\frac{1}{\chi}\left(j_{r}^{\prime}(r)\right)-\frac{1}{\chi}\left(j_{\varphi}(r)\right) \frac{\alpha}{r}=j_{z}(r)
$$

or

$$
\begin{equation*}
\frac{1}{r} j_{r}(r)+j_{r}^{\prime}(r)-\frac{\alpha}{r} j_{\varphi}(r)-\chi j_{z}(r)=0 \tag{15}
\end{equation*}
$$

This equation coincides with (3.10), i.e. equation (6) is a consequence of equations $(3,4)$ and can be excluded from the original system of equations.

Now we substitute ( $13,14,8$ ) in (2):

$$
\begin{aligned}
& \frac{1}{\chi r}\left(h_{z}^{\prime}(r)+j_{\varphi}(r)\right)+\frac{1}{\chi}\left(h_{z}^{\prime \prime}(r)+j_{\varphi}^{\prime}(r)\right)- \\
& \quad-\frac{\alpha}{\chi r}\left(-j_{r}(r)+\frac{h_{z}(r)}{r} \alpha\right)+\chi h_{z}(r)=0
\end{aligned}
$$

or

$$
\begin{aligned}
& \frac{1}{r}\left(h_{z}^{\prime}(r)+j_{\varphi}(r)\right)+\left(h_{z}^{\prime \prime}(r)+j_{\varphi}^{\prime}(r)\right)- \\
& \quad-\frac{\alpha}{r}\left(-j_{r}(r)+\frac{h_{z}(r)}{r} \alpha\right)+\chi^{2} h_{z}(r)=0,
\end{aligned}
$$

or

$$
\begin{equation*}
-h_{z}^{\prime \prime}(r)-\frac{1}{r} h_{z}^{\prime}(r)+h_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=L(r) \tag{16}
\end{equation*}
$$

where the function is known

$$
\begin{equation*}
L(r)=-\frac{1}{r} j_{\varphi}(r)-j_{\varphi}^{\prime}(r)-\frac{\alpha}{r} j_{r}(r) \tag{17}
\end{equation*}
$$

But it coincides with equation (8) from Appendix 1, i.e. $L(r)=0$. In this case, equation (16) takes the form of the equation

$$
\begin{equation*}
h_{z}^{\prime \prime}(r)+\frac{1}{r} h_{z}^{\prime}(r)-h_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0 \tag{18}
\end{equation*}
$$

This function is the same as $j_{z}(r)$ - see Appendix 1.
For a known function $h_{z}(r)$, functions $(8,13)$ can be found. Thus, the system of equations (2-5) has a solution in the form ( $7,8,13,18$ ).

## Appendix 3

Let's find the solution of Maxwell's equations for the area outside the wire. To do this, consider again equations (2.11-2.14), exclude the functions $j(r)$ from them and renumber them:

$$
\begin{align*}
& \frac{h_{r}(r)}{r}+h_{r}^{\prime}(r)-\frac{h_{\varphi}(r)}{r} \alpha+\chi h_{z}(r)=0  \tag{2}\\
& \frac{h_{z}(r)}{r} \alpha-\chi h_{\varphi}(r)=0  \tag{3}\\
& h_{r}(r) \chi-h_{z}^{\prime}(r)=0  \tag{4}\\
& \frac{h_{\varphi}(r)}{r}+h_{\varphi}^{\prime}(r)+\frac{h_{r}(r)}{r} \alpha=0 \tag{5}
\end{align*}
$$

Here

$$
\begin{equation*}
r \geq R \tag{6}
\end{equation*}
$$

where R is the radius of the wire. Obviously, the solution of these equations will coincide with the solution of equation (2.11-2.14), obtained in Appendix 2 with zero functions $j(r)$, i.e. will look like:

$$
\begin{align*}
& h_{z}^{\prime \prime}(r)+h_{z}^{\prime}(r)-h_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0  \tag{7}\\
& h_{\varphi}(r)=\frac{\alpha}{\chi} \frac{h_{z}(r)}{r}  \tag{8}\\
& h_{r}(r)=\frac{1}{\chi} h_{z}^{\prime}(r) \tag{9}
\end{align*}
$$

## Appendix 4

The solution of Maxwell's equations for currents inside the wire is obtained in Appendix 1 and has the form:

$$
\begin{align*}
& j_{z}^{\prime \prime}(r)+j_{z}^{\prime}(r) \frac{1}{r}-j_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0  \tag{1}\\
& j_{\phi}(r)=\frac{\alpha}{\chi} \cdot \frac{j_{z}(r)}{r}  \tag{2}\\
& j_{r}(r)=\frac{1}{\chi} \cdot j_{z}^{\prime}(r) \tag{3}
\end{align*}
$$

Since electric tensions and currents are related by an equation of the form

$$
\begin{equation*}
E=\rho \cdot J \tag{4}
\end{equation*}
$$

where $\rho$ is the electrical resistance, there are electrical tensions in the wire, for which there are equations that coincide with (1-3) up to notation:

$$
\begin{align*}
& e_{z}^{\prime \prime}(r)+e_{z}^{\prime}(r) \frac{1}{r}-e_{z}(r)\left(\frac{\alpha^{2}}{r^{2}}+\chi^{2}\right)=0  \tag{5}\\
& e_{\phi}(r)=\frac{\alpha}{\chi} \cdot \frac{e_{z}(r)}{r}  \tag{6}\\
& e_{r}(r)=\frac{1}{\chi} \cdot e_{z}^{\prime}(r) \tag{7}
\end{align*}
$$

where

$$
\begin{equation*}
e=\rho \cdot j \tag{8}
\end{equation*}
$$

At the border of the wire at $r=R$, the electrical tension does not experience a jump. Therefore, the same equations describe the electric strength of the wire, which is observed outside the wire at $r>R$.

# Chapter 6. Single-Wire Energy Emission and Transmission 
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## 1. Wire Emission

Once again (as in Chapter 2) we deal with an AC low-resistance wire. It incurs radiation loss, though loses no heat. Emission comes from the side surface of the wire. Vector of emission energy flux density is directed along the wire radius and has the value of Sr , see in expressions (2.4.4)-(2.4.6) in Chapter 2. So,

$$
\begin{equation*}
\left.\overline{S_{r}}=\eta \iint_{r, \varphi} \int_{r} \cdot s i^{2}\right] d r \cdot d \varphi, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{r}=\left(e_{\varphi} h_{z}-e_{z} h_{\varphi}\right) \tag{2}
\end{equation*}
$$

or, with regard to the formulas listed in Table 1 of Chapter 2,

$$
\begin{equation*}
s_{r}=-e_{z}(R) h_{\varphi}(R)=-\frac{2 \chi R}{\alpha} \sqrt{\frac{\varepsilon}{\mu}} e_{\varphi}^{2}(R)=-\frac{2 A^{2} \chi R}{\alpha} \sqrt{\frac{\varepsilon}{\mu}} R^{2 \alpha-2}, \tag{3}
\end{equation*}
$$

where $R$ denotes the wire radius.
In addition, consider the following formula (see (32) in Appendix 1 of Chapter 2):

$$
\begin{equation*}
\chi= \pm \frac{\omega}{c} \sqrt{\varepsilon \mu} \text { or } \chi=\operatorname{sign}(\chi) \cdot \frac{\omega}{c} \sqrt{\varepsilon \mu} \text {, where } \operatorname{sign}(\chi)= \pm 1 . \tag{4}
\end{equation*}
$$

Thus, we obtain:

$$
\begin{equation*}
s_{r}=-\operatorname{sign}(\chi) \cdot \frac{2 A^{2} \omega \varepsilon}{\alpha c} R^{2 \alpha-1} \tag{5}
\end{equation*}
$$

Using formulae (1) and (5), we obtain:

$$
\overline{S_{r}}=-\operatorname{sign}(\chi) \cdot \frac{2 A^{2} \omega \varepsilon}{\alpha c} R^{2 \alpha-1} \eta \int_{\varphi} s i^{2} d \varphi=-\operatorname{sign}(\chi) \cdot \frac{2 A^{2} \omega \varepsilon}{\alpha c} R^{2 \alpha-1} \eta \pi .
$$

With expression (1.4.2), we finally obtain:

$$
\begin{equation*}
\overline{S_{r}}=-\operatorname{sign}(\chi) \cdot \frac{A^{2} \omega \varepsilon}{2 \alpha} R^{2 \alpha-1} \tag{6}
\end{equation*}
$$

Obviously, this parameter must have a positive sign because emission does exist. By the way, this fact disproves the well-known theory of the energy flux propagating beyond the wire and entering it from the outside.

As parameter (6) has a positive sign, the following condition can be written down:

$$
\begin{equation*}
-\operatorname{sign}(\chi) \cdot \operatorname{sign}(\alpha)=1 \tag{7}
\end{equation*}
$$

must assert, i.e. the values of $\chi, \cdot \alpha$ must possess the opposite signs. In this connection, further we will exploit the following formula:

$$
\begin{equation*}
\overline{S_{r}}=\frac{A^{2} \omega \varepsilon}{2|\alpha|} R^{2 \alpha-1} \tag{8}
\end{equation*}
$$

This formula calculates the amount of energy flux emitted by the wire of unit length. Correlate this formula with (2.4.15) for the density of energy flux flowing along the wire:

$$
\begin{equation*}
\overline{S_{z}}=\frac{A^{2} c \sqrt{\varepsilon / \mu}(1-\cos (4 \alpha \pi))}{8 \pi \alpha(2 \alpha-1)} R^{2 \alpha-1} . \tag{9}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\zeta=\frac{\overline{S_{r}}}{\overline{S_{z}}}=\frac{4 \pi(2 \alpha-1) \omega \sqrt{\varepsilon \mu}}{c \cdot(1-\cos (4 \alpha \pi))} \tag{10}
\end{equation*}
$$

So, the wire emits a portion of the following longitudinal energy flux:

$$
\begin{equation*}
\overline{S_{r}}=\zeta \cdot \overline{S_{z}} . \tag{11}
\end{equation*}
$$

Let the energy flux be $\overline{S_{z o}}$ at the beginning of the wire. The energy flux emitted by the wire along the length $L$ can be obtained from the following formula:

$$
\begin{equation*}
\overline{S_{r L}}=\overline{S_{z o}}(1-\zeta)^{L} . \tag{12}
\end{equation*}
$$

The energy flux remaining in the wire is

$$
\begin{equation*}
\overline{S_{z L}}=\overline{S_{z o}}-\overline{S_{r L}}=\overline{S_{z o}}\left(1-(1-\zeta)^{L}\right) \tag{13}
\end{equation*}
$$

With formula (13), we can calculate the length $\beta$ of the wire, on which the flux remains, namely

$$
\begin{equation*}
\overline{S_{z L}}=\beta \cdot \overline{S_{z o}} . \tag{14}
\end{equation*}
$$

This length can be expressed as follows:

$$
\beta=\left(1-(1-\zeta)^{L}\right)
$$

i.e.

$$
\begin{equation*}
L=\ln (1-\beta) / \ln (1-\zeta) \tag{15}
\end{equation*}
$$

Example 1. With $\alpha=1.2, \varepsilon=1, \mu=1$, we obtain $\zeta \approx 10 \omega / c$. If $\omega=3 \times 10^{3}$ so will $\zeta \approx 3 \times 10 \times 10^{3} / 3 \times 10^{10}=10^{-6}$. The length of the wire, at the end of which there is only $1 \%$ of the initial flux is equal to

$$
L=\ln (1-0.01) / \ln (1-\zeta) \approx 9950 \mathrm{~cm} .
$$

## 2. Single-Wire Transmission of Energy

There is a series of experiments that undoubtedly show the transmission of energy along a single wire.

1. Work [29] analyses a transmitting antenna of long wire type that finds its use in amateur short-wave communication. The author [29] says that the antenna has "an adequate circular pattern that allows the communication to be established almost in all directions", whereas in the direction of wire axis "a considerable amplification develops and grows as the antenna length increases... As the length of the antenna increases, the main lobe of the pattern tends to approach the antenna axis as close as possible. In the process, emission directed towards the main lobe gets stronger". Both from the fact that the long wire emits in all directions and from the previous part it follows that the energy flux flows along the wire. It is significant that energy flux exists without any external electrical voltage at the wire tips.


Рис. 1.
2. S.V. Avramenko's experiment is also well-known concerning transmission of electrical energy in the single-wire, also named Avramenko's fork. This experiment was first described in [30] and then
in [31], see in Figure 1. It is reported in [30] that the experimental arrangement (Figure 1) included generator 2 up to 100 kWt of power to generate 8 kHz voltage that went to Tesla's transformer. One tip of the secondary winding was loose, while the other end connected Avramenko's fork. Avramenko's fork was a closed circuit that included two series diodes 3 and 4 , whose common point was connected to wire 1, and a load with capacitor 5 connected in parallel to it. Several incandescent lamps creating resistance 6 (alternative 1) or discharger (alternative 2) formed the load. Open circuit allowed Avramenko to transmit about 1300 Wt of power between the generator and the load. Electrical bulbs glowed brightly. Wire current was very weak, and a thin tungsten wire in line 1 did not even run hot. That was the main reason why the findings of the Avramenko's experiment were difficult to explain.

On the one hand, the structure offers quite an attractive method of electrical energy transmission, whereas, on the other hand, it apparently violates laws of electrical engineering. Since then, many authors experimented with that structure and offered theories to explain phenomena observed [32, 33, 34]. However, no theory has been universally accepted. Here the energy flux also exists without any external electrical voltage at the wire tips.
3. A Laser beam should also be included in this list. Laser obviously directs energy flux into the laser beam. The energy, that may be rather considerable, incurs almost no loss when transmitted along the laser beam and, on its exit, is converted into the heat energy.
4. There are also the known experiments by Kosinov [35] that showed the glowing of the burned incandescent lamps. It was reported that "incandescent lamps burned most often in more than two places: not only spirals but also current-incoming conductors inside the lamp. With the first circuit breake took place, over some time lamps light was even brigbter than one produced before burning. The lamps kept glowing until burning of the next portion of the circuit. In this experiment, inner circuit of one lamp burned in as many as four places! Spiral burned in two places, as well as both lead electrodes in the lamp. The lamp went off no sooner than the fourth leg of the circuit burned, i.e. the electrode where the spiral is attached'. Here, too, energy flux exists with no external electrical voltage at the wire tips. It is significant that burned lamp consumes even more power sufficient to burn the next leg of the spiral.
5. There is an experiment known for charging a capacitor through the Avramenko's plug [66]. In this experiment, the circuit diagram shown in Figure 1 above is used but there is no resistor 6. The author of the experiment notes that the capacitor is charged from zero through the Avramenko's plug slowly ( 3 volts per 2 hours) but faster than without this plug (charge without plug is the charge of the capacitor together with the capacitance between the ground and one of the capacitor plates). Increasing the length of the wire up to 30 m does not affect the result. This experiment indicates that the direct current of the charge flows along the single wire.

Consideration of equation for the electromagnetic wave in the wire cannot reveal physical nature of the wave existence: any component of the strength, current, and density of energy flux can be seen as an exposure governing all the rest. The longitudinal electrical strength is accepted to be such an exposure. The facts reported earlier testify possible exceptions, e.g. when exposure is an energy flux at the wire inlet. In $[19,17]$, it is shown that the energy flux can be viewed as the fourth electromagnetic induction.

Thus, the inlet energy flux propagates along the wire and (almost with no loss, see pp. 2, 3, 4 above) reaches its distant end. The current can propagate alongside with the energy flux. Yet, this correlation does not need to be (see pp. 2, 3 above). It is significant that the output energy flux can be rather considerable and make a part of the load. The lack of energy flux -to-current correlation was approached and explained in Section 2.5.

## 3. Experiments Review

Return to the "long-wire" antenna. It emits in all directions. As is obvious from Section 1, the emitted energy flux $\overline{S_{r}}$ makes a part of the longitudinal energy flux $\overline{S_{z}}$, see expression (1.11). Their coefficient of proportionality $\zeta$ depends, in its turn, on the frequency $\omega$, see Example 1. Because of this, any reduction of the frequency $\omega$ drops emission of the energy flux $\overline{S_{r}}$.

Section 2.5 has considered the correlated currents and energy fluxes in the wire. It showed that, generally, the currents and energy fluxes inside the wire exist as "jets" of opposite direction. This fits with the existence of active and re-active energy fluxes.


Fig. 2.
Formation of such "jets" may be assumed in the "long wire". If the long wire emits all the incoming energy, then one of the fluxes (active power flux) prevails, and the generator wastes its energy to support it. If the long wire does NOT emit, the energy flux flowing in one direction returns the opposite way, the generator SAVES the energy (re-active power flux circulates) and no current forms in the wire. Clearly, there are some intermediate cases when the long wire emits only a part of the energy it receives.

With some combinations of parameters, the total currents in opposing jets have to be equal in the absolute values and simultaneously this statement must be true for the total energy fluxes of opposing jets. For the sake of reader's convenience, Figure 9 from Section 4 is replicated above in Figure 2. It shows the functions of the opposing jets:

Splus is the energy flux jet directed from the energy source;
Sminus is the energy flux jet directed to the energy flux;
For the illustration, the functions' plots are shown with the opposite signs. They obey the following relationships between the integrals of sectional area, Q , of the wire:

$$
\begin{aligned}
& \int_{Q} S \text { plus } \cdot d Q=-\int_{Q} S \text { minus } \cdot d Q \\
& \int_{Q} J \text { plus } \cdot d Q=-\int_{Q} J \text { minus } \cdot d Q .
\end{aligned}
$$

As follows from the aforementioned experiments, the currents and jets can complete at the broken wire. This is shown in Figure 3, where 1
stands for the wire, 2 stands for the direct "jet", 3 denotes the reverse "jet", and 4 denotes the closing circuit. In this case, there arises the question of the nature of electromotive force that makes the current to overcome the spark gap. References [19] and [17] show that the energy flux can be viewed as the fourth electromagnetic induction.


Fig. 3.
The prominent experiments by Kosinov [35] evidently prove the hypothesis offered: the arch formed at the broken spiral has to have a beginning and an end. Electromotive force should be applied between them. When expanding the arch reaches the next leg of the spiral, this leg together with the connecting arch join the long line, etc. Kosinov observed as many as eight such legs.

Avramenko's fork is a circuit that includes two series diodes and a load that is shown in Figure 1. The circuit forms the arch shown in Figure 3. An air gap of discharger 7 can serve as a load, an equivalent of the arch from Kosinov's experiments. Resistor 6 representing the energy receiver in the single-wire energy transmission system can also serve as a load. Wire 1 of this structure can be identified with the long wire. In this case (at low frequency of 8 kHz ) wire 1 does not emit. Consequently, it carries two opposing energy fluxes but no current.

This means that the single-wire energy transmission follows from Maxwell's equations without any contradiction.

# Chapter 7. Solving Maxwell's Equations for a Capacitor in a DC Circuit. The Nature of the Potential Energy of a Capacitor 
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## 1. Introduction

It is shown below that in the capacitor, which is included in the DC circuit, there is an electromagnetic field and there are flows of electromagnetic energy. It has also been shown theoretically and experimentally that the flow of electromagnetic energy continues to circulate even after disconnecting from the DC voltage source. It remains even when the metal plates are removed, i.e. the capacitor's energy is stored in the capacitor dielectric even in the absence of charges. The energy that is contained in the capacitor and which is considered to be electrical potential energy is electromagnetic energy stored in the capacitor in the form of a stationary flow.

A charged capacitor always discharges in some resistance $R$, even if there is no shunt resistance. Even in a vacuum, the capacitor is discharged due to the fact that it emits energy, which can also be considered as the existence of some leakage resistance. In this case, an electromagnetic energy flux propagates along the capacitor and is equal to the power of thermal losses in the resistance R. Therefore, an electromagnetic field must exist in the capacitor, in which there are the longitudinal electrical strength and energy flows. Next, the solution of the Maxwell equations satisfying these conditions will be found.

When there is a flow of energy in a capacitor, the magnetic strengths must exist. In this case, Maxwell's equations for a charged capacitor in the system of the cylindrical coordinates $r, \varphi, z$ have the following form:

$$
\begin{align*}
& \frac{E_{r}}{r}+\frac{\partial E_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial E_{\phi}}{\partial \phi}+\frac{\partial E_{z}}{\partial z}=0  \tag{1}\\
& \frac{1}{r} \frac{\partial E_{z}}{\partial \varphi}-\frac{\partial E_{\varphi}}{\partial z}=0  \tag{2}\\
& \frac{\partial E_{r}}{\partial z}-\frac{\partial E_{z}}{\partial r}=0  \tag{3}\\
& \frac{E_{\varphi}}{r}+\frac{\partial \frac{E_{\varphi}}{\partial r}}{\partial r}-\frac{1}{r} \frac{\partial E_{r}}{\partial \varphi}=0  \tag{4}\\
& \frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\phi}}{\partial \phi}+\frac{\partial H_{z}}{\partial z}=0  \tag{5}\\
& \frac{1}{r} \frac{\partial H_{z}}{\partial \varphi}-\frac{\partial H_{\varphi}}{\partial z}=0  \tag{6}\\
& \frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=0  \tag{7}\\
& \frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}-\frac{1}{r} \frac{\partial H_{r}}{\partial \varphi}=0 \tag{8}
\end{align*}
$$

We will look for some unknown functions in the following forms:

$$
\begin{align*}
& H_{r .}=h_{r}(r) c o,  \tag{9}\\
& H_{\phi}=h_{\phi}(r) s i,  \tag{10}\\
& H_{z}=h_{z}(r) s i,  \tag{11}\\
& E_{r}=e_{r}(r) s i,  \tag{12}\\
& E_{\phi}=e_{\phi}(r) c o,  \tag{13}\\
& E_{z}=e_{z}(r) c o, \tag{14}
\end{align*}
$$

where $h(r), e(r)$ are some functions of the coordinate $r$ and there are

$$
\begin{align*}
& c o=\cos (\alpha \phi+\chi z)  \tag{15}\\
& s i=\sin (\alpha \phi+\chi z) \tag{16}
\end{align*}
$$

where, in turn, $\propto, \chi$ are some constants.

## 2. Energy flows

Also, as in Chapter 1, the energy flux densities by the coordinates are determined by the following formula:

$$
S=\left[\begin{array}{l}
S_{r}  \tag{1}\\
S_{\varphi} \\
S_{z}
\end{array}\right]=\eta(E \times H)=\eta\left[\begin{array}{c}
E_{\varphi} H_{z}-E_{z} H_{\varphi} \\
E_{z} H_{r}-E_{r} H_{z} \\
E_{r} H_{\varphi}-E_{\varphi} H_{r}
\end{array}\right]
$$

or, taking into account the previous formulas,

$$
\begin{align*}
& S_{r}=\eta\left(e_{\varphi} h_{z}-e_{z} h_{\varphi}\right) \mathrm{co} \cdot \mathrm{si}  \tag{2}\\
& S_{\varphi}=\eta\left(e_{z} h_{r} \operatorname{co}^{2}-e_{r} h_{z} \mathrm{si}^{2}\right)  \tag{3}\\
& S_{z}=\eta\left(e_{r} h_{\varphi} \mathrm{si}^{2}-e_{\varphi} h_{r} \mathrm{co}^{2}\right) \tag{4}
\end{align*}
$$

where $\eta=c / 4 \pi$ in the GHS system and $\eta=1$ in the SI system.
It will be shown below that these energy flux densities satisfy the energy conservation law, if

$$
\begin{align*}
& h_{r}=k e_{r}  \tag{5}\\
& h_{\varphi}=-k e_{\varphi}  \tag{6}\\
& h_{z}=-k e_{z} \tag{7}
\end{align*}
$$

Here, as in Chapter 2a for the capacitor in the AC circuit, the reader can also employ the following parameter:

$$
\begin{equation*}
k=\sqrt{\frac{\varepsilon}{\mu^{\prime}}} \tag{7a}
\end{equation*}
$$

because this coefficient is frequency independent, see in formula (5.3a) in Chapter 2a. It follows from expressions (2), (6), and (7) that

$$
\begin{equation*}
S_{r}=\eta\left(-e_{\varphi} k e_{z}+k e_{z} e_{\varphi}\right) \text { co } \cdot \text { si }=0 \tag{8}
\end{equation*}
$$

i.e. there is no radial energy flow but there is a standing wave on the radii. It also follows from formulae (3), (5), and (7) that

$$
\begin{equation*}
S_{\varphi}=\eta\left(e_{z} k e_{r} \mathrm{co}^{2}+k e_{r} e_{z} \mathrm{si}^{2}\right)=\eta k e_{r} e_{z} \tag{9}
\end{equation*}
$$

i.e. the energy flux density along the circumference at a given radius does not depend on time and the other coordinates. It also follows from (5)(7) that

$$
\begin{equation*}
S_{z}=\eta e_{r} h_{\varphi}\left(\mathrm{si}^{2}+\mathrm{co}^{2}\right)=\eta k e_{r} e_{\varphi} \tag{10}
\end{equation*}
$$

i.e. the energy flux density along the vertical for a given radius is independent of time and the other coordinates. These statements were the purpose of assumptions (5)-(7).

The energy flow propagating along the z -axis through the crosssection of the capacitor is

$$
\begin{equation*}
\overrightarrow{S_{z}}=\iint_{r, \varphi}\left(S_{z} d r d \varphi\right)=\iint_{r, \varphi}\left(\eta k e_{r} e_{\varphi} d r d \varphi\right)=2 \pi \eta k \int_{0}^{R}\left(e_{r} e_{\varphi} d r\right) \cdot \tag{11}
\end{equation*}
$$

So, in the charged capacitor

1. There is no radial flow of energy.
2. The flow of energy along the axis of the capacitor is equal to the active power consumed when charging or discharging the capacitor. 3. There is a flow of energy around the circumference.

Consequently, in a charged capacitor there is a stationary flow of electromagnetic energy. Also, namely the energy contained in the capacitor and generally considered as an electrical potential energy represents electromagnetic energy stored in the capacitor in the form of the stationary flow. Namely in this flow the electromagnetic energy stored in the capacitor circulates. Consequently, the energy contained in the capacitor and commonly thought of the electric potential energy is electromagnetic energy stored in the capacitor as the stationary flow.

The known experiment of Revyakin [122], in which the question of the location of the charge in a capacitor is investigated. To carry out the experiments, an installation was made of two capacitors, between which the dielectric moves. As a result, in one capacitor the dielectric is charged with energy from a high-voltage source, and this energy is extracted from the other capacitor - the capacitor is discharged through the spark gap. The author of the experiment explains this phenomenon by charge transfer in a dielectric. This is not surprising: the question of where the charge is stored is still being debated. Until now, similar, but much less effective experiments have been explained by the fact that a moisture film is always retained on the surface of the dielectric after removing the metal plate and retaining the charge [123]. This explanation does not seem convincing, since there is no explanation for how this film manages to form and how the water manages to charge.

So, Revyakin's experiment is indisputable proof that the energy of a capacitor is stored in the dielectric of a capacitor in the absence of charges.

## 3. Strengths

Equations (1.1)-(1.16) and (2.5)-(2.7) can be rewritten as follows:

$$
\begin{align*}
& \frac{e_{r}}{r}+\dot{e}_{r}-\frac{e_{\varphi}}{r} \alpha-\chi e_{z}=0  \tag{1}\\
& -\frac{e_{z}}{r} \alpha+e_{\varphi} \chi=0  \tag{2}\\
& -\dot{e}_{z}+e_{r} \chi=0  \tag{3}\\
& \frac{e_{\varphi}}{r}+\dot{e}_{\varphi}-\frac{e_{r}}{r} \alpha=0  \tag{4}\\
& k \frac{e_{r}}{r}+k \dot{e}_{r}-k \frac{e_{\varphi}}{r} \alpha-k \chi e_{z}=0  \tag{5}\\
& -k \frac{e_{z}}{r} \alpha+k e_{\varphi} \chi=0  \tag{6}\\
& k \dot{e}_{z}-k e_{r} \chi=0 \tag{7}
\end{align*}
$$

$$
\begin{equation*}
-k \frac{e_{\varphi}}{r}-k \dot{e}_{\varphi}+k \frac{e_{r}}{r} \alpha=0 \tag{8}
\end{equation*}
$$

It can be seen that equations (1)-(4) and equations (5)-(8) coincide. Therefore, it suffices to resolve only equations (1)-(4). After substituting $e_{\varphi}$ from (2) and $e_{r}$ from (3) into (1), we find:

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r}-e_{z} \chi^{2}-\frac{e_{z}}{r^{2}} \alpha^{2}=0 \tag{9}
\end{equation*}
$$

This equation is a modified Bessel equation and its solution $e_{Z}$ is considered in Appendix 2. The function $\dot{e}_{z}$. is also considered there.

If $e_{z}, \dot{e}_{z}$ are known, $e_{r}, e_{\varphi}$ can be found by (2) and (3). Adding (2) to (3), we find:

$$
\begin{equation*}
-\frac{e_{z}}{r} \alpha-\dot{e}_{z}+\left(e_{\varphi}+e_{r}\right) \chi=0 \tag{10}
\end{equation*}
$$

Subtracting (3) from (2), we find:

$$
\begin{equation*}
-\frac{e_{z}}{r} \alpha+\dot{e}_{z}+\left(e_{\varphi}-e_{r}\right) \chi=0 \tag{11}
\end{equation*}
$$

Adding (10) to (11) and subtracting (10) from (11), one finds that

$$
\begin{align*}
& e_{\varphi}=\frac{e_{z}}{r} \frac{\alpha}{\chi}  \tag{12}\\
& e_{r}=\frac{e_{z}}{\chi} \tag{13}
\end{align*}
$$

Equations (9), (12), (13), (2.5)-(2.7) define the functions and these functions $h(r), e(r)$ together with the constants $\propto, \chi, k$ determine the electric and magnetic strengths (1.9)-(1.14).

It follows that in the charged capacitor there are the electrical and magnetic strengths. Therefore, it can be argued that there is an electromagnetic field in the charged capacitor and the mathematical description of this field is a solution to Maxwell's equations.

Some experiments on the detection of the magnetic field between the plates of the charged capacitor using a compass $[49,50]$ are known. In accordance with the above, only the location of the compass needle perpendicular to the radius of the circular capacitor should be observed in the circular capacitor. In these experiments, the observed deviation of the arrow from the axis of the capacitor can be explained by the nonuniformity of the charge distribution over the square plate.

## Example 1.

Figure 1 shows the functions $e_{r}, e_{\varphi}, e_{z}, S_{r}, S_{\varphi}, S_{z}$ with $\eta=$ $1, k=0.001, \propto=3, \chi=1, A=-2 \times 10^{4}, R=0.1$. Figure 2 shows the same functions, where $\propto=\mathbf{0}$ unlike the previous one. It is seen that
in this case there is no energy flow along the axis of the capacitor. However, the flow of energy around the circle is always present.


## 4. Energy

The energy density on a circle with the radius $r$ in the disk capacitor is determined by formula (4.2) in Chapter 2a as follows:

$$
\begin{equation*}
W_{r}=\varsigma \cdot(\varepsilon+k \mu)\left(\left(e_{r} s i\right)^{2}+\left(e_{\varphi} c o\right)^{2}+\left(e_{z} c o\right)^{2}\right) . \tag{1}
\end{equation*}
$$

where $\varsigma=\frac{1}{8 \pi}$ in the CGS system and $\varsigma=1$ in the SI system. Taking into account formula (2.7a), from (1) we obtain:

$$
\begin{equation*}
W_{r}=\varsigma \cdot(\varepsilon+\sqrt{\varepsilon \mu})\left(\left(e_{r} s i\right)^{2}+\left(e_{\varphi} c o\right)^{2}+\left(e_{z} c o\right)^{2}\right) . \tag{2}
\end{equation*}
$$

Thus, the energy density of an electromagnetic wave in a capacitor is the same at all points of a cylinder of a given radius.

The total energy of the capacitor with the external radius R is:

$$
\begin{equation*}
W=\int_{0}^{R} W_{r} d r \tag{3}
\end{equation*}
$$

On the other hand, the energy of the capacitor depends on the capacitance $C$ and the voltage $U$ on it as follows:

$$
\begin{equation*}
W=\frac{C U^{2}}{2} \tag{4}
\end{equation*}
$$

## 5. Ring capacitor

We now consider the ring capacitor, in which the plates are not disks but rings, and the width of the ring is such that the second derivative of $e_{z}$ with respect to $r$ can be neglected: $\ddot{e}_{z}=0$. Then equation (3.9) takes the following form:

$$
\begin{equation*}
\frac{\dot{e}_{Z}}{r}-e_{z} \chi^{2}-\frac{e_{z}}{r^{2}} \alpha^{2}=0 \tag{1}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{e}_{z}=e_{z}\left(\chi^{2} r+\alpha^{2} / r\right) \tag{2}
\end{equation*}
$$

## Example 1.

Figure 3 shows the functions $e_{r}, e_{\varphi}, e_{z}, S_{r}, S_{\varphi}, S_{z}$ with $\eta=1, k=$ $0.001, \propto=3, \chi=1, e_{z}=2 \times 10^{4}, R_{1}=0.1, R_{2}=0.11$. Figure 4 shows the same functions, where $\propto=0$ unlike the previous one. It is seen that in this case there is no energy flow along the axis of the capacitor. However, the flow of energy around the circle is always present.


Fig. 3. (ConderLK.m)


Fig. 4. (ConderLK.m)

Known electric motor of high voltage, which is a high-voltage air capacitor [131]. In it, one plate is made in the form of a wire, and the second is in the form of a strip of foil - see Fig. 3. At a high voltage between the plates, an ionic wind appears, which allows us to consider this device as a constantly discharging capacitor. The device takes off. This effect was initially explained by the action of the ion current and ion wind. Closer measurements show that the ionic wind generates about $60 \%$ of the lift. The source of $40 \%$ of the lift has not been identified. The authors argue that the lift also occurs in vacuum (where there is no ionic wind).

As a first approximation, this capacitor can be considered as a ring capacitor. Then it can be argued that in this device there is a constant flow of electromagnetic energy along the perimeter of the capacitor. With a constant discharge, there is also a vertical flow of electromagnetic energy. Such phenomena can be the reason for the appearance of lift.


Fig. 3

## 6. Discharge capacitor

As before, in Chapters 1 and 5 we consider the velocity of the energy. The concept of Umov [81] is generally accepted, according to which the energy flux density is the product of energy density $s$ and energy velocity $v_{e}$ :

$$
\begin{equation*}
s=w \cdot v_{e} \tag{6}
\end{equation*}
$$

The capacitor energy is

$$
\begin{equation*}
\mathrm{W}_{e}=\frac{C U^{2}}{2} \tag{7}
\end{equation*}
$$

and the energy density is

$$
\begin{equation*}
\mathrm{w}_{\mathrm{e}}=\frac{\mathrm{W}_{e}}{b d} . \tag{8}
\end{equation*}
$$

where $U, b, d$ are the voltage on the capacitor, the area of the plates, and the thickness of the dielectric, respectively. As a result, the following capacity can be calculated:

$$
\begin{equation*}
C=\varepsilon \cdot b / d \tag{9}
\end{equation*}
$$

When the capacitor is discharged at the resistor $R$, the energy flow $S$ into the resistor is equal to the power $P$ released in the resistor, i.e.

$$
\begin{equation*}
S=P=U I=\frac{U^{2}}{R} . \tag{10}
\end{equation*}
$$

If the capacitor is connected to the load with the entire surface of the plates, then the energy flux density is

$$
\begin{equation*}
\mathrm{s}=\frac{S}{b}=\frac{U^{2}}{b R} \tag{11}
\end{equation*}
$$

and the source power is

$$
\begin{equation*}
P=s b . \tag{12}
\end{equation*}
$$

Then the speed of energy through the capacitor defined by (8) is

$$
\begin{equation*}
\mathrm{v}_{\varphi}=\frac{\mathrm{s}}{w_{\mathrm{e}}}=\frac{U^{2}}{b R} / \frac{\mathrm{W}_{e}}{b d}=\frac{U^{2}}{b R} / \frac{C U^{2}}{2 b d}=\frac{2 d}{C R} . \tag{13}
\end{equation*}
$$

or, subject to (9),

$$
\begin{equation*}
v_{\varphi}=\frac{2 d^{2}}{\varepsilon b R^{\prime}} \tag{14}
\end{equation*}
$$

i.e. this speed does not depend on voltage! It may have a value substantially less than the speed of light.

We also find the constant A included in the definition of the function $e_{z}$ according to (app. 1.3). The above formula (2.11) is obtained for calculating the energy flux along the axis of the capacitor. From (2.11) and (10) we obtain:

$$
\begin{equation*}
P=2 \pi \eta k \int_{0}^{R}\left(e_{r} e_{\varphi} d r\right) \tag{15}
\end{equation*}
$$

The functions $e_{r}, e_{\varphi}$ depend on the constant A because they are determined as the functions depending on the function $e_{z}$. Therefore, one can write:

$$
\begin{equation*}
e_{r}=\mathrm{A} \overline{\bar{e}}_{r}, e_{\varphi}=\mathrm{A} \overline{\bar{e}}_{\varphi} \tag{16}
\end{equation*}
$$

From (15), (16), and (2.7a) we find:

$$
\begin{equation*}
\mathrm{P}=2 \pi \eta A^{2} \sqrt{\frac{\varepsilon}{\mu}} \int_{0}^{R}\left(\overline{\bar{e}}_{r} \overline{\bar{e}}_{\varphi} d r\right) \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
A=\sqrt{\mathrm{P} /\left(2 \pi \eta \sqrt{\frac{\varepsilon}{\mu}} \int_{0}^{R}\left(\overline{\bar{e}}_{r} \overline{\bar{e}}_{\varphi} d r\right)\right)} \tag{18}
\end{equation*}
$$

Now compare formulas (10) and (17) and get:

$$
\begin{equation*}
\frac{U^{2}}{R}=2 \pi \eta A^{2} \sqrt{\frac{\varepsilon}{\mu}} \int_{0}^{R}\left(\overline{\bar{e}}_{r} \overline{\bar{e}}_{\varphi} d r\right) \tag{19}
\end{equation*}
$$

or

$$
\begin{equation*}
R=\frac{U}{A} \sqrt{1 /\left(2 \pi \eta \sqrt{\frac{\varepsilon}{\mu}} \int_{0}^{R}\left(\overline{\bar{e}}_{r} \overline{\bar{e}}_{\varphi} d r\right)\right)} \tag{20}
\end{equation*}
$$

If the capacitor is charged, then U is known and A exists (simply because there are the strengths $e_{r}, e_{\varphi}, e_{z}$ ). This fact also occurs when the capacitor is not connected to a real resistor. Therefore, even in the absence of the resistor, there always exists the resistance $R$, at which the capacitor is discharged. This is the "leakage resistance".

It follows that the "leakage resistance" exists in an ideal vacuum (where there is no substance). This means that a flow of energy passes through a capacitor placed in a vacuum. It closes in the vicinity of the capacitor between the plates. In this case, the energy of the capacitor is not consumed because the real resistance does not exist.

However, the flow of energy in air is wasted in the same way as in a wire and a capacitor in air is discharged.

## Appendix 1.

Consider the solution of the set of equations (3.1), (3.2), and (3.3) from Section 3. After substituting $e_{\varphi}$ from (3.2) and $e_{r}$ from (3.3) into (3.1), we find:

$$
\begin{equation*}
\ddot{e}_{z}+\frac{\dot{e}_{z}}{r}-e_{z} \chi^{2}-\frac{e_{z}}{r^{2}} \alpha^{2}=0 \tag{1}
\end{equation*}
$$

Now consider the solution of the set of equations (3.2), (3.3), and (3.4) of Section 3. After substituting $e_{\varphi}$ from (3.2) and $e_{r}$ from (3.3) into (3.4), we again find (1). Consequently, the solution of four equations (3.2)-(3.4) has the form of equation (1).

## Chapter 7a. Electrically conductive dielectric capacitor
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## 1. Introduction

Here (unlike Chapter 7) consider a capacitor with a conductive dielectric material.

## 2. Condenser charge by longitudinal magnetic field

Chapter 5d shows that in the wire that is in a nonuniform longitudinal magnetic field, the longitudinal direct current is created. Consequently, the constant current is also generated in the capacitor with the conductive dielectric material. This current charges the capacitor. In other words, the capacitor is charged in an external inhomogeneous magnetic field.


Fig. 1.

This phenomenon is detected experimentally. In [116], it is described the construction shown in Figure 1 that shows one of the options for the practical implementation of this phenomenon. Two insulating spacers 2 and metal foil 3 are placed in the inhomogeneous magnetic field of conductive magnets 1 . Magnets 1 and foil 3 act as electrodes A, B, and C. A constant potential difference arisen at the time of creation of this structure is fixed between electrodes AB and CB .


Fig. 2.
In [125], one experiment shown in Figure 2 is described, where the author of work [125] checks the voltage on several structures:

1) single disk neodymium magnet (NM)
2) several NM,
3) ferrite disk (FD),
4) ferrite disc magnet (FD-magnet),
5) a stack of blocks FD-magnets.

In these constructions, ferrite FD is a conductive dielectric material. He has noted that

1. in 1) there is no voltage
2. in 2)-4) there is a voltage
3. in 4) the voltage is greater than in 3 ),
4. in 5) the voltage is greater than in 4),
5. The voltage decreases with time but is restored in the next experiment.

## Example 1.

Consider a construction that differs from that shown in Figure 1 by the fact that electromagnets are used instead of permanent magnets, and the dielectric material is a ferromagnet. This is shown in Figure 3. It shows electromagnet 1 with winding 2 . In the gap of electromagnet 1 there is the capacitor with dielectrics 3 and plates 4 . From the previous, it follows that a voltage should appear on the capacitor located between the magnets.

This design can be considered as the transformer of the direct current J in winding 2 of electromagnet 1 to the constant voltage U on plates 4 of the capacitor. This voltage can be loaded on the external resistance R. In this case, the current source J transmits power to the resistance R .

Thus, the considered design is a power transformer of constant voltage (type 1).


Fig. 3.
Such a scheme operates as follows. At some point in time, the capacitor under the influence of magnets accumulates magnetic energy $W_{m}$ and charges up to voltage $U$, i.e. acquires electrical energy $W_{c}$. Next, the capacitor is discharged through its own internal resistance R. In this case, the voltage on the plates decreases. However, from the magnetic energy, it is again charged to the voltage $U$. Thus, this process can be considered as a constant discharge of the capacitor, the voltage on which is maintained by an external source of energy.

Formal relations are discussed in Appendix 1.

## 3. Condenser charge by circular magnetic field

Chapter 5d shows that the longitudinal constant current is created in the wire that is in the circular magnetic field. Consequently, the constant current is also generated in the capacitor with a conductive dielectric material. This current charges the capacitor. In other words, the capacitor is charged in an external circular magnetic field.

Thus, if the conductor with the constant current passes through the capacitor, the longitudinal strength arises in the capacitor.

## Example 2.

Consider the construction shown in Figure 4. This figure shows the capacitor with conductive dielectrics 1 and plates 2 . This capacitor has a hole, through which wire 3 passes. If the current $J$ passes through the wire, the circular magnetic field with the strength $H_{\varphi}$ is created in the capacitor. In accordance with the above, the longitudinal constant current (directed parallel to the current in the wire) is created in the conductive dielectrics. This current passes through the external resistance $R$.

Naturally, instead of the single wire, the reader can make a multiturn winding. This design can be considered as the transformer of the direct current J (in the specified wire) to the constant voltage U on the capacitor plates. This voltage can be loaded on the external resistance R. In this case, the current source transmits power to the resistance R.

Thus, the considered design is the power transformer of constant voltage (type 2).

Such a scheme operates as follows. At some point in time, the capacitor under the influence of the current $I$ accumulates the magnetic energy $W_{m}$ and charges up to the voltage $U$, i.e. acquires the electrical energy $W_{c}$. Next, the capacitor is discharged through its own internal resistance $R$. In this case, the voltage on the plates decreases. However, from the magnetic energy, it is again charged to the voltage $U$. Thus, this process can be considered as a constant discharge of the capacitor, the voltage on which is maintained by an external source of energy.

Formal relations are discussed in Appendix 1.
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## 4. The density of electrical energy

It is known that oxide-semiconductors and electrolytic capacitors have a very large specific capacity. The electrolyte or semiconductor serves as a dielectric material in such capacitors. Such a dielectric material is electrically conductive. The dielectric constant of such dielectrics is about 3 times greater than the dielectric constant of ordinary (nonconductive) dielectrics. However, this is impossible to explain a very large increase in specific capacity. It is also known that the specific capacitance increases with decreasing resistance. Previous results allow us to explain why conduction increases the capacitance of the capacitor.

Chapter 5 shows that at the constant density of the main current in the wire, the power transmitted through it depends on the structure parameters $(\alpha, \chi)$, i.e. on the density of the screw trajectory of the current: as the parameter $\chi$ decreases, the power increases and the density of the screw path of the current increases. In this case, the total length of the trajectory increases. Likewise, the length of the line, on which the electric strength is proportional to this current, increases. However, the capacitance is proportional to the square of the length, at
which the electric strength exists. Consequently, the capacity of the wire increases with increasing the density of the screw trajectory of the current, i.e. with increasing the transmit power. Exact relationships between electrical energy and heat power can be found from the relationships found in Chapter 5, see in expressions (2.25)-(2.30), (3.14) and Appendix 3. Since the electrical energy is proportional to the capacitance, then the capacitance of the wire can be found from these relationships.

In the electroconductive capacitor equivalent to the wire, all thermal power is released in the capacitor itself. Consequently, the heat output from the capacitor substantially enhances the capacitance of the capacitor.

## Appendix 1.

Consider the formal relations for Sections 2 and 3. Denote:
$P$ is the power consumed by the capacitor load,
$P_{1}$ is the power of the current source $I$,
$\rho$ is the resistance of the wire (Section 2) or the windings of electromagnets (Section 3),
$L$ is the inductance of the capacitor,
$W_{c}, W_{m}$ are the electric and magnetic energies of the capacitor,
$P_{2}$ is the power loss in the wire,
$r$ is the apparent resistance of the wire (Section 2) or the windings of electromagnets (Section 3) are the load resistance for the current source $I$.
We have:

$$
\begin{align*}
& P_{2}=I^{2} \rho  \tag{1}\\
& P=U^{2} R  \tag{2}\\
& W_{m}=L I^{2} / 2  \tag{3}\\
& W_{c}=C U^{2} / 2  \tag{4}\\
& P_{1}=I^{2} r=P+P_{2}=U^{2} R+I^{2} \rho \tag{5}
\end{align*}
$$

Then

$$
\begin{equation*}
r=I^{2} / P_{1}=\frac{U^{2} R}{I^{2}}+\rho \tag{6}
\end{equation*}
$$

Obviously, for some consistent work, the time constants of the inductance charge circuit and the capacitor discharge circuit must coincide, i.e.

$$
\begin{equation*}
L / \rho=R C \tag{7}
\end{equation*}
$$

Then

$$
\begin{equation*}
R=\frac{L}{\rho C} \tag{8}
\end{equation*}
$$

It is known that for the torus there is

$$
\begin{equation*}
L=\frac{\mu q}{l} \tag{9}
\end{equation*}
$$

where
$\mu$ is the absolute magnetic permeability of the torus,
$q$ is the cross-sectional area of the core,
$l$ is the length of the average magnetic field line of the torus.
Obviously,

$$
\begin{align*}
& \mathrm{q}=\mathrm{Dd} / 2,  \tag{10}\\
& l=\pi D \tag{11}
\end{align*}
$$

where $D$ is the diameter of the torus, $d$ is the height of the torus. Then from (9)-(11) we find:

$$
\begin{equation*}
L=\frac{\mu d}{2 \pi} \tag{13}
\end{equation*}
$$

The capacitor capacitance is

$$
\begin{equation*}
C=\frac{\varepsilon \pi D^{2}}{4 d} \tag{14}
\end{equation*}
$$

Then from (8), (13), and (14) we find:

$$
\begin{equation*}
R=\left(\frac{\mu d}{2 \pi \rho}\right) /\left(\frac{\varepsilon \pi D^{2}}{4 d}\right)=\frac{2 \mu d^{2}}{\pi^{2} \varepsilon D^{2} \rho} \tag{15}
\end{equation*}
$$

## Appendix 2.

Chapter 5 defines the density of the main current $J_{o}$, the densities of the additional currents $J_{r}, J_{\varphi}, J_{z}$ and the magnetic strengths $H_{r}, H_{\varphi}, H_{z}$.

Consider also the following density of thermal energy released in the wire:

$$
\begin{equation*}
T=\rho\left(J_{r}^{2}+J_{\varphi}^{2}+J_{z}^{2}+J_{0}^{2}\right) \tag{2}
\end{equation*}
$$

The same values are determined in an electrically conductive capacitor. Consider the electrical energy of this capacitor:

$$
\begin{equation*}
W_{e}=0.5 \varepsilon E^{2} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
E^{2}=E_{r}^{2}+E_{\varphi}^{2}+E_{Z}^{2}=\rho^{2}\left(J_{r}^{2}+J_{\varphi}^{2}+J_{Z}^{2}+J_{o}^{2}\right) \tag{4}
\end{equation*}
$$

The capacitance of the capacitor can be determined through its electrical energy as follows:

$$
\begin{equation*}
C=2 W_{e} / U^{2} \tag{5}
\end{equation*}
$$

Combining expressions (2)-(5), we find:

$$
\begin{equation*}
C=\varepsilon \rho T / U^{2} \tag{6}
\end{equation*}
$$

Consider another case where all the thermal energy is released in the condenser. In this case, from (2)-(4) we find:

$$
\begin{equation*}
W_{e}=0.5 \varepsilon \rho T \tag{7}
\end{equation*}
$$

Insofar as there is

$$
\begin{equation*}
T=U^{2} / R, \tag{8}
\end{equation*}
$$

where R is the electrical resistance of the capacitor, then

$$
\begin{equation*}
W_{e}=0.5 \varepsilon \rho U^{2} / R \tag{9}
\end{equation*}
$$

Denote by $b, d$ the area of the plate and the distance between the plates of the capacitor, respectively. Then

$$
\begin{align*}
& C=\varepsilon b / d  \tag{10}\\
& R=\rho d / b \tag{11}
\end{align*}
$$

From (9)-(11) we get:

$$
\begin{equation*}
W_{e}=0.5 \varepsilon \rho U^{2} b / \rho d=0.5 \varepsilon U^{2} b / d=0.5 C U^{2} \tag{12}
\end{equation*}
$$

which coincides with formula (5). Thus, the electrical conductivity of the capacitor does not change its energy and therefore does not change its capacity.
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## 1. Mathematical model

In Chapter 7, the charged capacitor was considered, between the plates of which there is a constant electrical strength.

Consider now the gap in the ring magnet. There is a magnetic strength between the planes that limit this gap.

Due to the symmetry of Maxwell's equations, an electromagnetic field must exist in the "gap" of such a magnet, similar to the field in the gap of the charged capacitor. The difference between these fields lies in the fact that in the field equations the electric and magnetic fields' strengths change places. In particular, there is the electrical strength $\left(E_{z} \neq 0\right)$ in a charged round capacitor and there is no magnetic strength $\left(H_{z}=0\right)$. In an uncharged round capacitor with a magnet there is the magnetic strength $\left(H_{z} \neq 0\right)$ and no electrical strength $\left(E_{z}=0\right)$.

The solution of Maxwell's equations for the "gap" of a magnet is completely analogous to that for the capacitor, and we will not repeat it here.

Thus, in the gap of our magnet (i.e. where there is the strength $H_{z}$ ) there are both the electrical and magnetic fields' strengths.

With the existence of these strengths in the gap of our magnet, a stationary flow of electromagnetic energy is formed. In this case (as well as in the capacitor) it is possible to say the following.

1. The radial flow of energy is absent.
2. The energy flow along the gap axis is present.
3. There is some energy flow around the circumference.

As shown in Chapter 1.5, along with such energy flows in an electromagnetic wave there are also momenta directed along the radius,
along the circumference, and along the axis. There are also angular momenta about any radius, any circle, and about an axis.

Obviously, all these conclusions do not depend on the length of the gap. Therefore, it can be argued that
energy flows, momenta, and angular momenta exist in the vicinity of the end of the magnet.

In particular, as shown in formula (1.5.6), the angular momentum relative to the axis of the magnet at a given point of the "gap" is defined by the following expression:

$$
\begin{equation*}
L_{z}(r, \varphi, z)=\frac{r}{c} S_{z}(r, \varphi, z) \tag{1}
\end{equation*}
$$

or, subject to (7.2.10),

$$
\begin{equation*}
L_{z}(r, \varphi, z)=\frac{r}{c} \eta k e_{r}(r) e_{\varphi}(r) \tag{2}
\end{equation*}
$$

The total angular momentum on the entire circumference of a given radius and at a given distance from the end is

$$
\begin{equation*}
L_{z r}(r)=\int_{0}^{2 \pi} L_{z}(r, \varphi, z) d \varphi=\frac{2 \pi r}{c} \eta k e_{r}(r) e_{\varphi}(r) \tag{3}
\end{equation*}
$$

## 2. Experiments on the detection of angular momentum in a magnet

The existence of angular momentum in the magnet could be verified experimentally. However, the author does not have such opportunities. Therefore, it is proposed to consider experiments that can demonstrate the existence of such an angular momentum in a magnet.

1. The known experiment borrowed from the Internet network is shown in Figure 1, where

- M is the magnet with induction B ,
- K is the iron ring with gap V (which is needed so that when searching for an explanation not to assume that the current is flowing along the ring),
- N is the thread,
- L, D, A, C, d are the dimensions.

When the rings are lowered to a certain position, $T$ starts to rotate quickly and is rotating for a while, and then stops and starts to rotate in the opposite direction. This rotation occurs during time $t \ll T$. These processes of the alternating-direction rotations repeat 3 to 5 times and then subside.

The author has repeated this experiment as follows:
option 1: $\mathrm{B}=1$ Tesla, $\mathrm{T}=30 \mathrm{sec},(\mathrm{L}, \mathrm{D}, \mathrm{A}, \mathrm{C}, \mathrm{d})=(200,15,10,15, \mathrm{~d}) \mathrm{mm}$;
option 2: B=1 Tesla, $T=20 \mathrm{sec},(\mathrm{L}, \mathrm{D}, \mathrm{A}, \mathrm{C}, \mathrm{d})=(200,20,05,15, \mathrm{~d}) \mathrm{mm}$.


Fig. 1.
This experiment can be explained by the existence of torque, which in the steady state is balanced by the torque of the thread. Otherwise, this experiment is explained by a change in the torque of the thread, when it is pulled by the attraction of the ring K to the magnet M . This explanation seems unconvincing when the reader can do this experiment with his/her own hands.
2. The other Internet experiment [46] is shown in Figure 2, where

- M is the magnet,
- K is the other magnet in the form of an iron ring,
- S is the wooden rod,
- P is the holder of rod S .

Ring K is kept at some distance from the end face of magnet M and rotates on wooden rod S. The idea of this experiment can be used to strictly experimentally testify the existence of the angular momentum around the axis of the magnet.


Fig. 2.
3. On Internet pages [47] another experiment is shown that can be easily repeated. Two ring magnets are hung by a hook on a long string that is shown in Figure 3.1. In the first case, the magnets interlock with the planes of the rings (see in Figure 3.2) and in the second, they touch the external cylindrical surfaces (see in Figure 3.3). In the first case, the design hangs quietly but in the second, it rotates. Since the weight of the structure does not change, the influence of the thread is excluded.


Fig. 3.1.


Fig. 3.2.


Fig. 3.3.
4. There can be also found the other Internet experiment similar to experiment 3, where the lower ring magnet was replaced by a solid rectangular magnet. This experiment is shown in Figure 4, where there are the notations used in Figure 1. The design was rotated in the same way as in experiment 3 [48]. This experiment can be explained by the possible existence of angular momentum around the magnet axis.


Fig. 4.
Two ring magnets in Experiment 3 can be considered as two combined structures in Figure 4:

- the bottom ring has a role of a magnet for the top ring,
- the top ring has a role of a magnet for the bottom ring,

In this case, all four experiments are explained by the existence of the angular momentum in the magnet.

Experiments 1, 3, and 4 can be represented by the general scheme shown in Figure 5. Magnet M creates magnetic flux B 1 directed into ring K . (We do not consider the other part of the magnet flux M). This magnetic flux B 1 splits in ring K into two fluxes B 2 . Further, fluxes B 2 are closed by flux B 3 inside the ring and flux B 4 outside the ring. In this way,

$$
\mathrm{B} 1=2 \times \mathrm{B} 2-\mathrm{B} 3, \mathrm{~B} 4=2 \times \mathrm{B} 2-\mathrm{B} 3, \mathrm{~B} 1=\mathrm{B} 4
$$

i.e. there is always flux $\mathrm{B} 3>0$. This flux, as shown above, has angular momentum.


Fig. 5.

## 3. On the demagnetization rate of the magnets

Consider the speed of movement of energy from the magnet. As in Chapter 1, we will use the concept of Umov [81]. According to this concept, the energy flux density $s$ is a product of energy density $w$ and speed $v_{e}$ of movement of energy, namely:

$$
\begin{equation*}
s=w \cdot v_{e} . \tag{1}
\end{equation*}
$$

If the movement of energy represents some radiation from the body towards perpendicular to some section of the body, then from (1) it follows that

$$
\begin{equation*}
s=\frac{P}{Q}=\frac{d W / d t}{Q}=w \cdot v_{e}, \tag{2}
\end{equation*}
$$

where $Q$ is the cross-sectional area, $P$ is the radiation power, $W$ is the energy of the body. Consequently, in this case, we can measure the speed of the movement of energy as follows:

$$
\begin{equation*}
v_{e}=\frac{d W / d t}{w \cdot Q} . \tag{3}
\end{equation*}
$$

We apply this formula to calculate the speed of energy moving when demagnetizing a magnet. From [93] we consider, for example, the dependence of the decrease in the magnetic induction on time for an alloy UNDK25A. This is shown in Figure 6, where the functions are shown depending on the time elapsed from the moment of
magnetization. The time is shown in days. The upper plot in Figure 6 shows the magnetic induction function from [93]. The rate of change of magnetic induction can be expressed as follows:

$$
\begin{equation*}
\frac{d B}{d t}=2 \times 10^{-6} \frac{T}{s e c} \tag{4}
\end{equation*}
$$

The under plot in Figure 6 shows the following function of the magnetic energy density:

$$
\begin{equation*}
w=10^{-4} B^{2} \tag{5}
\end{equation*}
$$

From (4) and (5) it follows that

$$
\begin{equation*}
\frac{d w}{d t}=2 \cdot 10^{-4} \frac{d B}{d t} B=4 \cdot 10^{-10} B \tag{6}
\end{equation*}
$$

We will assume, in the absence of more accurate data, that

$$
\begin{equation*}
W=w, Q=1, B=1 \tag{7}
\end{equation*}
$$

Then from (3) we find:

$$
\begin{equation*}
v_{e}=\frac{d W / d t}{w \times Q}=\frac{4 \times 10^{-10} B}{10^{-4} B^{2}}=4 \times 10^{-6} \frac{\mathrm{~m}}{\mathrm{~s}} \tag{8}
\end{equation*}
$$

This speed is much less than the speed of light, as required to show.
It can be assumed that the flow of energy from the magnet is converted into some thermal energy and the magnet is cooled. But along with the cooling of the magnet, the heat flux enters it from outside, restoring the temperature of the magnet. Consequently, the existence of the magnet, possibly, is provided by the external environment and when cooled, the magnetic properties disappear, which is observed as the Curie point. The process of the exchange of the thermal energy of the magnet and the environment is described in detail in [124].
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## 1. The solution of the set of Maxwell equations

Chapter 2d gives the solution to the Maxwell equations for an AC capacitor in Cartesian coordinates. Here we look at a constant voltage capacitor in Cartesian coordinates, see in Figure 1.


Fig. 1.
In the Cartesian coordinate system $x, y, z$, these equations in the SI system have the following form:

Chapter 7e. The Solution of Maxwell's Equations for a Constant Voltage Capacitor in Cartesian Coordinates

| $\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=0$ | (1) |
| :---: | :---: |
| $\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}=0$ | (2) |
| $\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}=0$ | (3) |
| $\frac{\partial E_{z}}{\partial y}-\frac{\partial E_{y}}{\partial z}=0$ | (4) |
| $\frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}=0$ | (5) |
| $\frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}=0$ | (6) |
| $\frac{\partial E_{x}}{\partial x}+\frac{\partial E_{y}}{\partial y}+\frac{\partial E_{z}}{\partial z}=0$ | (7) |
| $\frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}+\frac{\partial H_{z}}{\partial z}=0$ | (8) |

where $E_{x}, E_{y}, \quad E_{z}$ are the components of the electric field strength, $H_{x}, H_{y}, H_{z}$ are the components of the magnetic field strength. A solution must be found with the nonzero component $E_{Z}$. We will seek a solution in the form of the following functions [45]:

$$
\begin{gather*}
E_{x}(x, y, z, t)=e_{x} \operatorname{Ch}(\beta y) \operatorname{Ch}(\gamma z) \cos (\alpha x),  \tag{9}\\
E_{y}(x, y, z, t)=e_{y} \operatorname{Sh}(\beta y) \operatorname{Ch}(\gamma z) \sin (\alpha x),  \tag{10}\\
E_{z}(x, y, z, t)=e_{z} \operatorname{Ch}(\beta y) \operatorname{Sh}(\gamma z) \sin (\alpha x),  \tag{11}\\
H_{x}(x, y, z, t)=h_{x} \operatorname{Sh}(\beta y) \operatorname{Sh}(\gamma z) \sin (\alpha x),  \tag{12}\\
H_{y}(x, y, z, t)=h_{y} \operatorname{Ch}(\beta y) \operatorname{Sh}(\gamma z) \cos (\alpha x),  \tag{13}\\
H_{z}(x, y, z, t)=h_{z} \operatorname{Sh}(\beta y) \operatorname{Ch}(\gamma z) \cos (\alpha x), \tag{14}
\end{gather*}
$$

where $e_{x}, e_{y}, e_{z}, \boldsymbol{h}_{x}, \boldsymbol{h}_{y}, \boldsymbol{h}_{z}$ are the constant amplitudes of the functions and $\propto, \beta, \gamma$ are the constants.

Differentiating equations (9)-(14) and substituting the obtained result in equations (1)-(8) after reduction by common factors, we obtain:

| $h_{z} \beta-h_{y} \gamma=0$ | (15) |
| :---: | :---: |
| $h_{x} \gamma+h_{z} \propto=0$ | (16) |
| $-h_{y} \propto-h_{x} \beta=0$ | (17) |
| $e_{z} \beta-e_{y} \gamma=0$ | (18) |
| $e_{x} \gamma-e_{z} \propto=0$ | (19) |


| $e_{y} \propto-e_{x} \beta=0$ | (20) |
| :---: | :---: |
| $e_{x} \propto+e_{y} \beta+e_{z} \gamma=0$ | (21) |
| $h_{x} \propto+h_{y} \beta+h_{z} \gamma=0$ | (22) |

This set of eight homogeneous equations (15)-(22) with a known value of $e_{z}$ contains the following eight unknowns: $e_{x}, e_{y}, \boldsymbol{h}_{x}, \boldsymbol{h}_{y}, \boldsymbol{h}_{z}, \propto, \beta, \gamma$. We first consider a set of five linear equations (15)-(19) with respect to the following five unknowns: $e_{x}, e_{y}, \boldsymbol{h}_{x}, \boldsymbol{h}_{y}, \boldsymbol{h}_{z}$. Resolving this set, we find these unknowns. Then we substitute the found values into equations (20)(22) and obtain a set of three linear equations with respect to the following three unknowns: $\propto, \beta, \gamma$. Thus, the original set of equations (15)-(22) will be resolved. A solution always exists.

## 2. The density of energy flux

The densities of energy fluxes by the coordinates are determined by

$$
S=\left[\begin{array}{c}
S_{x}  \tag{23}\\
S_{y} \\
S_{z}
\end{array}\right]=(E \times H)=\left[\begin{array}{l}
E_{y} H_{z}-E_{z} H_{y} \\
E_{z} H_{x}-E_{x} H_{z} \\
E_{x} H_{y}-E_{y} H_{x}
\end{array}\right] .
$$

or, taking into account formulas (9)-(14),

$$
\begin{align*}
& S_{x}=\left(e_{y} h_{z} \Psi_{y z}-e_{z} h_{y} \Psi_{z y}\right)  \tag{24}\\
& S_{y}=\left(e_{z} h_{x} \Psi_{z x}-e_{x} h_{z} \Psi_{x z}\right)  \tag{25}\\
& S_{z}=\left(e_{x} h_{y} \Psi_{x y}-e_{y} h_{x} \Psi_{y x}\right) \tag{26}
\end{align*}
$$

where the coefficients $\Psi$ are determined from (9-14). For instance,

$$
\Psi_{x y}=\operatorname{Ch}(\beta y) \operatorname{Ch}(\gamma z) \cos (\alpha x) \cdot \operatorname{Ch}(\beta y) \operatorname{Sh}(\gamma z) \cos (\alpha x)
$$

or

$$
\begin{equation*}
\Psi_{x y}=0.5 \operatorname{Ch}^{2}(\beta y) \operatorname{Sh}^{2}(2(\gamma z)) \cos ^{2}(\alpha x) . \tag{27}
\end{equation*}
$$

Similarly,

$$
\Psi_{y x}=\operatorname{Sh}(\beta y) \operatorname{Ch}(\gamma z) \sin (\alpha x) \cdot \operatorname{Sh}(\beta y) \operatorname{Sh}(\gamma z) \sin (\propto x)
$$

or

$$
\begin{equation*}
\Psi_{x y}=0.5 \operatorname{Sh}^{2}(\beta y) \operatorname{Sh}^{2}(2(\gamma z t)) \sin ^{2}(\alpha x) . \tag{28}
\end{equation*}
$$

This means that there are energy flows along all axes of the capacitor. It also means that some energy flows through the capacitor. Consider, for instance, the cross-section $x y$ for $z=z_{1}$. The energy flux density $S_{z}$ in this section is determined by function (26), (27), and (28). The energy flow of the entire section is determined by the integral of this function over the entire area of this section.

It is important to note that this flow does not change the internal energy of the capacitor. This flow is the active power that passes through the capacitor along the $\approx$-axis. At other faces of the capacitor there may also be energy flows that emit energy subtracted from the capacitor energy and made up by the voltage source.

This chapter also includes many of the conclusions presented in Chapter 7 for a capacitor in the cylindrical coordinate system.
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# The first solution. Maxwell's equations in spherical coordinates in the absence of charges and currents 

## 1. Solution of the Maxwell equations

Figure 1 shows the spherical coordinate system $(\rho, \theta, \varphi)$. Expressions for the rotor and the divergence of vector E in these coordinates are given in Table 1 [4]. The following notation is used:

E is the electrical field strength,
H the magnetic field strength,
$\mu$ the absolute magnetic permeability,
$\varepsilon$ the absolute dielectric constant.
The Maxwell equations in the spherical coordinates in the absence of charges and currents have the form given in Table 2. Next, we will seek a solution for $E_{\rho}=0, H_{\rho}=0$ and in the form of the functions $E$, $H$ listed in Table 3, where the function $g(\theta)$ and functions of the species $E_{\phi \rho}(\rho)$ are to be calculated. We assume that the strengths $E, H$ do not depend on the argument $\varphi$. Under these conditions, we transform Table 1 in Table 3a. Further we substitute functions from Table 3 in Table 3a. Then we get Table 4.

Substituting the expressions for the rotors and divergences from Table 4 into Maxwell's equations (see Table 2), differentiating with respect to time and reducing the common factors, we obtain a new form of Maxwell's equations, see in Table 5.

Consider Table 5. From line 2 it follows that

$$
\begin{align*}
& \frac{H_{\varphi \rho}}{\rho}+\frac{\partial H_{\varphi \rho}}{\partial \rho}=0  \tag{2}\\
& \chi H_{\varphi \rho}+\frac{\omega \varepsilon}{c} E_{\theta \rho}=0 . \tag{3}
\end{align*}
$$

Consequently,

$$
\begin{align*}
& H_{\varphi \rho}=\frac{h_{\varphi \rho}}{\rho}  \tag{4}\\
& H_{\varphi \rho}=-\frac{\omega \varepsilon}{\chi c} E_{\theta \rho} \tag{5}
\end{align*}
$$

where $h_{\varphi \rho}$ is some constant. Likewise, using lines 3, 5, 5 of the table, it is possible to obtain the following equalities, correspondingly:

$$
\begin{align*}
& H_{\theta \rho}=\frac{h_{\theta \rho}}{\rho}  \tag{6}\\
& H_{\theta \rho}=\frac{\omega \varepsilon}{\chi c} E_{\varphi \rho},  \tag{7}\\
& E_{\varphi \rho}=\frac{e_{\varphi \rho}}{\rho}  \tag{8}\\
& E_{\varphi \rho}=\frac{\omega \mu}{\chi c} H_{\theta \rho},  \tag{9}\\
& E_{\theta \rho}=\frac{e_{\theta \rho}}{\rho}  \tag{10}\\
& E_{\theta \rho}=-\frac{\omega \mu}{\chi c} H_{\varphi \rho} . \tag{11}
\end{align*}
$$

It follows from (5) that

$$
\begin{equation*}
E_{\theta \rho}=-\frac{\chi c}{\omega \varepsilon} H_{\varphi \rho} \tag{12}
\end{equation*}
$$

and from a comparison of (11) and (12) it follows that

$$
\frac{\omega \mu}{\chi c}=\frac{\chi c}{\omega \varepsilon}
$$

or

$$
\begin{equation*}
\chi=\frac{\omega}{c} \sqrt{\varepsilon \mu} . \tag{13}
\end{equation*}
$$

The same formula follows from a comparison of (7) and (9).
It follows from (5) and (13) that

$$
\begin{equation*}
H_{\varphi \rho}=-\sqrt{\frac{\varepsilon}{\mu}} E_{\theta \rho} \tag{14}
\end{equation*}
$$

and it follows from (14), (4), (11), (12) that

$$
\begin{equation*}
h_{\varphi \rho}=-e_{\theta \rho} \sqrt{\frac{\varepsilon}{\mu}} \tag{15}
\end{equation*}
$$

Similarly, it follows from (7) and (13) that

$$
\begin{equation*}
H_{\theta \rho}=-\sqrt{\frac{\varepsilon}{\mu}} E_{\varphi \rho} \tag{16}
\end{equation*}
$$

and it follows from (16), (6), (8), (12) that

$$
\begin{equation*}
h_{\theta \rho}=-e_{\varphi \rho} \sqrt{\frac{\varepsilon}{\mu}} . \tag{17}
\end{equation*}
$$

From a comparison of (15) and (17) it follows that

$$
\begin{align*}
& \frac{h_{\varphi \rho}}{h_{\theta \rho}}=\frac{e_{\theta \rho}}{e_{\varphi \rho}}=q  \tag{18}\\
& \frac{h_{\varphi \rho}}{e_{\theta \rho}}=\frac{h_{\theta \rho}}{e_{\varphi \rho}}=-\sqrt{\frac{\varepsilon}{\mu}} \tag{19}
\end{align*}
$$

Further we notice that lines $1,4,7$, and 8 coincide. As a result, it is possible to conclude that the function $g(\theta)$ is a solution of the following differential equation:

$$
\begin{equation*}
\frac{g(\theta)}{\operatorname{tg}(\theta)}+\frac{\partial(g(\theta))}{\partial \theta}=0 \tag{20}
\end{equation*}
$$

In Appendix 1, it is shown that the solution of this equation is the following function:

$$
\begin{equation*}
g(\theta)=\frac{1}{A \cdot|\sin (\theta)|} \tag{20a}
\end{equation*}
$$

where A is the constant. We note that there is the following well-known solution: $g(\theta)=\sin (\theta)$. It is easy to see that such a function does not satisfy equation (20). Consequently,
in the known solution, four Maxwell's equations with expressions $\operatorname{rot}_{\rho}(E), \operatorname{rot}_{\rho}(H), \operatorname{div}(E), \operatorname{div}(H)$ are not satisfied.

Thus, the solution of Maxwell's equations for a spherical wave in the far zone has the form of the strengths listed in Table 3, where

$$
\begin{align*}
& H_{\varphi \rho}=\frac{h_{\varphi \rho}}{\rho}, H_{\theta \rho}=\frac{h_{\theta \rho}}{\rho}, E_{\varphi \rho}=\frac{e_{\varphi \rho}}{\rho}, E_{\theta \rho}=\frac{e_{\theta \rho}}{\rho}  \tag{21}\\
& \chi=\frac{\omega}{c} \sqrt{\varepsilon \mu} \quad \text { (см. 13), } g(\theta)=\frac{1}{A \cdot|\sin (\theta)|} \quad \text { (see in 20a) }
\end{align*}
$$

and the constants $h_{\varphi \rho}, h_{\theta \rho}, e_{\theta \rho}, e_{\varphi \rho}$ satisfy the following conditions:

$$
\frac{h_{\varphi \rho}}{h_{\theta \rho}}=\frac{e_{\theta \rho}}{e_{\varphi \rho}}=q \quad \text { (см. 18), } \quad \frac{h_{\varphi \rho}}{e_{\theta \rho}}=\frac{h_{\theta \rho}}{e_{\varphi \rho}}=-\sqrt{\frac{\varepsilon}{\mu}}
$$

Using Table 3, it is possible to state that
the same (with respect to the coordinates $\varphi$ and $\theta$ ) electric and magnetic fields' strengths are shifted in phase by a quarter of the period.
This corresponds to experimental electrical engineering. Figure 2 shows the strengths' vectors in the spherical coordinate system.


Fig. 2.

## 3. Energy Flows

Also, as in [1], the flow density of electromagnetic energy representing the Poynting vector is

$$
\begin{equation*}
S=\eta E \times H \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=c / 4 \pi \tag{2}
\end{equation*}
$$

In the spherical coordinates $\varphi, \theta, \rho$, the flow density of electromagnetic energy has three components $S_{\varphi}, S_{\theta}, S_{\rho}$ directed along the radius, along the circumference, and along the axis, respectively. They are determined by the following formula:

$$
S=\left[\begin{array}{l}
S_{\varphi}  \tag{4}\\
S_{\theta} \\
S_{\rho}
\end{array}\right]=\eta(E \times H)=\eta\left[\begin{array}{l}
E_{\theta} H_{\rho}-E_{\rho} H_{\theta} \\
E_{\rho} H_{\varphi}-E_{\varphi} H_{\rho} \\
E_{\varphi} H_{\theta}-E_{\theta} H_{\varphi}
\end{array}\right] .
$$

From here and from Table 3 it follows that

$$
\begin{align*}
& S_{\varphi}=0 \\
& S_{\theta}=0 \tag{5}
\end{align*}
$$

$$
S_{\rho}=\eta\binom{E_{\varphi \rho} H_{\theta \rho}(g(\theta) \sin (\chi \rho+\omega t))^{2}-}{-E_{\theta \rho} H_{\varphi \rho}(g(\theta) \cos (\chi \rho+\omega t))^{2}}
$$

Employing formulas (1.9) and (1.11) it is possible to obtain that

$$
\begin{align*}
& E_{\varphi \rho} H_{\theta \rho}=\frac{\omega \mu}{\chi c}\left(H_{\theta \rho}\right)^{2},  \tag{6}\\
& E_{\theta \rho} H_{\varphi \rho}=-\frac{\omega \mu}{\chi c}\left(H_{\varphi \rho}\right)^{2} . \tag{7}
\end{align*}
$$

It follows from expressions (6), (7), (1.4), and (1.6) that

$$
\begin{align*}
& E_{\varphi \rho} H_{\theta \rho}=\frac{\omega \mu}{\chi c}\left(h_{\theta \rho}\right)^{2} \frac{1}{\rho^{2}},  \tag{8}\\
& E_{\theta \rho} H_{\varphi \rho}=-\frac{\omega \mu}{\chi c}\left(h_{\varphi \rho}\right)^{2} \frac{1}{\rho^{2}} . \tag{9}
\end{align*}
$$

With equations (5), (8), and (9), we obtain:

$$
\begin{equation*}
S_{\rho}=\eta \cdot g^{2}(\theta) \frac{\omega \mu}{\chi c} \frac{1}{\rho^{2}}\binom{\left(h_{\theta \rho}\right)^{2}(\sin (\chi \rho+\omega t))^{2}+}{+\left(h_{\varphi \rho}\right)^{2}(\cos (\chi \rho+\omega t))^{2}} \tag{9}
\end{equation*}
$$

Further from equations (9), (1.13), and (1.18) it follows that

$$
\begin{equation*}
S_{\rho}=\eta \cdot g^{2}(\theta) \omega \sqrt{\frac{\mu}{\varepsilon}} \frac{1}{\rho^{2}}\binom{\left(h_{\theta \rho}\right)^{2}(\sin (\chi \rho+\omega t))^{2}+}{+\left(q h_{\theta \rho}\right)^{2}(\cos (\chi \rho+\omega t))^{2}} \tag{10}
\end{equation*}
$$

where $q$ is the previously undefined constant. If we take

$$
\begin{equation*}
q=1, \tag{10a}
\end{equation*}
$$

then we get

$$
\begin{equation*}
S_{\rho}=\eta \cdot g^{2}(\theta) \omega \sqrt{\frac{\mu}{\varepsilon}} \frac{h_{\theta \rho}^{2}}{\rho^{2}} \tag{11}
\end{equation*}
$$

We also note that the surface area of a sphere with the radius $\rho$ is equal to $4 \pi \rho^{2}$. Then the flow of energy passing through the sphere with the radius $\rho$ is

$$
\overline{\overline{S_{\rho}}}=\int_{\theta} 4 \pi \rho^{2} S_{\rho} d \theta=4 \pi \rho^{2} \eta \omega \frac{h_{\theta \rho}^{2}}{\rho^{2}} \int_{\theta}^{2 \pi} \mathrm{~g}^{2}(\theta) d \theta
$$

Because any definite integral is equal to a number, it is possible to write down that

$$
\int_{0}^{2 \pi} \mathrm{~g}^{2}(\theta) d \theta=\mathrm{C},
$$

where C is some constant, then

$$
\begin{equation*}
\overline{\overline{S_{\rho}}}=4 \pi \mathrm{C} \eta \omega h_{\theta \rho}^{2} \tag{12}
\end{equation*}
$$

It follows from (12) that
in a spherical electromagnetic wave, the energy flux passing through the spheres along the radius remains constant with increasing radius and does not change with time.
This strictly corresponds to the law of conservation of energy.
It follows from equality (12) that the energy flow density varies along the meridian in accordance with the law $g^{2}(\theta)$.

## 4. Conclusion

An exact solution of the Maxwell equations for the far zone, which is listed in Table 3 is obtained, where
$H_{\varphi \rho}(\rho), H_{\theta \rho}=(\rho), E_{\varphi \rho}=(\rho), E_{\theta \rho}=(\rho)$ are the functions defined by expressions (1.21), (1.18), (1.19),
$g(\theta)$ is the function defined by (1.20a),
$\chi$ is the constant determined by (1.13).

- The electric and magnetic fields' strengths of the same name (with respect to the coordinates $\varphi$ and $\theta$ ) are shifted in phase by a quarter of the period.
- In a spherical electromagnetic wave, the energy flux passing through the spheres along the radius remains constant with increasing radius and does NOT change over time. This strictly corresponds to the law of conservation of energy.
- The energy density varies along the meridian according to the law $g^{2}(\theta)$.


## Appendix 1.

We consider equation (1.20):

$$
\begin{equation*}
\frac{g(\theta)}{\operatorname{tg}(\theta)}+\frac{\partial(g(\theta))}{\partial \theta}=0 \tag{1}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial(g(\theta))}{\partial \theta}=-\operatorname{ctg}(\theta) \cdot g(\theta) \tag{2}
\end{equation*}
$$

We also have:

$$
\begin{equation*}
\frac{\partial}{\partial \theta}(\ln (g(\theta)))=\frac{\partial(g(\theta))}{g(\theta)} \tag{3}
\end{equation*}
$$

With expressions (2) and (3), we can find that

$$
\begin{equation*}
\ln (g(\theta))=-\int_{\theta} \operatorname{ctg}(\theta) \partial \theta \tag{4}
\end{equation*}
$$

It is also known that

$$
\begin{equation*}
\int_{\theta} \operatorname{ctg}(\theta) \partial \theta=\ln (A \cdot|\sin (\theta)|) \tag{5}
\end{equation*}
$$

where $A$ is the constant. Utilizing formulas (4) and (5), we obtain:

$$
\begin{equation*}
\ln (g(\theta))=-\ln (A \cdot|\sin (\theta)|) \tag{6}
\end{equation*}
$$

or

$$
\begin{equation*}
g(\theta)=\frac{1}{A \cdot|\sin (\theta)|} \tag{8}
\end{equation*}
$$

## Tables

Table 1.

| $\mathbf{1}$ | $\mathbf{2}$ |  |
| :--- | :---: | :---: |
| 1 | $\operatorname{rot}_{\rho}(E)$ | $\frac{E_{\varphi}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\varphi}}{\rho \partial \theta}-\frac{\partial E_{\theta}}{\rho \sin (\theta) \partial \varphi}$ |
| 2 | $\operatorname{rot}_{\theta}(E)$ | $\frac{\partial E_{\rho}}{\rho \sin (\theta) \partial \varphi}-\frac{E_{\varphi}}{\rho}-\frac{\partial E_{\varphi}}{\partial \rho}$ |
| 3 | $\operatorname{rot}_{\varphi}(E)$ | $\frac{E_{\theta}}{\rho}+\frac{\partial E_{\theta}}{\partial \rho}-\frac{\partial E_{\rho}}{\rho \partial \varphi}$ |
| 4 | $\operatorname{div}(E)$ | $\frac{E_{\rho}}{\rho}+\frac{\partial E_{\rho}}{\partial \rho}+\frac{E_{\theta}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\theta}}{\rho \partial \theta}+\frac{\partial E_{\varphi}}{\rho \sin (\theta) \partial \varphi}$ |

Table 2.

| $\mathbf{1}$ | $\mathbf{2}$ |
| :--- | :---: |
| 1. | $\operatorname{rot}_{\rho} H-\frac{\varepsilon}{c} \frac{\partial E_{\rho}}{\partial t}=0$ |
| 2. | $\operatorname{rot}_{\theta} H-\frac{\varepsilon}{c} \frac{\partial E_{\theta}}{\partial t}=0$ |
| 3. | $\operatorname{rot}_{\varphi} H-\frac{\varepsilon}{c} \frac{\partial E_{\varphi}}{\partial t}=0$ |
| 4. | $\operatorname{rot}_{\rho} E+\frac{\mu}{c} \frac{\partial H_{\rho}}{\partial t}=0$ |
| 5. | $\operatorname{rot}_{\theta} E+\frac{\mu}{c} \frac{\partial H_{\theta}}{\partial t}=0$ |
| 6. | $\operatorname{rot}_{\varphi} E+\frac{\mu}{c} \frac{\partial H_{\varphi}}{\partial t}=0$ |
| 7. | $\operatorname{div}(E)=0$ |
| 8. | $\operatorname{div}(H)=0$ |

Table 3.

| 1 | 2 |
| :--- | :--- |
|  | $E_{\theta}=E_{\theta \rho}(\rho) g(\theta) \cos (\chi \rho+\omega t)$ |
|  | $E_{\varphi}=E_{\varphi \rho}(\rho) g(\theta) \sin (\chi \rho+\omega t)$ |
|  | $E_{\rho}=0$ |
|  | $H_{\theta}=H_{\theta \rho}(\rho) g(\theta) \sin (\chi \rho+\omega t)$ |
|  | $H_{\varphi}=H_{\varphi \rho}(\rho) g(\theta) \cos (\chi \rho+\omega t)$ |
|  | $H_{\rho}=0$ |

Table 3a.

| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: |
| 1 | $\operatorname{rot}_{\rho}(E)$ | $\frac{E_{\varphi}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\varphi}}{\rho \partial \theta}$ |
| 2 | $\operatorname{rot}_{\theta}(E)$ | $-\frac{E_{\varphi}}{\rho}-\frac{\partial E_{\varphi}}{\partial \rho}$ |
| 3 | $\operatorname{rot}_{\varphi}(E)$ | $\frac{E_{\theta}}{\rho}+\frac{\partial E_{\theta}}{\partial \rho}$ |
| 4 | $\operatorname{div}(E)$ | $\frac{E_{\theta}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\theta}}{\rho \partial \theta}$ |

Table 4.

| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :--- | :---: | :--- |
| 1 | $\operatorname{rot}_{\rho}(E)$ | $\frac{E_{\varphi}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\varphi}}{\rho \partial \theta}$ |
| 2 | $\operatorname{rot}_{\theta}(E)$ | $-\left(\frac{E_{\varphi \rho}}{\rho} \sin (\ldots)+\frac{\partial E_{\varphi \rho}}{\partial \rho} \sin (\ldots)+\chi E_{\varphi \rho} \cos (\ldots)\right) g(\theta)$ |
| 3 | $\operatorname{rot}_{\varphi}(E)$ | $\left(\frac{E_{\theta \rho}}{\rho} \cos (\ldots)+\frac{\partial E_{\theta \rho}}{\partial \rho} \cos (\ldots)-\chi E_{\theta \rho} \sin (\ldots)\right) g(\theta)$ |
| 4 | $\operatorname{div}(E)$ | $\frac{E_{\theta}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\theta}}{\rho \partial \theta}$ |
| 5 | $\operatorname{rot}_{\rho}(H)$ | $\frac{H_{\varphi}}{\rho \operatorname{tg}(\theta)}+\frac{\partial H_{\varphi}}{\rho \partial \theta}$ |
| 6 | $\operatorname{rot}_{\theta}(H)$ | $-\left(\frac{H_{\varphi \rho}}{\rho} \cos (\ldots)+\frac{\partial H_{\varphi \rho}}{\partial \rho} \cos (\ldots)-\chi H_{\varphi \rho} \sin (\ldots)\right) g(\theta)$ |
| 7 | $\operatorname{rot}_{\varphi} H$ | $\left(\frac{H_{\theta \rho}}{\rho} \sin (\ldots)+\frac{\partial H_{\theta \rho}}{\partial \rho} \sin (\ldots)+\chi H_{\theta \rho} \cos (\ldots)\right) g(\theta)$ |
| 8 | $\operatorname{div}(H)$ | $\frac{H_{\theta}}{\rho \operatorname{tg}(\theta)}+\frac{\partial H_{\theta}}{\rho \partial \theta}$ |

Table 5.

| 1 | 2 |
| :--- | :--- |
| 1. | $\frac{g(\theta)}{\operatorname{tg}(\theta)}+\frac{\partial(g(\theta))}{\partial \theta}=0$ |
| 2. | $-\frac{H_{\varphi \rho}}{\rho} \cos (\ldots)-\frac{\partial H_{\varphi \rho}}{\partial \rho} \cos (\ldots)+\chi H_{\varphi \rho} \sin (\ldots)+\frac{\omega \varepsilon}{c} E_{\theta \rho} \sin (\ldots)=0$ |
| 3. | $\frac{H_{\theta \rho}}{\rho} \sin (\ldots)+\frac{\partial H_{\theta \rho}}{\partial \rho} \sin (\ldots)+\chi H_{\theta \rho} \cos (\ldots)-\frac{\omega \varepsilon}{c} E_{\varphi \rho} \cos (\ldots)=0$ |
| 4. | $\frac{g(\theta)}{\operatorname{tg}(\theta)}+\frac{\partial(g(\theta))}{\partial \theta}=0$ |
| 5. | $-\frac{E_{\varphi \rho}}{\rho} \sin (\ldots)-\frac{\partial E_{\varphi \rho}}{\partial \rho} \sin (\ldots)-\chi E_{\varphi \rho} \cos (\ldots)+\frac{\omega \mu}{c} H_{\theta \rho} \sin (\ldots)=0$ |
| 6. | $\frac{E_{\theta \rho}}{\rho} \cos (\ldots)+\frac{\partial E_{\theta \rho}}{\partial \rho} \cos (\ldots)-\chi E_{\theta \rho} \sin (\ldots)-\frac{\omega \mu}{c} H_{\varphi \rho} \sin (\ldots)=0$ |
| 7. | $\frac{g(\theta)}{\operatorname{tg}(\theta)}+\frac{\partial(g(\theta))}{\partial \theta}=0$ |
| 8. | $\frac{g(\theta)}{\operatorname{tg}(\theta)}+\frac{\partial(g(\theta))}{\partial \theta}=0$ |

# The second solution. The Maxwell equations in spherical coordinates in the general case 

## 1. Introduction

Above in «The first solution», a solution of the Maxwell equations for a spherical wave in the far field was proposed. Next, we consider the solution of Maxwell's equations for a spherical wave in the entire region of existence of a wave (without splitting into bands).

## 2. Solution of the Maxwell equations

So, we will use the spherical coordinates $(\rho, \theta, \varphi)$. Next, we will place the formulas in tables and use the following notation:
$T$ (table_number) - (column_number) - (line_number)
Table T1-3 lists the expressions for the rotor and the divergence of the vector E in the spherical coordinates [4]. Here and below
$E$ is the electrical field strength,
$\boldsymbol{H}$ is the magnetic field strength,
$\boldsymbol{J}$ is the density of the electric displacement current,
$\boldsymbol{M}$ is the density of the magnetic displacement current,
$\mu$ is the absolute magnetic permeability,
$\varepsilon$ is the absolute dielectric constant.

We establish the following notations:

$$
\begin{align*}
& \Psi\left(E_{\rho}\right)=\frac{E_{\rho}}{\rho}+\frac{\partial E_{\rho}}{\partial \rho}  \tag{1}\\
& T\left(E_{\varphi}\right)=\left(\frac{E_{\varphi}}{\operatorname{tg}(\theta)}+\frac{\partial\left(E_{\varphi}\right)}{\partial(\theta)}\right) \tag{2}
\end{align*}
$$

With these designations taken into account, the formulas listed in Table T1-3 take the corresponding forms given in Table T1-4. In Table T1A-2, we have written the Maxwell equations.

Thus, there are eight Maxwell equations with six unknowns. This set of the equations is overdetermined. It is generally accepted that there are no radial strengths in the spherical wave (although this has not been proved). In this case, the set of eight Maxwell equations with four unknowns appears. A solution of this problem was found in «The first solution». In essence, there is a solution of four equations (see T1A-2.2,
$3,6,7)$. In this solution, the strengths' functions have the same factor for all the functions, namely the function $g(\theta)$ of the argument $\theta$. The remaining four equations are satisfied for a certain choice of namely this function. It turned out that this function can have infinite values. This means that this solution is out of practical uses.

We have to admit that in a spherical wave there are the radial strengths. However, even so, the set of Maxwell's equations remains redefined. Let us also assume that there are radial electric currents of displacement. This assumption does not remove the problem of over determination but adds one more problem. The point is that the sphere has an ideal symmetry and the solution must obviously be symmetrical.

It is suggested that there are also radial magnetic displacement currents. Such an assumption does not require the existence of magnetic monopoles just like as the existence of electric bias currents does not follow from the existence of electric charges.

Next, we will look for the solution in the form of the functions E, H, J, and M listed in Table T2-2. In the table, the actual functions of the forms $g(\theta), e(\rho), h(\rho), j(\rho), m(\rho)$ are to be calculated. Also, the coefficients $\propto, \omega$ are known.

Under these conditions, we transform the formulas T1-3 into T1-4, where the following notations are adopted:

$$
\begin{align*}
& e_{\varphi}=\frac{\partial\left(e_{\varphi}(\rho)\right)}{\partial(\rho)}  \tag{3}\\
& q=\chi \rho+\omega t \tag{4}
\end{align*}
$$

With equations (2) and (4), we find that

$$
\begin{equation*}
T\left(E_{\varphi}\right)=\left(\frac{\sin (\theta)}{\operatorname{tg}(\theta)}+\cos (\theta)\right) e_{\varphi} \cos (q)=2 e_{\varphi} \cos (\theta) \cos (q) \tag{5}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
& T\left(E_{\theta}\right)=2 e_{\theta} \cos (\theta) \sin (q)  \tag{6}\\
& T\left(H_{\varphi}\right)=2 h_{\varphi} \cos (\theta) \sin (q)  \tag{7}\\
& T\left(H_{\theta}\right)=2 h_{\theta} \cos (\theta) \cos (q) \tag{8}
\end{align*}
$$

With these designations taken into account, the formulas listed in Table T1-3 take the corresponding forms listed in Table T1-4.

Further, using the above formulas and using the formulas from Table T2, we construct Tables T2i, T2 $\mathbf{~ , ~ T 2 ~} \mathbf{T}$.

In Table T3-2, we have written the Maxwell equations taking into account the radial displacement currents. Further, we can use the following condition:

$$
\begin{equation*}
\alpha=0 \tag{9}
\end{equation*}
$$

We substitute both the rotors and the divergences listed in Table T1-4 into the equations listed in Table T1A-2. Also, we have to take into account condition (9). Next, we shorten the obtained expressions on the functions of argument $\theta$ and write the result in Table T1A-3. Then substitute the functions listed in Tables $\mathbf{T} 2 \mathbf{i}, \mathbf{T} 2 \boldsymbol{\rho}, \mathbf{T} 2 \boldsymbol{\Psi}$ into the functions listed in Table T1A-3 and write the result in Table T4-2. In this table, we use the following notations:

$$
\begin{align*}
& \operatorname{si}=\sin (\chi \rho+\omega t)  \tag{10}\\
& \operatorname{co}=\cos (\chi \rho+\omega t) \tag{11}
\end{align*}
$$

Further, each equation in Table T4-2 is replaced by two equations, one of which contains terms with a factor si and the other with a factor co. The result will be written in Table T5-2.

The equations listed in Table $\mathbf{T} \mathbf{5}-\mathbf{2 - 2}, \mathbf{6}, \mathbf{3}, 7$ have a solution found in «The first solution». This found solution has the following form (which can be verified by direct substitution):

$$
\begin{align*}
& \chi=\frac{\omega}{c} \sqrt{\varepsilon \mu}  \tag{12}\\
& e_{\varphi}=A / \rho, e_{\theta}=A / \rho  \tag{13}\\
& \mathrm{h}_{\varphi}=-\mathrm{B} / \rho, \mathrm{h}_{\theta}=\mathrm{B} / \rho  \tag{14}\\
& \frac{\mathrm{B}}{\mathrm{~A}}=\sqrt{\frac{\varepsilon}{\mu}} \tag{15}
\end{align*}
$$

Consider the equations listed in Table $\mathbf{T} 5-2.4, \mathbf{T} 5-2.8$. Their solution is considered in Appendix 1, where the functions $e_{\rho}(\rho)$, $\overline{\bar{e}}_{\rho}(\rho), h_{\rho}(\rho), \overline{\bar{e}}_{\rho}(\rho)$ are found. After this, the functions $j_{\rho}(\rho)$, $\overline{\bar{J}} \rho(\rho), m_{\rho}(\rho), \overline{\bar{m}}_{\rho}(\rho)$ can be found using the equations listed in Table T5-2.1, T5-2.5.

This completes the task.
In particular, for $\mathrm{A}=\mathrm{B}$ and a small value of $\chi$, these functions take the following form:

$$
\begin{aligned}
& h_{\rho}=e_{\rho}=-\frac{1}{\rho}(G+2 A \cdot \ln (\rho)), \rightarrow \quad \rightarrow(16) \\
& \overline{\bar{h}}_{\rho}=\overline{\bar{e}}_{\rho}=\frac{D}{\rho}, \rightarrow \quad \rightarrow \quad \rightarrow \quad \rightarrow(17) \text { ब } \\
& j_{\rho}=\frac{2 A}{\rho^{2}}-\frac{\mu \omega}{c} \cdot \frac{D}{\rho}, \rightarrow \quad \rightarrow \quad \rightarrow \quad(18) \text { ब } \\
& \overline{\bar{J}}_{\rho}=-\frac{\mu \omega}{c} \cdot \frac{1}{\rho}(G+2 A \cdot \ln (\rho)), \rightarrow \quad \rightarrow \text { (19) } \\
& m_{\rho}=-\frac{2 B}{\rho^{2}}+\frac{\varepsilon \omega}{c} \cdot \frac{D}{\rho}, \rightarrow \quad \rightarrow \quad \rightarrow \quad(20) \text { ब } \\
& \overline{\bar{m}}_{\rho}=-\frac{\varepsilon \omega \cdot}{c} \frac{1}{\rho}(G+2 A \cdot \ln (\rho)) . \rightarrow \quad \rightarrow \quad(21) \boldsymbol{\top}
\end{aligned}
$$

Here, G is some constant that can take different values for the functions $e_{\rho}$ and $h_{\rho}$, and D is also the constant that can take different values for the functions $\overline{\bar{e}}_{\rho}$ and $\overline{\bar{h}}_{\rho}$.

## 3. Energy Flows

The density of electromagnetic energy flow representing the Poynting vector is defined by

$$
\begin{equation*}
S=\eta E \times H, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=c / 4 \pi . \tag{2}
\end{equation*}
$$

In the SI system, formula (1) takes the following form:

$$
\begin{equation*}
S=E \times H \tag{3}
\end{equation*}
$$

In the spherical coordinates $\varphi, \theta, \rho$, the flux density of electromagnetic energy has three components $S_{\varphi}, S_{\theta}, S_{\rho}$ directed along the radius, along the circumference, and along the axis, respectively. It was shown in [4] that they are determined by the following formula:

$$
S=\left[\begin{array}{l}
S_{\varphi}  \tag{4}\\
S_{\theta} \\
S_{\rho}
\end{array}\right]=\eta(E \times H)=\eta\left[\begin{array}{c}
E_{\theta} H_{\rho}-E_{\rho} H_{\theta} \\
E_{\rho} H_{\varphi}-E_{\varphi} H_{\rho} \\
E_{\varphi} H_{\theta}-E_{\theta} H_{\varphi}
\end{array}\right] .
$$

We first find a radial flux of energy. Substituting in (4) the formulas listed in Table T2 and formulas (1.4), (2.13), (2.14), we find:

$$
\begin{align*}
& S_{\rho}=\frac{A}{\rho} \sin (\theta) \sin (q) \frac{B}{\rho} \sin (\theta) \sin (q)-\frac{A}{\rho} \sin (\theta) \cos (q) \frac{-B}{\rho} \sin (\theta) \cos (q)= \\
& \frac{A B}{\rho^{2}} \sin ^{2}(\theta)\left(\sin ^{2}(q)+\cos ^{2}(q)\right) \tag{4a}
\end{align*}
$$

or, taking into account formula (2.15),

$$
\begin{equation*}
S_{\rho}=\frac{A^{2}}{\rho^{2}} \sqrt{\frac{\varepsilon}{\mu}} \sin ^{2}(\theta) \tag{5}
\end{equation*}
$$

Note that the surface area of a sphere with the radius $\rho$ is $4 \pi \rho^{2}$. Then the flow of energy passing through the sphere with this radius $\rho$ is

$$
\overline{\overline{S_{\rho}}}=\int_{\theta} 4 \pi \rho^{2} S_{\rho} d \theta=-4 \pi \rho^{2} \eta \frac{A^{2}}{\rho^{2}} \sqrt{\frac{\varepsilon}{\mu}} \int_{\theta} \sin ^{2}(\theta) d \theta
$$

or

$$
\overline{\overline{S_{\rho}}}=-4 \pi \eta A^{2} \sqrt{\frac{\varepsilon}{\mu}} \int_{0}^{2 \pi} \sin ^{2}(\theta) d \theta
$$

or

$$
\begin{equation*}
\overline{\overline{S_{\rho}}}=-4 \pi^{2} \eta A^{2} \sqrt{\frac{\varepsilon}{\mu}} \tag{6}
\end{equation*}
$$

Thus, the energy flux density passing through the sphere does not depend on both the radius and time, i.e. this flux has the same value on a spherical surface of any radius at any instant of time. In other words, the energy flux directed along the radius retains its value with increasing radius and does not depend on time, which corresponds to the law of conservation of energy.

Let us now find the following component of the energy flux:

$$
\begin{equation*}
S_{\varphi}=\eta\left(E_{\theta} H_{\rho}-E_{\rho} H_{\theta}\right), \tag{7}
\end{equation*}
$$

Substituting here the formulas listed in Table T2 and formulas (2.13), (2.14), (2.16), (2.17), we find:

$$
\begin{aligned}
& S_{\varphi}=\eta\binom{\frac{A}{\rho} \sin (\theta) \cos (q) \cos (\theta)\left(h_{\rho} \sin (q)+\overline{\bar{h}}_{\rho} \cos (q)\right)}{-\cos (\theta)\left(e_{\rho} \cos (q)+\overline{\bar{e}}_{\rho} \sin (q)\right) \frac{B}{\rho} \sin (\theta) \sin (q)} \\
& =\frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho}\binom{A \cos (q)\left(h_{\rho} \sin (q)+\overline{\bar{h}}_{\rho} \cos (q)\right)}{-B \sin (q)\left(e_{\rho} \cos (q)+\overline{\bar{e}}_{\rho} \sin (q)\right)} \\
& =\frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho}\binom{\left(h_{\rho} A \cos (q) \sin (q)+\overline{\bar{h}}_{\rho} A \cos ^{2}(q)\right)}{-\left(e_{\rho} B \sin (q) \cos (q)+\overline{\bar{e}}_{\rho} B \sin ^{2}(q)\right)}
\end{aligned}
$$

or, taking into account $(2.16,2.17)$,

$$
S_{\varphi}=\frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho}\binom{\left(e_{\rho} A \cos (q) \sin (q)+\overline{\bar{e}}_{\rho} A \cos ^{2}(q)\right)}{-\left(e_{\rho} B \sin (q) \cos (q)+\overline{\bar{e}}_{\rho} B \sin ^{2}(q)\right)}
$$

or

$$
\begin{align*}
S_{\varphi}= & \frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho}\left(e_{\rho}(A-B) \cos (q) \sin (q)+\overline{\bar{e}}_{\rho}\left(A \cos ^{2}(q)+\right.\right. \\
& \left.\left.B \sin ^{2}(q)\right)\right) \tag{7}
\end{align*}
$$

Let's now find the following remaining component of the energy flux:

$$
\begin{equation*}
S_{\theta}=\eta\left(E_{\rho} H_{\varphi}-E_{\varphi} H_{\rho}\right) \tag{8}
\end{equation*}
$$

Similar to the previous one, we find:

$$
S_{\theta}=\frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho}\binom{-\left(e_{\rho} B \cos (q) \sin (q)+\overline{\bar{e}}_{\rho} B \cos ^{2}(q)\right)}{-\left(e_{\rho} A \sin (q) \cos (q)+\overline{\bar{e}}_{\rho} A \sin ^{2}(q)\right)}
$$

or

$$
\begin{align*}
S_{\theta}= & -\frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho}\left(e_{\rho}(A+B) \cos (q) \sin (q)+\right. \\
& \left.\overline{\bar{e}}_{\rho}\left(A \cos ^{2}(q)+B \sin ^{2}(q)\right)\right) \tag{9}
\end{align*}
$$

In particular, for $\varepsilon=\mu$, for example, for a vacuum, we find from expression (2.15) that $A=B$, and from equations (7) and (9) we obtain:

$$
\begin{align*}
& S_{\varphi}=\frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho} A \overline{\bar{e}}_{\rho}  \tag{10}\\
& S_{\theta}=-\frac{\eta \cdot \sin (\theta) \cos (\theta)}{\rho}\left(2 A e_{\rho} \cos (q) \sin (q)+A \overline{\bar{e}}_{\rho}\right) \tag{11}
\end{align*}
$$

or

$$
\begin{align*}
& S_{\varphi}=\frac{\eta \cdot \sin (2 \theta)}{2 \rho} A \overline{\bar{e}}_{\rho}  \tag{12}\\
& S_{\theta}=-\frac{A \eta \cdot \sin (2 \theta)}{2 \rho}\left(e_{\rho} \sin (2 q)+\overline{\bar{e}}_{\rho}\right) \tag{13}
\end{align*}
$$

With expressions (12) and (13), we find the density of the total energy flux directed along the tangent to a sphere of a given radius. So, the density reads:

$$
S_{\varphi \theta}=S_{\varphi}+S_{\theta}=-\frac{A \eta}{2 \rho} e_{\rho} \sin (2 \theta) \sin (2 q)
$$

or

$$
S_{\varphi \theta}=-\frac{A \eta \cdot}{4 \rho} e_{\rho}(\cos (2 \theta-2 q)-\cos (2 \theta+2 q))
$$

or

$$
\begin{equation*}
S_{\varphi \theta}=-\frac{A \eta}{4 \rho} e_{\rho}\binom{\cos (2(\chi \rho+\omega t-\theta))}{-\cos (2(\chi \rho+\omega t+\theta))} \tag{14}
\end{equation*}
$$

This means that standing waves exist on the circles of the sphere.

## 4. Conclusion

1. A solution of Maxwell's equations, free from the above disadvantages, is presented in Table $\mathbf{T} \mathbf{2}$.
2. The solution is monochromatic.
3. There are the electrical and magnetic fields' strengths along all the axes of the coordinates.
4. For transverse waves, the amplitudes of the strengths are proportional to $\rho^{-1}$.
5. The electric and magnetic fields' strengths of the same name (according to coordinates $\rho, \varphi, \theta$ ) are shifted in phase by a quarter of the period.
6. There is a longitudinal electromagnetic wave having the electric and magnetic components, i.e. there are the radial electrical and magnetic fields' strengths.
7. The energy flux directed along the radius retains its value with increasing radius and does not depend on time, which corresponds to the law of conservation of energy.
8. There are the radial electric and magnetic fields' strengths.
9. There are the radial electric and magnetic displacement currents.


## Appendix 1.

With the equations listed in Table T5-4.1 and equation (2.13), we can write down that

$$
\begin{equation*}
\overline{\bar{e}}_{\rho}=-\frac{1}{\chi} e_{\rho}-\frac{1}{\chi \rho} e_{\rho}-\frac{2 A}{\chi \rho^{2}} . \tag{1}
\end{equation*}
$$

Differentiating equation (1), we obtain:

$$
\begin{equation*}
\overline{\bar{e}}_{\rho}=-\frac{1}{\chi}-\frac{1}{\chi \rho} e_{\rho}+\frac{1}{\chi \rho^{2}} e_{\rho}+\frac{4 A}{\chi \rho^{3}} . \tag{2}
\end{equation*}
$$

We substitute (2) in the equations listed in Table T5-4.2 and find:
$\left(-\frac{1}{\chi \rho} \underline{e_{\rho}}-\frac{1}{\chi \rho^{2}} e_{\rho}-\frac{2 A}{\chi \rho^{3}}-\chi e_{\rho}-\frac{1}{\chi} \underline{\underline{e_{\rho}}}-\frac{1}{\chi \rho} \underline{e_{\rho}}+\frac{1}{\chi \rho^{2}} e_{\rho}+\frac{4 A}{\chi \rho^{3}}\right)=0$
or

$$
\begin{equation*}
e_{\rho}+\frac{2}{\rho} e_{\rho}+\chi^{2} e_{\rho}-\frac{2 A}{\rho^{3}}=0 . \tag{3}
\end{equation*}
$$

Exploiting this differential equation, one can find the function $e_{\rho}(\rho)$. With this known function and the differential equations listed in Table $\mathbf{T} 5-4.2$, it is possible to find the function $\overline{\bar{e}}_{\rho}(\rho)$.

With the equations listed in Table T5-8.1 and equation (2.14), we can also write down that

$$
\begin{equation*}
\overline{\bar{h}}_{\rho}=\frac{1}{\chi} h_{\rho}+\frac{1}{\chi \rho} h_{\rho}+\frac{2 B}{\chi \rho^{2}} . \tag{4}
\end{equation*}
$$

Differentiating (4), we obtain:

$$
\begin{equation*}
\overline{\bar{h}}_{\rho}=\frac{1}{\chi} h_{\rho}+\frac{1}{\chi \rho} h_{\rho}-\frac{1}{\chi \rho^{2}} h_{\rho}-\frac{4 B}{\chi \rho^{3}} . \tag{5}
\end{equation*}
$$

We substitute (5) in the equations listed in Table T5-8.2 and find:
$\left(\frac{1}{\chi \rho} \sqrt[h]{ }+\frac{1}{\chi \rho^{2}} h_{\rho}+\frac{2 B}{\chi \rho^{3}}+\chi h_{\rho}+\frac{1}{\chi} \boxed{h_{\rho}}+\frac{1}{\chi \rho} h_{\rho}-\frac{1}{\chi \rho^{2}} h_{\rho}-\frac{4 B}{\chi \rho^{3}}\right)=0$ or

$$
\begin{equation*}
h_{\rho}+\frac{2}{\rho} h_{\rho}+\chi^{2} h_{\rho}-\frac{2 B}{\rho^{3}}=0 \tag{6}
\end{equation*}
$$

With differential equation (6), the reader can find the function $h_{\rho}(\rho)$. Using this known function and the differential equations listed in Table T5-8.2, the reader can finally find the function $\overline{\bar{h}}_{\rho}(\rho)$.

In particular, for $\varepsilon=\mu$, for example, for a vacuum, we find from (2.15) that $\mathrm{A}=\mathrm{B}$ and, comparing (3) and (6), we find that

$$
\begin{equation*}
h_{\rho}=e_{\rho} \tag{7}
\end{equation*}
$$

If $\mathrm{A}=\mathrm{B}$ and the value of $\chi$ is small, the equations listed in Tables T5-4.1 and T5-8.1 coincide and take the following form:

$$
\begin{equation*}
\dot{y}+\frac{2}{\rho} y-\frac{2 A}{\rho^{3}}=0 \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
y=h_{\rho}=e_{\rho} \tag{9}
\end{equation*}
$$

The method for resolving such an equation is given in [9, p. 50]. Following this method, we find

$$
\begin{equation*}
y=\frac{\mathrm{C}+2 A \ln (\rho)}{\rho^{2}} \tag{10}
\end{equation*}
$$

where C is some constant that can take different values for the functions $e_{\rho}$ and $h_{\rho}$. From expressions (9) and (10) we find:

$$
\begin{equation*}
h_{\rho}=e_{\rho}=-\frac{\mathrm{C}}{\rho}-2 A\left(\frac{1+\ln (\rho)}{\rho}\right)=-\frac{1}{\rho}(G+2 A \cdot \ln (\rho)) \tag{11}
\end{equation*}
$$

where $G$ is also one constant that can take different values for the functions $e_{\rho}$ and $h_{\rho}$.

For a small value of $\chi$, the equations listed in Tables T5-4.1 and T5-8.1 coincide and take the following form:

$$
\begin{equation*}
\dot{z}+\frac{1}{\rho} z=0 \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
z=\overline{\bar{h}}_{\rho}=\overline{\bar{e}}_{\rho} \tag{13}
\end{equation*}
$$

The solution of this equation has the following form:

$$
\begin{equation*}
\overline{\bar{h}}_{\rho}=\overline{\bar{e}}_{\rho}=\frac{D}{\rho} \tag{14}
\end{equation*}
$$

where D is some constant that can take different values for the functions $\overline{\bar{e}}_{\rho}$ and $\overline{\bar{h}}_{\rho}$.

With the equations listed in Table T5-2.1 and expressions (2.13), (14), (11), the reader can obtain:

$$
\begin{align*}
& j_{\rho}=\frac{2}{\rho} e_{\varphi}-\frac{\mu}{c} \omega \overline{\bar{h}}_{\rho}=\frac{2 A}{\rho^{2}}-\frac{\mu \omega}{c} \cdot \frac{D}{\rho}  \tag{15}\\
& \overline{\bar{J}}_{\rho}=\frac{\mu}{c} \omega h_{\rho}=-\frac{\mu \omega}{c} \cdot \frac{1}{\rho}(G+2 A \cdot \ln (\rho)) \tag{16}
\end{align*}
$$

With the equations listed in Table T5-2.2 and (2.14), (14), (11), the reader can also find that

$$
\begin{align*}
& m_{\rho}=\frac{2}{\rho} h_{\varphi}+\frac{\varepsilon}{c} \omega \overline{\bar{e}}_{\rho}=-\frac{2 B}{\rho^{2}}+\frac{\varepsilon \omega}{c} \cdot \frac{D}{\rho}  \tag{17}\\
& \overline{\bar{m}}_{\rho}=\frac{\varepsilon}{c} \omega e_{\rho}=-\frac{\varepsilon \omega \cdot}{c} \frac{1}{\rho}(G+2 A \cdot \ln (\rho)) \tag{18}
\end{align*}
$$

## Tables

Table 1.

| 1 | 2 | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :---: | :---: | :---: |
| 1 | $\operatorname{rot}_{\rho}(E)$ | $\frac{E_{\varphi}}{\rho \operatorname{tg}(\theta)}+\frac{\partial E_{\varphi}}{\rho \partial \theta}-\frac{\partial E_{\theta}}{\rho \sin (\theta) \partial \varphi}$ | $\frac{T\left(E_{\varphi}\right)}{\rho}-\frac{i \alpha E_{\theta}}{\rho \sin (\theta)}$ |
| 5 | $\operatorname{rot}_{\rho}(H)$ | $\frac{H_{\varphi}}{\rho \operatorname{tg}(\theta)}+\frac{\partial H_{\varphi}}{\rho \partial \theta}-\frac{\partial H_{\theta}}{\rho \sin (\theta) \partial \varphi}$ | $\frac{T\left(H_{\varphi}\right)}{\rho}-\frac{i \alpha H_{\theta}}{\rho \sin (\theta)}$ |
| 2 | $\operatorname{rot}_{\theta}(E)$ | $\frac{\partial E_{\rho}}{\rho \sin (\theta) \partial \varphi}-\frac{E_{\varphi}}{\rho}-\frac{\partial E_{\varphi}}{\partial \rho}$ | $\frac{i \alpha E_{\rho}}{\rho \sin (\theta)}-\psi\left(E_{\varphi}\right)$ |
| 3 | $\operatorname{rot}_{\varphi}(E)$ | $\frac{E_{\theta}}{\rho}+\frac{\partial E_{\theta}}{\partial \rho}-\frac{\partial E_{\rho}}{\rho \partial \varphi}$ | $\psi\left(E_{\theta}\right)-\frac{i \alpha E_{\rho}}{\rho}$ |
| 6 | $\operatorname{rot}_{\theta}(H)$ | $\frac{\partial H_{\rho}}{\rho \sin (\theta) \partial \varphi}-\frac{H_{\varphi}}{\rho}-\frac{\partial H_{\varphi}}{\partial \rho}$ | $\frac{i \alpha H_{\rho}}{\rho \sin (\theta)}-\psi\left(H_{\varphi}\right)$ |
| 7 | $\operatorname{rot}_{\varphi} H$ | $\frac{H_{\theta}}{\rho}+\frac{\partial H_{\theta}}{\partial \rho}-\frac{\partial H_{\rho}}{\rho \partial \varphi}$ | $\psi\left(H_{\theta}\right)-\frac{i \alpha H_{\rho}}{\rho}$ |
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| 4 | $\operatorname{div}(E)$ | $\frac{E_{\rho}}{\rho}+\frac{\partial E_{\rho}}{\partial \rho}+\frac{E_{\theta}}{\rho \operatorname{tg}(\theta)}+$ | $\psi\left(E_{\rho}\right)+\frac{T\left(E_{\theta}\right)}{\rho}+\frac{i \alpha E_{\varphi}}{\rho \sin (\theta)}$ |
| :---: | :---: | :---: | :---: |
| 8 | $\operatorname{div}(H)$ | $\frac{\partial E_{\theta}}{\rho \partial \theta}+\frac{\partial E_{\varphi}}{\rho \sin (\theta) \partial \varphi}$ |  |
|  |  | $+\frac{\partial H_{\rho}}{\partial \rho}+\frac{H_{\theta}}{\rho \operatorname{tg}(\theta)}+$ | $\psi\left(H_{\rho}\right)+\frac{T\left(H_{\theta}\right)}{\rho}+\frac{i \alpha H_{\varphi}}{\rho \sin (\theta)}$ |
|  | $+\frac{\partial H_{\theta}}{\rho \partial \theta}+\frac{\partial H_{\varphi}}{\rho \sin (\theta) \partial \varphi}$ |  |  |

Table 1A.

| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :--- | :---: | :---: |
| 1. | $\operatorname{rot}_{\rho}(E)+\frac{\mu}{c} \frac{\partial H_{\rho}}{\partial t}-M_{\rho}=0$ | $\frac{T\left(E_{\varphi}\right)}{\rho}+\frac{i \omega \mu H_{\rho}}{c}-M_{\rho}=0$ |
| 5. | $\operatorname{rot}_{\rho}(H)-\frac{\varepsilon}{c} \frac{\partial E_{\rho}}{\partial t}-J_{\rho}=0$ | $\frac{T\left(H_{\varphi}\right)}{\rho}-\frac{i \omega \varepsilon E_{\rho}}{c}-J_{\rho}=0$ |
| 2. | $\operatorname{rot}_{\theta}(E)+\frac{\mu}{c} \frac{\partial H_{\theta}}{\partial t}=0$ | $-\Psi\left(E_{\varphi}\right)+\frac{i \omega \mu H_{\theta}}{c}=0$ |
| 3. | $\operatorname{rot}_{\varphi}(E)+\frac{\mu}{c} \frac{\partial H_{\varphi}}{\partial t}=0$ | $\Psi\left(E_{\theta}\right)+\frac{i \omega \mu H_{\varphi}}{c}=0$ |
| 6. | $\operatorname{rot}_{\theta}(H)-\frac{\varepsilon}{c} \frac{\partial E_{\theta}}{\partial t}=0$ | $-\Psi\left(H_{\varphi}\right)-\frac{i \omega \varepsilon E_{\theta}}{c}=0$ |
| 7. | $\operatorname{rot}_{\varphi}(H)-\frac{\varepsilon}{c} \frac{\partial E_{\varphi}}{\partial t}=0$ | $\Psi\left(H_{\theta}\right)-\frac{i \omega \varepsilon E_{\varphi}}{c}=0$ |
| 4. | $\operatorname{div}(E)=0$ | $\Psi\left(E_{\rho}\right)+\frac{T\left(E_{\theta}\right)}{\varrho}=0$ |
| 8. | $\operatorname{div}(H)=0$ | $\Psi\left(H_{\rho}\right)+\frac{T\left(H_{\theta}\right)}{\varrho}=0$ |

Table 2.

| $\mathbf{1}$ | $\mathbf{2}$ |
| :---: | :---: |
|  | $E_{\theta}=e_{\theta} \sin (\theta) \cos (\chi \rho+\omega t)$ |
|  | $E_{\varphi}=e_{\varphi} \sin (\theta) \sin (\chi \rho+\omega t)$ |
|  | $E_{\rho}=\cos (\theta)\left(e_{\rho} \cos (\chi \rho+\omega t)+\overline{\bar{e}}_{\rho} \sin (\chi \rho+\omega t)\right)$ |


|  | $J_{\rho}=\cos (\theta)\left(j_{\rho} \sin (\chi \rho+\omega t)+\overline{\bar{J}}_{\rho} \cos (\chi \rho+\omega t)\right)$ |
| :---: | :---: |
|  | $H_{\theta}=h_{\theta} \sin (\theta) \sin (\chi \rho+\omega t)$ |
|  | $H_{\varphi}=h_{\varphi} \sin (\theta) \cos (\chi \rho+\omega t)$ |
|  | $H_{\rho}=\cos (\theta)\left(h_{\rho} \sin (\chi \rho+\omega t)+\overline{\bar{h}}_{\rho} \cos (\chi \rho+\omega t)\right)$ |
|  | $M_{\rho}=\cos (\theta)\left(m_{\rho} \cos (\chi \rho+\omega t)+\overline{\bar{m}}_{\rho} \sin (\chi \rho+\omega t)\right)$ |

Table 2i.

| $\mathbf{1}$ | $\mathbf{2}$ |
| :---: | :---: |
|  | $i \omega E_{\theta}=\omega \sin (\theta)\left(-e_{\theta} \sin (\chi \rho+\omega t)\right)$ |
|  | $i \omega E_{\varphi}=\omega \sin (\theta)\left(e_{\varphi} \cos (\chi \rho+\omega t)\right)$ |
|  | $i \omega E_{\rho}=\omega \cos (\theta)\left(-e_{\rho} \sin (\chi \rho+\omega t)+\overline{\bar{e}}_{\rho} \cos (\chi \rho+\omega t)\right)$ |
|  | $i \omega H_{\theta}=\omega \sin (\theta)\left(h_{\theta} \cos (\chi \rho+\omega t)\right)$ |
|  | $i \omega H_{\varphi}=\omega \sin (\theta)\left(-h_{\varphi} \sin (\chi \rho+\omega t)\right)$ |
|  | $i \omega H_{\rho}=\omega \cos (\theta)\left(h_{\rho} \cos (\chi \rho+\omega t)-\overline{\bar{h}}_{\rho} \sin (\chi \rho+\omega t)\right)$ |

Table $2 \rho$.

| 1 | $\frac{\partial E_{\theta}}{\partial \rho}=\chi \sin (\theta)\left(-e_{\theta} \sin (\chi \rho+\omega t)\right)$ |
| :---: | :---: |
|  | $\frac{\partial E_{\varphi}}{\partial \rho}=\chi \sin (\theta)\left(e_{\varphi} \cos (\chi \rho+\omega t)\right)$ |
|  | $\frac{\partial E_{\rho}}{\partial \rho}=\chi \cos (\theta)\left(-e_{\rho} \sin (\chi \rho+\omega t)+\overline{\bar{e}}_{\rho} \cos (\chi \rho+\omega t)\right)$ |
|  | $\frac{\partial H_{\theta}}{\partial \rho}=\chi \sin (\theta)\left(-h_{\varphi} \sin (\chi \rho+\omega t)\right)$ |
|  | $\frac{\partial H_{\varphi}}{\partial \rho}=\chi \sin (\theta)\left(-h_{\varphi} \sin (\chi \rho+\omega t)\right)$ |
|  | $\frac{\partial H_{\rho}}{\partial \rho}=\chi \cos (\theta)\left(h_{\rho} \cos (\chi \rho+\omega t)-\bar{h}_{\rho} \sin (\chi \rho+\omega t)\right)$ |

Table $2 \Psi$.

| 2 |
| :---: |
| $\Psi\left(E_{\theta}\right)=\frac{E_{\theta}}{\rho}+\frac{\partial E_{\theta}}{\partial \rho}=\sin (\theta)\left(\frac{1}{\rho}\left(e_{\theta} \mathrm{co}\right)+\chi\left(-e_{\theta} \mathrm{Si}\right)+\left(e_{\theta} \mathrm{co}\right)\right)$ |
| $\Psi\left(E_{\varphi}\right)=\frac{E_{\varphi}}{\rho}+\frac{\partial E_{\varphi}}{\partial \rho}=\sin (\theta)\left(\frac{1}{\rho}\left(e_{\varphi} \mathrm{si}\right)+\chi\left(e_{\varphi} \mathrm{co}\right)+\left(e_{\varphi} \mathrm{si}\right)\right)$ |
| $\begin{gathered} \Psi\left(E_{\rho}\right)=\frac{E_{\rho}}{\rho}+\frac{\partial E_{\rho}}{\partial \rho} \\ =\cos (\theta)\left(\frac{1}{\rho}\left(e_{\rho} \mathrm{co}\right)+\frac{1}{\rho}\left(\overline{\bar{e}}_{\rho} \mathrm{si}\right)+\chi\left(\overline{\bar{e}}_{\rho} \mathrm{co}\right)\right. \\ \left.-\chi\left(e_{\rho} \mathrm{si}\right)+\left(\bar{e}_{\rho} \mathrm{co}\right)+\left(\overline{\bar{e}}_{\rho} \mathrm{si}\right)\right) \end{gathered}$ |
| $\Psi\left(H_{\theta}\right)=\frac{H_{\theta}}{\rho}+\frac{\partial H_{\theta}}{\partial \rho}=\sin (\theta)\left(\frac{1}{\rho}\left(h_{\theta} \mathrm{Si}\right)+\chi\left(h_{\theta} \mathrm{Co}\right)+\left(\underline{h}_{\theta} \mathrm{si}\right)\right)$ |
| $\Psi\left(H_{\varphi}\right)=\frac{H_{\varphi}}{\rho}+\frac{\partial H_{\varphi}}{\partial \rho}=\sin (\theta)\left(\frac{1}{\rho}\left(h_{\varphi} \mathrm{co}\right)+\chi\left(-h_{\varphi} \mathrm{si}\right)+\left(\boxed{h_{\varphi}} \mathrm{co}\right)\right)$ |
| $\begin{gathered} \Psi\left(H_{\rho}\right)=\frac{H_{\rho}}{\rho}+\frac{\partial H_{\rho}}{\partial \rho} \\ =\cos (\theta)\left(\frac{1}{\rho}\left(h_{\rho} \mathrm{si}\right)+\frac{1}{\rho}\left(\overline{\bar{h}}_{\rho} \mathrm{co}\right)-\chi\left(\overline{\bar{h}}_{\rho} \mathrm{si}\right)\right. \\ \left.+\chi\left(h_{\rho} \mathrm{co}\right)+\left(h_{\rho} \mathrm{si}\right)+\left(\overline{\bar{h}}_{\rho} \mathrm{co}\right)\right) \end{gathered}$ |

Table 4.

| 1 | 2 |
| :---: | :---: |
| 1. | $\frac{2}{\rho}\left(e_{\varphi} \mathrm{si}\right)-\frac{\mu}{c} \omega\left(\overline{\bar{h}}_{\rho} \mathrm{si}\right)=j_{\rho} \mathrm{si}$ |
|  | $\frac{\mu}{c} \omega\left(h_{\rho} \mathrm{co}\right)=\overline{\bar{J}}_{\rho} \mathrm{co}$ |
| 5. | $\frac{2}{\rho}\left(h_{\varphi} \mathrm{co}\right)+\frac{\varepsilon}{c} \omega\left(\overline{\bar{e}}_{\rho} \mathrm{co}\right)=m_{\rho} \mathrm{co}$ |
|  | $\frac{\varepsilon}{c} \omega\left(e_{\rho} \mathrm{si}\right)=\overline{\bar{m}}_{\rho} \mathrm{si}$ |
| 2. | $-\left(\frac{1}{\rho}\left(e_{\varphi} \mathrm{si}\right)+\chi\left(e_{\varphi} \mathrm{co}\right)+\left(\bar{e}_{\varphi} \mathrm{si}\right)\right)+\frac{\mu}{c} \omega\left(h_{\theta} \mathrm{co}\right)=0$ |
| 3. | $\left(\frac{1}{\rho}\left(e_{\theta} \mathrm{co}\right)+\chi\left(-e_{\theta} \mathrm{si}\right)+\left(e_{\theta} \mathrm{co}\right)\right)+\frac{\mu}{c} \omega\left(-h_{\varphi} \mathrm{si}\right)=0$ |


| 6. | $-\left(\frac{1}{\rho}\left(h_{\varphi} \mathrm{co}\right)+\chi\left(-h_{\varphi} \mathrm{si}\right)+\left(\boxed{h_{\varphi}} \mathrm{co}\right)\right)-\frac{\varepsilon}{c} \omega\left(-e_{\theta} \mathrm{si}\right)=0$ |
| :--- | :---: |
| 7. | $\left(\frac{1}{\rho}\left(h_{\theta} \mathrm{si}\right)+\chi\left(h_{\theta} \mathrm{co}\right)+\left(h_{\theta} \mathrm{si}\right)\right)-\frac{\varepsilon}{c} \omega\left(e_{\varphi} \mathrm{co}\right)=0$ |
| 4. | $\left(\frac{1}{\rho}\left(e_{\rho} \mathrm{co}\right)+\chi\left(\overline{\bar{e}}_{\rho} \mathrm{co}\right)+(\sqrt[e_{\rho}]{ } \mathrm{co})\right)+\frac{2}{\rho}\left(e_{\theta} \mathrm{co}\right)=0$ |
| 8. | $\left(\frac{1}{\rho}\left(\overline{\bar{e}}_{\rho} \mathrm{si}\right)-\chi\left(e_{\rho} \mathrm{si}\right)+(\sqrt[\overline{\bar{e}}_{\rho}]{ } \mathrm{si})\right)=0$ |
|  | $\left.\left(h_{\rho} \mathrm{si}\right)-\chi\left(\overline{\bar{h}}_{\rho} \mathrm{si}\right)+\left(h_{\rho} \mathrm{si}\right)\right)+\frac{2}{\rho}\left(h_{\theta} \mathrm{si}\right)=0$ |
|  | $\left(\frac{1}{\rho}\left(\overline{\bar{h}}_{\rho} \mathrm{co}\right)+\chi\left(h_{\rho} \mathrm{co}\right)+\left(\overline{\bar{h}_{\rho}} \mathrm{co}\right)\right)=0$ |

Table 5

| 1 | 2 |
| :--- | :---: |
| 1. | $\frac{2}{\rho} e_{\varphi}-\frac{\mu}{c} \omega \overline{\bar{h}}_{\rho}=j_{\rho} ; \frac{\mu}{c} \omega h_{\rho}=\overline{\bar{J}}_{\rho}$ |
| 5. | $\frac{2}{\rho} h_{\varphi}+\frac{\varepsilon}{c} \omega \overline{\bar{e}}_{\rho}=m_{\rho} ; \frac{\varepsilon}{c} \omega e_{\rho}=\overline{\bar{m}}_{\rho}$ |
| 2. | $\boxed{e_{\varphi}}=-\frac{1}{\rho} e_{\varphi} ;-\chi e_{\varphi}+\frac{\mu \omega}{c} h_{\theta}=0$ |
| 6. | $\boxed{h_{\varphi}}=-\frac{1}{\rho} h_{\varphi} ; \chi h_{\varphi}+\frac{\varepsilon \omega}{c} e_{\theta}$ |
| 3. | $\boxed{e_{\theta}}=-\frac{1}{\rho} e_{\theta} ;-\chi e_{\theta}-\frac{\mu \omega}{c} h_{\varphi}=0$ |
| 7. | $\boxed{h_{\theta}}=-\frac{1}{\rho} h_{\theta} ; \chi h_{\theta}-\frac{\varepsilon \omega}{c} e_{\varphi}$ |
| 2. | $\boxed{e_{\varphi}}=-\chi e_{\varphi}-\frac{1}{\rho} e_{\varphi}+\frac{\mu \omega}{c} h_{\varphi}$ |
| 6. | $\boxed{h_{\varphi}}=\chi h_{\varphi}-\frac{1}{\rho} h_{\varphi}-\frac{\varepsilon \omega}{c} e_{\theta}$ |
| 3. | $\boxed{e_{\theta}}=\chi e_{\theta}-\frac{1}{\rho} e_{\theta}-\frac{\mu \omega}{c} h_{\varphi}$ |


| 7. | $=-\chi h_{\theta}-\frac{1}{\rho} h_{\theta}+\frac{\varepsilon \omega}{c} e_{\varphi}$ |  |
| :--- | :--- | :---: |
| 4. | 1 | $\left(\frac{1}{\rho} e_{\rho}+\chi \overline{\bar{e}}_{\rho}+e_{\rho}\right)+\frac{2}{\rho} e_{\theta}=0$ |
|  | 2 | $\left(\frac{1}{\rho} \overline{\bar{e}}_{\rho}-\chi e_{\rho}+\overline{\bar{e}}_{\rho}\right)=0$ |
| 8. | 1 | $\left(\frac{1}{\rho} h_{\rho}-\chi \overline{\bar{h}_{\rho}}+h_{\rho}\right)+\frac{2}{\rho} h_{\theta}=0$ |
|  | 2 | $\left(\frac{1}{\rho} \overline{\bar{h}}_{\rho}+\chi h_{\rho}+\overline{\bar{h}}_{\rho}\right)=0$ |

## The third solution. Maxwell's equations in spherical coordinates for an electrically conductive medium

## 1. An approximate solution

Above in the "The second solution", we considered the solution of the Maxwell equations for a sphere in a medium with $\varepsilon<>1$ and $\mu<>$ 1. Further, suppose that the medium has some electrical conductivity $\sigma$. In this case, the following equation:

$$
\begin{equation*}
\operatorname{rot} H-\frac{\varepsilon}{c} \frac{\partial E}{\partial t}=0 \tag{1}
\end{equation*}
$$

can be replaced by the following equation:

$$
\begin{equation*}
\operatorname{rot} H-\frac{\varepsilon}{c} \frac{\partial E}{\partial t}-\sigma E=0 \tag{2}
\end{equation*}
$$

We will seek a solution in the form of the functions $\mathrm{E}, \mathrm{H}, \mathrm{J}$, and M listed in Table T2-2 (see "The second solution") and rewrite it in a complex form as T1-2. Then equation (2) takes the following form:

$$
\begin{equation*}
\operatorname{rot}(H)-\frac{i \omega \varepsilon}{c} E-\sigma E=0 \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{rot}(H)-w E=0 \tag{4}
\end{equation*}
$$

where there is the following complex number:

$$
\begin{equation*}
\mathrm{w}=\frac{i \omega \varepsilon}{c}+\sigma \tag{5}
\end{equation*}
$$

We now rewrite Table T1A (see "The second solution") in the complex forms listed in Table $\mathbf{T} \mathbf{2}$, taking into account formula (4). We
assume that the conduction currents are substantially larger than the displacement currents on the circles of the sphere, i.e. on the circles one can take into account only the conduction currents. In Table T2-3, we obtain a set of eight algebraic equations with eight complex unknowns $E$, $H, J_{\rho}, M_{\rho}$.

The solution can be performed in the following order.

1. The sets of two equations T2-2 and T2-7 with respect to the unknowns $E_{\varphi}$ and $H_{\theta}$ are solved.
2. The sets of two equations $\mathbf{T} 2-3$ and $\mathbf{T} 2-6$ with respect to the unknowns $E_{\theta}$ and $H_{\varphi}$ are solved.
3. With the obtained parameters $E_{\theta}$ and $H_{\theta}$, the equations T2-4 and T2-8 are solved and the unknowns $E_{\rho}$ and $H_{\rho}$, respectively, are determined.
4. For the obtained parameters $E_{\varphi}$ and $H_{\rho}$, the equations T2-1 are solved and the unknown $M_{\rho}$ is determined.
5. For the obtained parameters $H_{\varphi}$ and $E_{\rho}$, the equations $\mathbf{T} 2-1$ are solved and the unknown $J_{\rho}$ is determined.

## 2. The exact solution

We now consider Table $\mathbf{T} 2$, in which all six displacement currents are indicated. This table contains eight algebraic equations with twelve complex unknowns $\mathrm{E}, \mathrm{H}, \mathrm{J}, \mathrm{M}$ and is overdetermined.

Consider the equations of energy fluxes (3.4) from the section "The second solution". They read:

$$
\begin{align*}
& S_{\varphi}=\eta\left(E_{\theta} H_{\rho}-E_{\rho} H_{\theta}\right),  \tag{1}\\
& S_{\theta}=\eta\left(E_{\rho} H_{\varphi}-E_{\varphi} H_{\rho}\right)  \tag{2}\\
& S_{\rho}=\eta\left(E_{\varphi} H_{\theta}-E_{\theta} H_{\varphi}\right) \tag{3}
\end{align*}
$$

From the law of conservation of energy, it follows that the flow of energy can not change in time. This means that quantities (1)-(3) must be real. Consequently,

$$
\begin{align*}
& \operatorname{Im}\left(E_{\theta} H_{\rho}-E_{\rho} H_{\theta}\right)=0,  \tag{4}\\
& \operatorname{Im}\left(E_{\rho} H_{\varphi}-E_{\varphi} H_{\rho}\right)=0,  \tag{5}\\
& \operatorname{Im}\left(E_{\varphi} H_{\theta}-E_{\theta} H_{\varphi}\right)=0 . \tag{6}
\end{align*}
$$

We also assume that one of the strengths is known, for instance,

$$
\begin{equation*}
e_{\varphi}=A / \rho, \tag{7}
\end{equation*}
$$

where A is the constant. In this case, we have a set of twelve nonlinear equations T3-3 and (4)-(7) with twelve complex unknowns E, H, J, M. Methods for resolving such sets are known.

## Tables

Table 1.

| $\mathbf{1}$ | $\mathbf{2}$ |
| :---: | :---: |
|  | $E_{\theta}=e_{\theta} \sin (\theta)$ |
|  | $E_{\varphi}=i e_{\varphi} \sin (\theta)$ |
|  | $E_{\rho}=\cos (\theta)\left(e_{\rho}+i \overline{\bar{e}}_{\rho}\right)$ |
|  | $J_{\rho}=\cos (\theta)\left(i j_{\rho}+\bar{J}_{\rho}\right)$ |
|  | $H_{\theta}=i h_{\theta} \sin (\theta)$ |
|  | $H_{\varphi}=h_{\varphi} \sin (\theta)$ |
|  | $H_{\rho}=\cos (\theta)\left(i h_{\rho}+\overline{\bar{h}}_{\rho}\right)$ |
|  | $M_{\rho}=\cos (\theta)\left(m_{\rho}+i \bar{m}_{\rho}\right)$ |

Table 2.

| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: |
| 1. | $\operatorname{rot}_{\rho}(E)-\frac{i \omega \mu}{c} H_{\rho}-M_{\rho}=0$ | $\frac{T\left(E_{\varphi}\right)}{\rho}+\frac{i \omega \mu H_{\rho}}{c}-M_{\rho}=0$ |
| 5. | $\operatorname{rot}_{\rho}(H)-w E_{\rho}-J_{\rho}=0$ | $\frac{T\left(H_{\varphi}\right)}{\rho}-w E_{\rho}-J_{\rho}=0$ |
| 2. | $\operatorname{rot}_{\theta}(E)-\frac{i \omega \mu}{c} H_{\theta}=0$ | $-\Psi\left(E_{\varphi}\right)+\frac{i \omega \mu H_{\theta}}{c}=0$ |
| 7. | $\operatorname{rot}_{\varphi}(H)-w E_{\varphi}=0$ | $\Psi\left(H_{\theta}\right)-w E_{\varphi}=0$ |
| 3. | $\operatorname{rot}_{\varphi}(E)-\frac{i \omega \mu}{c} H_{\varphi}=0$ | $\Psi\left(E_{\theta}\right)+\frac{i \omega \mu H_{\varphi}}{c}=0$ |
| 6. | $\operatorname{rot}_{\theta}(H)-w E_{\theta}=0$ | $-\Psi\left(H_{\varphi}\right)-w E_{\theta}=0$ |
| 4. | $\operatorname{div}(E)=0$ | $\Psi\left(E_{\rho}\right)+\frac{T\left(E_{\theta}\right)}{\rho}=0$ |
| 8. | $\operatorname{div}(H)=0$ | $\Psi\left(H_{\rho}\right)+\frac{T\left(H_{\theta}\right)}{\rho}=0$ |

Table 3.

| 1 | $\mathbf{2}$ | 3 |
| :---: | :---: | :---: |
| 1. | $\operatorname{rot}_{\rho}(E)-\frac{i \omega \mu}{c} H_{\rho}-M_{\rho}=0$ | $\frac{T\left(E_{\varphi}\right)}{\rho}+\frac{i \omega \mu H_{\rho}}{c}-M_{\rho}=0$ |
| 5. | $\operatorname{rot}_{\rho}(H)-w E_{\rho}-J_{\rho}=0$ | $\frac{T\left(H_{\varphi}\right)}{\rho}-w E_{\rho}-J_{\rho}=0$ |
| 2. | $\operatorname{rot}_{\theta}(E)-\frac{i \omega \mu}{c} H_{\theta}-M_{\theta}=0$ | $-\Psi\left(E_{\varphi}\right)+\frac{i \omega \mu H_{\theta}}{c}-M_{\theta}=0$ |
| 7. | $\operatorname{rot}_{\varphi}(H)-w E_{\varphi}-J_{\varphi}=0$ | $\Psi\left(H_{\theta}\right)-w E_{\varphi}=0$ |
| 3. | $\operatorname{rot}_{\varphi}(E)-\frac{i \omega \mu}{c} H_{\varphi}-M_{\varphi}=0$ | $\Psi\left(E_{\theta}\right)+\frac{i \omega \mu H_{\varphi}}{c}-M_{\varphi}=0$ |
| 6. | $\operatorname{rot}_{\theta}(H)-w E_{\theta}-J_{\theta}=0$ | $-\Psi\left(H_{\varphi}\right)-w E_{\theta}-J_{\theta}=0$ |
| 4. | $\operatorname{div}(E)=0$ | $\Psi\left(E_{\rho}\right)+\frac{T\left(E_{\theta}\right)}{\rho}=0$ |
| 8. | $\operatorname{div}(H)=0$ | $\Psi\left(H_{\rho}\right)+\frac{T\left(H_{\theta}\right)}{\rho}=0$ |

# Chapter 8a. Solution of Maxwell's Equations for Spherical Capacitor 
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## 1. Introduction

The electromagnetic wave in the capacitor in the alternating current or constant current circuit is investigated in Chapters 2 and 7. In this chapter, a spherical capacitor in a sinusoidal current circuit or a constant current circuit is considered. The capacitor electrodes are two spheres having the same center and the radii $R_{2}>R_{1}$.

## 2. Solution of the Maxwell Equations in the Spherical Coordinate System

The solution of the Maxwell equations in the spherical coordinates was obtained in Chapter 8 (second solution).

The radial coordinate changes within

$$
\begin{equation*}
R_{1}<\rho<R_{2} . \tag{1}
\end{equation*}
$$

For a bounded $\varrho$ and a small value of $\chi$, Table 2 in Chapter 8 (second solution) takes the form of Table 1 of the same chapter.

Next, we rewrite this table in a complex form, see in Tables 1 and 2 below, namely T2-2 and T2-3 with $i=(-1)^{1 / 2}$ below, where $\left|E_{\rho}\right|$ is the module of the strength $E_{\rho}$ (which includes the dependence on $\theta$ ), $\psi$ is the argument of the strength $E_{\rho}$, and so on.

Table 1.

| $\mathbf{1}$ | $\mathbf{2}$ |
| :---: | :---: |
|  | $E_{\theta}=e_{\theta} \sin (\theta) \cos (\omega t)$ |
|  | $E_{\varphi}=e_{\varphi} \sin (\theta) \sin (\omega t)$ |
|  | $E_{\rho}=\cos (\theta)\left(e_{\rho} \cos (\omega t)+\overline{\bar{e}}_{\rho} \sin (\omega t)\right)$ |
|  | $J_{\rho}=\cos (\theta)\left(j_{\rho} \sin (\omega t)+\overline{\bar{J}}_{\rho} \cos (\omega t)\right)$ |
|  | $H_{\theta}=h_{\theta} \sin (\theta) \sin (\omega t)$ |
|  | $H_{\varphi}=h_{\varphi} \sin (\theta) \cos (\omega t)$ |
|  | $H_{\rho}=\cos (\theta)\left(h_{\rho} \sin (\omega t)+\overline{\bar{h}}_{\rho} \cos (\omega t)\right)$ |
|  | $M_{\rho}=\cos (\theta)\left(m_{\rho} \cos (\omega t)+\bar{m}_{\rho} \sin (\omega t)\right)$ |

Table 2.

| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: |
|  | $E_{\theta}=e_{\theta} \sin (\theta)$ | $E_{\theta}=\left\|E_{\theta}\right\|$ |
|  | $E_{\varphi}=i e_{\varphi} \sin (\theta)$ | $E_{\varphi}=i\left\|E_{\varphi}\right\|$ |
|  | $E_{\rho}=\cos (\theta)\left(e_{\rho}+i \overline{\bar{e}}_{\rho}\right)$ | $E_{\rho}=\left\|E_{\rho}\right\| \cos (\psi)$ |
|  | $J_{\rho}=\cos (\theta)\left(i j_{\rho}+\overline{\bar{J}}_{\rho}\right)$ | $J_{\rho}=\left\|J_{\rho}\right\| \cos (\psi)$ |
|  | $H_{\theta}=i h_{\theta} \sin (\theta)$ | $H_{\theta}=i\left\|H_{\theta}\right\|$ |
|  | $H_{\varphi}=h_{\varphi} \sin (\theta)$ | $H_{\varphi}=\left\|H_{\varphi}\right\|$ |
|  | $H_{\rho}=\cos (\theta)\left(i h_{\rho}+\overline{\bar{h}}_{\rho}\right)$ | $H_{\rho}=\left\|H_{\rho}\right\| \cos (\psi)$ |
|  | $M_{\rho}=\cos (\theta)\left(m_{\rho}+i \overline{\bar{m}}_{\rho}\right)$ | $M_{\rho}=\left\|M_{\rho}\right\| \cos (\psi)$ |

It is important to note that at the moment the potential on the sphere of the given radius changes as a function of $\sin (\theta)$. The outer and inner metal surfaces are on a constant radius. Consequently, the potential on the metal plate of the spherical radius is different at different points of the sphere. Consequently, further, the currents flow on the plates of the spherical capacitor.

An additional argument in favor of the existence of such currents is the existence of telluric currents [53]. There is no generally accepted explanation of their cause.

Next, we will refer to the formulas of Chapter 8 (second solution) in the following form: (8."Section_Number"."Formula_Number").

From (8.2.16) and (8.2.17) we find:

$$
\begin{gather*}
\left|E_{\rho}\right|=\sqrt{\left(e_{\rho}\right)^{2}+\left(\overline{\bar{e}}_{\rho}\right)^{2}}=\sqrt{\left(\frac{1}{\rho}(G+2 A \cdot \ln (\rho))\right)^{2}+\left(\frac{D}{\rho}\right)^{2}}= \\
\frac{1}{\rho} \sqrt{(G+2 A \cdot \ln (\rho))^{2}+D^{2}}  \tag{2}\\
\operatorname{tg}\left(\psi_{e \rho}\right)=\frac{\bar{e}_{\rho}}{e_{\rho}}=D /(G+2 A \cdot \ln (\rho)) . \tag{3}
\end{gather*}
$$

The completely analogous formulas exist for the strength $H_{\rho}$. However, for $\psi_{h \rho}$ the formula has the following form:

$$
\begin{equation*}
\operatorname{tg}\left(\psi_{h \rho}\right)=\frac{h_{\rho}}{\overline{\bar{h}_{\rho}}}=(G+2 A \cdot \ln (\rho)) / D \tag{6}
\end{equation*}
$$

which follows from Table 2, namely T2-2. Consequently,

$$
\begin{equation*}
\operatorname{tg}\left(\psi_{h \rho}\right)=1 / \operatorname{tg}\left(\psi_{e \rho}\right) . \tag{7}
\end{equation*}
$$

Further from formulas (8.2.18) and (8.2.19) we find that

$$
\begin{gather*}
\left|J_{\rho}\right|=\sqrt{\left(j_{\rho}\right)^{2}+\left(\overline{\bar{J}}_{\rho}\right)^{2}}= \\
\sqrt{\left(\frac{2 A}{\rho^{2}}-\frac{\mu \omega}{c} \cdot \frac{D}{\rho}\right)^{2}+\left(\frac{\mu \omega}{c} \cdot \frac{1}{\rho}(G+2 A \cdot \ln (\rho))\right)^{2}},  \tag{8}\\
\operatorname{tg}\left(\psi_{j \rho}\right)=\frac{j_{\rho}}{\bar{J}}=\left(\frac{2 A}{\rho^{2}}-\frac{\mu \omega}{c} \cdot \frac{D}{\rho}\right) /\left(-\frac{\mu \omega}{c} \cdot \frac{1}{\rho}(G+2 A \cdot \ln (\rho))\right) . \tag{9}
\end{gather*}
$$

Finally, from formulas (8.2.20) and (8.2.21) we find:

$$
\begin{gather*}
\left|M_{\rho}\right|=\sqrt{\left(m_{\rho}\right)^{2}+\left(\overline{\bar{m}}_{\rho}\right)^{2}}= \\
\sqrt{\left(-\frac{2 B}{\rho^{2}}+\frac{\varepsilon \omega}{c} \cdot \frac{D}{\rho}\right)^{2}+\left(\frac{\varepsilon \omega \cdot}{c} \frac{1}{\rho}(G+2 A \cdot \ln (\rho))\right)^{2}},  \tag{10}\\
\operatorname{tg}\left(\psi_{m \rho}\right)=\frac{\bar{m}_{\rho}}{m_{\rho}}=\left(-\frac{\left.\varepsilon \omega \cdot \frac{1}{c}(G+2 A \cdot \ln (\rho))\right) /\left(-\frac{2 B}{\rho^{2}}+\frac{\varepsilon \omega}{c} \cdot \frac{D}{\rho}\right) .}{}\right. \tag{11}
\end{gather*}
$$

From the obtained formulas it follows that the spherical capacitor must have magnetic properties similar to its electrical properties.

For the known voltage with the RMS value of U on the capacitor, from (2) we find:

$$
\begin{gather*}
U=\left|E_{\rho}\left(R_{2}\right)\right|-\left|E_{\rho}\left(R_{1}\right)\right|=\frac{1}{R_{2}} \sqrt{\left(G+2 A \cdot \ln \left(R_{2}\right)\right)^{2}+D^{2}}- \\
\frac{1}{R_{1}} \sqrt{\left(G+2 A \cdot \ln \left(R_{1}\right)\right)^{2}+D^{2}} \tag{12}
\end{gather*}
$$

In particular, with $\ln \left(R_{2}\right) \approx \ln \left(R_{1}\right)$ we get:

$$
\begin{equation*}
U=K\left(\frac{1}{R_{2}}-\frac{1}{R_{1}}\right) \tag{13}
\end{equation*}
$$

where K is the constant. Consequently, the amplitude of the potential on the outer sphere of the capacitor is smaller than the amplitude of the potential on the inner sphere of the capacitor.

## 3. Electric and magnetic fields' strengths

Let us consider some point T with the coordinates $(\varphi, \theta)$ on a sphere of radius $\rho$. The vectors $H_{\varphi}$ and $H_{\theta}$, going from this point are in plane P , tangent to this sphere at point $T(\varphi, \theta)$ that is shown in Figure 1. These vectors are perpendicular to each other. Hence, at each point ( $\varphi, \theta$ ) the following sum vector

$$
\begin{equation*}
H_{\varphi \theta}=H_{\varphi}+H_{\theta} \tag{1}
\end{equation*}
$$

is in plane P and has an angle of $\psi$ to a parallel line. As it follows from the equations listed in Table 2 and equation (8.2.14), the module of this vector $\left|\mathrm{H}_{\varphi \theta}\right|$ and the angle $\psi$ are defined by the following formulas:

$$
\begin{align*}
& H_{\varphi \theta}=\left|H_{\varphi \theta}\right| \cos (\psi)  \tag{2}\\
& \left|\mathrm{H}_{\varphi \theta}\right|=\frac{B}{\rho} \sin (\theta)  \tag{3}\\
& \psi=\operatorname{arcctg}(\chi \rho+\omega t) \tag{4}
\end{align*}
$$
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We find the strengths $\mathrm{H}_{\varphi \theta}$ at the poles of the sphere, where

$$
\begin{equation*}
\theta= \pm \frac{\pi}{2}, \sin (\theta)= \pm 1, \rho=R \tag{5}
\end{equation*}
$$

It follows from (2)-(4) that at the poles there is

$$
\begin{equation*}
\left|H_{\varphi \theta}\right|= \pm \frac{B}{R} \tag{6}
\end{equation*}
$$

and there is the following magnetic strength between the poles

$$
\begin{equation*}
H_{p p}=\frac{2 B}{R} \cos (\chi R+\omega t) \tag{7}
\end{equation*}
$$

Similarly, the same relationships exist for the vectors $\mathrm{E}_{\varphi}$ and $\mathrm{E}_{\theta}$. At each point $(\varphi, \theta)$ the total vector

$$
\begin{equation*}
\mathrm{E}_{\varphi \theta}=\mathrm{E}_{\varphi}+\mathrm{E}_{\theta} \tag{8}
\end{equation*}
$$

lies in the plane P and is directed at an angle $\psi_{e}$ to a line parallel (along the coordinate $\theta$ ). It follows from Table 3 and (8.2.13) that the module of this vector and the angle $\psi_{e}$ are defined by the following formulas:

$$
\begin{align*}
& E_{\varphi \theta}=\left|E_{\varphi \theta}\right| \cos \left(\psi_{e}\right)  \tag{9}\\
& \left|\mathrm{E}_{\varphi \theta}\right|=\frac{A}{\rho} \sin (\theta)  \tag{10}\\
& \psi_{e}=\operatorname{arctg}(\chi \rho+\omega t) \tag{11}
\end{align*}
$$

There is the straight angle between the strengths $\mathrm{H}_{\varphi \theta}$ and $\mathrm{E}_{\varphi \theta}$ in the plane P .

Therefore, in a spherical capacitor we can consider only one vector of the electrical field strength $\mathrm{E}_{\varphi \theta}$ and only one vector of the magnetic field strength $\mathrm{H}_{\varphi \theta}$. As these vectors lie on the sphere, they will be called the spherical vectors.

Angle $\psi(30)$ is constant for all the vectors $\mathrm{H}_{\varphi \theta}$ for the given radius $\rho$. This means that the directions of all the vectors $\mathrm{H}_{\varphi \theta}$ constitute the same angle $\psi$ with all parallels on a sphere with the radius of $\rho$. This implies in turn that there are the magnetic equatorial plane inclined to the mathematical equatorial plane at angle $\psi$, magnetic axis, magnetic poles, and magnetic meridians, along which the vectors $\mathrm{H}_{\varphi \theta}$ are directed. This is shown in Figure 2, where the thin lines mark the mathematical meridional grid, the thick lines mark the magnetic meridional grid. Also, the mathematical axis $m m$, the magnetic axis $a a$, and the electric axis $b b$ are shown. It is important to note that the
magnetic axis $a a$ and the electric axis $b b$ are perpendicular, and generally, all the vectors $\mathrm{E}_{\varphi \theta}$ and $\mathrm{H}_{\varphi \theta}$ are perpendicular.


Fig. 2.
When $\frac{\omega}{c} \approx 0$ the magnetic axis coincides with the mathematical axis.

The spherical vectors depend on $\sin (\theta)$. The radial vectors depend on $\cos (\theta)$, see in Table 2. Therefore, there are the radial strengths only in locations where the spherical strengths are equal to zero.

## 4. Electromagnetic Wave in a Charged Spherical Capacitor

A solution of the Maxwell equations for the parallel-plate capacitor being charged (see in Chapter 7) is a consequence of a solution of these equations for the parallel-plate capacitor in the sinusoidal current circuit (see in Chapter 3). In this section, the method described in Chapter 7 will be used in solving the Maxwell equations for a spherical capacitor being charged.

For the charged spherical capacitor, the set of Maxwell's equations presented in Tables 1A-2 of Chapter 8 ("The second solution") must be changed, namely instead of equation (4) the following equation is used:

$$
\begin{equation*}
\operatorname{div}(E)=Q(t), \tag{1}
\end{equation*}
$$

where $Q(t)$ is the electric charge on the capacitor plate, which appears and accumulates during charging. The set of partial differential equations obtained in such a way has a solution represented by the sum of a particular solution of this set and a general solution of the corresponding set of homogeneous equations. The homogeneous equations' set is shown in specified table, i.e. it only differs from this new set by the absence of term $Q(t)$. Particular solution at given time $t$ is a solution that associates the electric strength $E_{\rho}(t)$ between the capacitor plates with the electric charge $Q(t)$. If $E_{\rho}(t)$ varies in time, then a solution of the set of equations from the specified table shall exist at the given $E_{\rho}(t)$. Exactly this solution we're going to seek further on.

Table 3.

| 1 | 2 |
| :---: | :---: |
|  | $E_{\theta}=e_{\theta} \sin (\theta)(1-\exp (\omega t))$ |
|  | $E_{\varphi}=e_{\varphi} \sin (\theta)(\exp (\omega t)-1)$ |
|  | $E_{\rho}=\cos (\theta)\left(e_{\rho}(1-\exp (\omega t))+\overline{\bar{e}}_{\rho}(\exp (\omega t)-1)\right)$ |
|  | $J_{\rho}=\cos (\theta)\left(j_{\rho}(\exp (\omega t)-1)+\overline{\bar{J}}_{\rho}(1-\exp (\omega t))\right)$ |
|  | $H_{\theta}=h_{\theta} \sin (\theta)(\exp (\omega t)-1)$ |
|  | $H_{\varphi}=h_{\varphi} \sin (\theta)(1-\exp (\omega t))$ |
|  | $H_{\rho}=\cos (\theta)\left(h_{\rho}(\exp (\omega t)-1)+\overline{\bar{h}}_{\rho}(1-\exp (\omega t))\right)$ |
|  | $M_{\rho}=\cos (\theta)\left(m_{\rho}(1-\exp (\omega t))+\overline{\bar{m}}_{\rho}(\exp (\omega t)-1)\right)$ |

Let us consider the field strengths in the form of functions listed in Table 3. These functions differ from functions listed in Table 1 only by the type of time dependence: in Table 2, the $E$ and $H$ functions depend on time as $\sin (\omega t), \cos (\omega t)$, respectively, while in Table 3, the $E$ and $H$ functions depend on time as $(\exp (\omega t)-1),(1-\exp (\omega t))$, respectively. Although the indicated substitution, the solution of Maxwell's equations remain unchanged. Here there is the constant $\omega=$ $-1 / \tau$, where $\tau$ is the time constant in the capacitor charge circuit.

Figure 3 shows the strengths' components and their time derivatives as well as the bias current as a function of time for $\omega=-300$ : $H_{\rho}$ is shown by the solid line, $E_{\rho}$ by the dashed line, and $J_{\rho}$ by the dotted line. It is evident that with $t \Rightarrow \infty$ the amplitudes of all the strengths'
components tend to a constant together, while the current amplitude approaches zero. This corresponds to the capacitor charging via a fixed resistor.


Thus, it's fare to say that the spherical capacitor is a device that is equivalent to both the magnet and the electret at the same time, and axes of which are perpendicular.

By analogy with Section 3 in Chapter 8 ("second solution"), we consider the flux of radial energy in the charged spherical capacitor. For this, in formula (8.3.4a) it is necessary to make the following change of functions:

$$
\begin{align*}
& \sin (q) \Rightarrow(\exp (\omega t)-1)  \tag{2}\\
& \cos (q) \Rightarrow(1-\exp (\omega t)) \tag{3}
\end{align*}
$$

Then we get the following expression:

$$
\begin{aligned}
S_{\rho}=\frac{A}{\rho} \sin (\theta) & (\exp (\omega t)-1) \frac{B}{\rho} \sin (\theta)(\exp (\omega t)-1) \\
& -\frac{A}{\rho} \sin (\theta)(1-\exp (\omega t)) \frac{-B}{\rho} \sin (\theta)(1-\exp (\omega t))
\end{aligned}
$$

or

$$
\begin{equation*}
S_{\rho}=\frac{2 A B}{\rho^{2}} \sin ^{2}(\theta)(1-\exp (\omega t))^{2} \Rightarrow 0 \tag{4}
\end{equation*}
$$

Thus, the solution of the Maxwell equations for the capacitor being charged and for the capacitor in a sinusoidal current circuit differs only in
that the former includes the exponential functions of time and the latter contains the sinusoidal time-functions.

So, it was shown that the electromagnetic wave propagation in the charged spherical capacitor and the mathematical description of this wave are proved to be a solution of Maxwell's equations. It was shown that the charged spherical capacitor accommodates both a stationary flux of electromagnetic energy and the energy contained in the capacitor. The latter energy is usually considered to be the electric potential energy but is, indeed, the electromagnetic energy stored in the capacitor in the form of the stationary flux.

## Chapter 8b. A New Approach to Antenna Design

## Contents

1. On the shortcomings of existing methods $\backslash 1$
2. A new approach $\backslash 2$

Appendix 1 \3

## 1. On the shortcomings of existing methods

The solution of the Maxwell equations for a spherical wave is necessary for the design of antennas. Such a problem arises in the solution of the equations of electrodynamics for an elementary electric dipole representing a vibrator. The solution of this problem is known and it is on the basis of this solution that the antennas are constructed. At the same time, this solution has a number of shortcomings, in particular [107-110].

1. The energy conservation law is satisfied only on the average,
2. The solution is inhomogeneous and it is practically necessary to divide it into separate zones (as a rule, the near, middle, and far zones) in which the solutions turn out to be completely different,
3. In the near zone there is no flow of energy with the real value,
4. The magnetic and electrical components are in phase,
5. In the near zone, the solution is not wave (i.e. the distance is not an argument of the trigonometric function),
6. The known solution does not satisfy Maxwell's set of equations (a solution that satisfies a single equation of the set cannot be considered as a solution of the set of equations).

Figure 1 [110] shows the distribution of the force lines of the electric field, constructed on the basis of the known solution. Obviously, such distribution cannot exist in a spherical wave.

Far from the vibrator, namely in the far zone, where the longitudinal electric and magnetic fields' strengths (directed along the radius) can be neglected, the solution of the problem is simplified. But
even there the well-known solution has a number of shortcomings [107110]. The main disadvantages of this solution (see Appendix 1) are that

1. the law of conservation of energy is fulfilled only on the average (in time),
2. the magnetic and electrical components are in phase,
3. in the Maxwell equations' set, in the known solution, only one equation of eight is satisfied.
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## 2. A new approach

These shortcomings are a consequence of the fact that until now Maxwell's equations for the spherical coordinates could not be resolved. The well-known solution can be obtained (1) after dividing the entire domain into the aforementioned near, middle, and far zones, and (2) after applying a variety of assumptions different for each of these zones.

In practice, specified drawbacks of the known solution mean that they (mathematical solutions) do not strictly describe the real characteristics of technical devices. A more rigorous solution obtained in Chapter 8, when applied in the design systems of such technical devices, must certainly improve the quality of the devices.

## Appendix 1.

The known solution has the following form [107, 108]:

$$
\begin{align*}
& E_{\theta}=e_{\theta} \frac{1}{\rho} \sin (\theta) \sin (\omega t-\chi \rho)  \tag{1}\\
& H_{\varphi}=h_{\varphi} \frac{1}{\rho} \sin (\theta) \sin (\omega t-\chi \rho) \tag{2}
\end{align*}
$$

$k_{e \theta}=\frac{\chi^{2} l I}{4 \pi \omega \varepsilon \varepsilon_{o}}, k_{h \varphi}=\frac{\chi l I}{4 \pi}$, where $l, I$ are the length and the current of the vibrator. We notice that

$$
\begin{equation*}
\frac{e_{\theta}}{h_{\varphi}}=\frac{\chi}{\omega \varepsilon} \tag{3}
\end{equation*}
$$

It should be noted that these strengths are in phase, which contradicts practical electrical engineering.

Table 2.

| 1 | $\mathbf{2}$ |
| :--- | :--- |
| 1. | $\operatorname{rot}_{\rho} H-\frac{\varepsilon}{c} \frac{\partial E_{\rho}}{\partial t}=0$ |
| 2. | $\operatorname{rot}_{\theta} H-\frac{\varepsilon}{c} \frac{\partial E_{\theta}}{\partial t}=0$ |
| 3. | $\operatorname{rot}_{\varphi} H-\frac{\varepsilon}{c} \frac{\partial E_{\varphi}}{\partial t}=0$ |
| 4. | $\operatorname{rot}_{\rho} E+\frac{\mu}{c} \frac{\partial H_{\rho}}{\partial t}=0$ |
| 5. | $\operatorname{rot}_{\theta} E+\frac{\mu}{c} \frac{\partial H_{\theta}}{\partial t}=0$ |
| 6. | $\operatorname{rot}_{\varphi} E+\frac{\mu}{c} \frac{\partial H_{\varphi}}{\partial t}=0$ |
| 7. | $\operatorname{div}(E)=0$ |
| 8. | $\operatorname{div}(H)=0$ |

Let us consider how equations (1) and (2) relate to Maxwell's set of equations, see in Table 2 rewritten from Chapter 8: the first solution. The
strengths (1) and (2) enter only in equation (6) from Table 2, which has the following form:

$$
\begin{equation*}
\operatorname{rot}_{\varphi} E+\frac{\mu}{c} \frac{\partial H_{\varphi}}{\partial t}=0 \tag{4}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{E_{\theta}}{\rho}+\frac{\partial E_{\theta}}{\partial \rho}+\frac{\mu}{c} \frac{\partial H_{\varphi}}{\partial t}=0 \tag{5}
\end{equation*}
$$

We substitute (1) and (2) into (5) and obtain:

$$
\begin{align*}
& -e_{\theta} \frac{\chi}{\rho} \sin (\theta) \cos (\omega t-\chi \rho)-  \tag{6}\\
& -h_{\varphi} \frac{\chi}{\rho} \frac{\mu}{c} \sin (\theta) \cos (\omega t-\chi \rho)=0
\end{align*}
$$

or

$$
\begin{equation*}
\frac{e_{\theta}}{h_{\varphi}}+\frac{\mu}{c}=0 \tag{7}
\end{equation*}
$$

From the comparison of (3) and (7) it follows that strengths (1) and (2) satisfy equation (4). The remaining seven equations of Maxwell's equations are violated. In equations (2), (3), and (5) listed in Table 2, one of the terms differs from zero, and the other is equal to zero. The violation of equations (1), (4), (7), and (8) listed in Table 2 is shown in Chapter 8: the first solution, formula (2.20). So, the known solution does not satisfy Maxwell's set of equations.

## Chapter 9. The Nature of Earth's Magnetism

It is known that the Earth electrical field can be considered as a field "between spherical capacitor electrodes" [51]. These electrodes are the Earth surface having a negative charge and the ionosphere having a positive charge. The charge of these electrodes is maintained by continuous atmospheric thunderstorm activities.

It is also known that there is the Earth magnetic field. However, in this case no generally accepted explanation of the source of this field is available. "The problem of the origin and retaining of the field has not been solved as yet" [52].

Next, we will consider the hypothesis that the Earth's magnetic field is a consequence of the existence of the Earth's electric field.

In Chapter 8a, a spherical capacitor was considered in a DC circuit. It was shown that after the capacitor is charged, when the current practically ceases, the stationary flux of electromagnetic energy remains in the capacitor, and with it an electromagnetic wave is conserved. In this case, a magnetic field is also present in the capacitor.

In Chapter 8a, it was also shown that in the spherical capacitor there are the magnetic equatorial plane, magnetic axis, magnetic poles and magnetic meridians, along which the vectors $\mathrm{H}_{\varphi \theta}$ are directed, see in Figure 4 in Chapter 8. The angle between the magnetic axis and the axis of the mathematical model can not be determined from the mathematical model. Moreover, the angle between the magnetic axis and the Earth's physical axis of rotation is also not determined.

Spherical vectors depend on $\sin (\theta)$. Radial vectors depend on $\cos (\theta)$, see in Table 6 in Chapter 8 . Therefore, there are the radial strengths only in the locations where the spherical strengths are equal to zero.

Of the aforesaid follows that the Earth electrical field is responsible for the existence of the Earth magnetic field.

Let us consider this problem in more details.

The vector field $\mathrm{H}_{\varphi \theta}$ in the diametric plane passing through the magnetic axis is shown in Figure 1. Here there are $\left|\mathrm{H}_{\varphi \theta}\right|=0.7 ; \rho=1$. The vector field $\mathrm{H}_{\rho}$ in the diametric plane passing through the magnetic axis is shown in Figure 2. Here, $\left|\mathrm{H}_{\rho}\right|=0.4 ; \rho=1$. The resulting vector field $\mathrm{H}=\mathrm{H}_{\varphi \theta}+\mathrm{H}_{\rho}$ in the diametric plane passing through the magnetic axis is shown in Figure 3. Here, $\left|\mathrm{H}_{\varphi \theta}\right|=0.3 ;\left|\mathrm{H}_{\rho}\right|=0.2 ; \rho=1$.



Similarly, it can be described the electric field of the Earth. Importantly, the electric field and the magnetic field are perpendicular to each other.

Once again, the very existence of the electric field is not in doubt, and the charge of "Earth's spherical capacitor" is supported by the thunderstorm activity [51, 52].

Also, consider the comparative quantitative estimates of the magnetic and electric fields' strengths of the Earth's field.

In a vacuum, where $\varepsilon=\mu=1$, there is the relation between the electric and magnetic fields' strengths in any direction in the GHS system [51]

$$
\begin{equation*}
E=H . \tag{9}
\end{equation*}
$$

This relation is true if these strengths are measured in the GHS system at a given point in the same direction. To go to the SI system, one shall take into account that

$$
\begin{aligned}
& \text { for } \mathrm{H}: 1 \text { GHS unit }=80 \mathrm{~A} / \mathrm{m} \\
& \text { for } \mathrm{E}: 1 \mathrm{GHS} \text { unit }=30,000 \mathrm{~B} / \mathrm{m}
\end{aligned}
$$

Therefore, equation (9) takes the following form in the SI system:

$$
\begin{equation*}
3000 E=80 \mathrm{H} \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
E \approx 0.03 \mathrm{H} \tag{11}
\end{equation*}
$$

or

$$
\begin{equation*}
H \approx 30 E \cdot \operatorname{tg}(\beta) \tag{12}
\end{equation*}
$$

An additional argument in favor of the existence of the electric field of the structure specified is the existence of the telluric currents [53]. There is no generally accepted explanation of their causes. On the basis of the foregoing, it shall be assumed that these currents must have the largest value in the direction of the parallels.

It is possible that the electric field of the Earth can be detected using a freely suspended electric dipole, made in the form of a long isolated rod with metal balls at the ends. It is also possible that oscillations of the rod will be recorded at the low frequency of changing in dipole charges.

Based on the hypothesis suggested, it can be assumed that the magnetic field shall be observed among planets with an atmosphere. Indeed, the Moon and the Mars, free of the atmosphere, lack the magnetic field. However, there is no magnetic field at the Venus. This may be due to the high density and conductivity of the atmosphere of the Venus: it cannot be considered as an insulating layer of the spherical capacitor.

# Chapter 10. Solution of Maxwell's Equations for Ball Lightning 
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## 1. Introduction

The bypotheses made about the nature of ball lightning are unacceptable because they are contrary to the law of energy conservation. This occurs because the luminescence of ball lightning is usually attributed to the energy released in any molecular or chemical transformation. So, it is suggested that a source of energy, due to which the ball lightning glows, is located in the lightning.

Kapitsa P.L. 1955 [41]
This assertion (as far as the author knows) is true also today. It is reinforced by the fact that the currently estimated typical ball lightning contains tens of kilojoules [42] that are released during its explosion.

It is generally accepted that ball lightning is somehow connected with the electromagnetic phenomena. However, there is no rigorous description of these processes.

Work [55] has proposed a mathematical model of a globe lightning based on the Maxwell equations that enabled us to explain many properties of the globe lightning. However, this model is quite complicated to the used mathematical description. Another model of the ball lightning is outlined below. This model is substantiated to a greater extent and make is possible to obtain less intricate mathematical description [56]. Moreover, this model agrees with the model of a spherical capacitor, see in Chapter 8.

When constructing the mathematical model, it will be assumed that the globe lighting is plasma, i.e. a gas consisting of charged particles (electrons and positive charged ions) i.e. the globe lightning plasma is fully ionized. In addition, it is assumed that the number of positive charges equal to the number of negative charges and hence, the total charge of the globe lightning is equal to zero. For the plasma, we usually consider charge and current densities averaged over an elementary volume. Electric and magnetic fields created by the average "charge" density and the "average" current density in the plasma obey the Maxwell equations [62]. The effect of particles' collision in the plasma is usually described by the function of particle distribution in the plasma. These effects will be taken into account for the Maxwell equations assuming that the plasma possesses some electric resistance or conductivity.

So, based on both the Maxwell's equations and the understanding of the electrical conductivity of the body of ball lightning, a mathematical model of ball lightning can be built. Also, the structure of both the electromagnetic field and the electric currents in it are shown. Next, it is shown as a consequence of this model that in a ball lightning, the flow of electromagnetic energy can circulate. As a result, the energy obtained by the ball lightning at its creation can be saved. Sustainability, luminescence, charge, time being, the mechanism of formation of ball lightning are also briefly discussed below.

## 2. The solution of Maxwell equations in spherical coordinates

In Chapter 8, third solution, a solution is obtained for Maxwell's equations for a sphere whose material has dielectric permittivity and magnetic permeability. Also, this material has conductivity. This solution has been obtained under the following assumptions: the sphere is conductive and neutral (does not have any uncompensated charges). Its existence means only that in a conductive and neutral sphere, an electromagnetic wave can exist and electrical currents can circulate.

## 3. Energy

From the resulting solution follows that the lightning contains the following energy components:

- Active loss of energy $W_{a}$, see the second term in the expression for the electric field strength:
- Reactive electric energy $W_{e}$, see the first term in the expression for the electric field strength:
- Reactive magnetic energy $W_{h}$, see the expression for the magnetic field strength.


## 4. About Ball Lightning Stability

The question of stability for bodies, in which a flow of electromagnetic energy is circulating, has been treated in [43]. Here we shall consider only such force that acts along the diameter and breaks the ball lightning along diameter plane perpendicular to this diameter. At the first moment, it must perform a work expressed by:

$$
\begin{equation*}
A=F \frac{d R}{d t} \tag{1}
\end{equation*}
$$

This work changes the internal energy of the ball lightning, i.e.

$$
\begin{equation*}
A=\frac{d W}{d t} . \tag{2}
\end{equation*}
$$

Considering (1) and (2) together, we find that

$$
\begin{equation*}
F=\frac{d W}{d t} / \frac{d R}{d t} \tag{3}
\end{equation*}
$$

If the energy of the ball lightning is proportional to the volume, i.e.

$$
\begin{equation*}
W=a R^{3} . \tag{4}
\end{equation*}
$$

where $a$ is the coefficient of proportionality, then

$$
\begin{equation*}
\frac{d W}{d t}=3 a R^{2} \frac{d R}{d t} \tag{5}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
F=\frac{d W}{d t} / \frac{d R}{d t}=3 a R^{2}=\frac{3 W}{R} . \tag{6}
\end{equation*}
$$

Thus, the internal energy of the ball lightning is equivalent to the force creating the stability of the lightning.

## 5. About Luminescence of the Ball Lightning

The problem was solved above considering the electric resistance of the globe lightning. Naturally, it does not equal to zero and when electric currents flow through this resistance, some thermal energy is released.

## 6. About the Time of Existence of Ball

## Lightning

The energy $W$ of the ball lightning and the power $P$ of the heat losses can be found with the solution obtained above.

The existence time of the globe lightning is equal to the time of transformation of the electrical energy of the globe lightning into the heat losses, i.e.

$$
\begin{equation*}
\tau=W / P \tag{1}
\end{equation*}
$$

## 7. About a Possible Mechanism of Ball Lightning Formation

The leader of a linear lightning, meeting a certain obstacle, may alter the motion trajectory from linear to circular. This may become the cause of the emergence of the described above electromagnetic fields and electrical currents.

In [44], this process was described as follows:
Another strong bolt of lightning, simultaneous with a bang, illuminated the entire space. I can see how a long and dazkling beam in the color of sun beam approaches to me right in the solar plexus. The end of it is sharp as a razor but further it becomes thicker and thicker, and reaches something like 0,5 meter. Further I can't see, as I am staring at a downward angle.

Instant thought that it is the end. I see how the tip of the beam approaches. Suddenly it stopped and between the tip and the body began to swell a ball the size of a large grapefruit. There was a thump as if a cork popped from a bottle of champagne. The beam flew into a ball. I see the blindingly bright ball, color of the sun, which rotates at a breakneck pace, grinding the beam inside. But I do not feel any touch, any beat.

The ball grinds the ray and increases in size. ... The ball does not issue any sounds. At first it was bright and opaque but then begins to fade, and I see that it is empty. Its shell has changed and it became like a soap bubble. The shell rotates, its diameter remained stable but the surface was with metallic sheen.

## Chapter 11. Mathematical Model of a Plasma Crystal
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## 1. Problem statement

Dusty plasma (see in [87]) is a set of charged particles. These "particles can arrange in space in a certain way and form the so-called plasma crystal" [88]. It is difficult to predict the mechanism of formation, behavior, and form of such crystals. Observation of these processes and forms under low gravity conditions sets at the gaze (see in Figure 1) of the experiments in space [89].

Therefore, they were simulated on a computer in 2007. The results surprised even greater that was reflected in the following title of paper [90]: "From plasma crystals and helical structures towards inorganic living matter". Work [91] gives a summary and discussion of the simulation results.

The author of this book likes such comparisons, too. Nevertheless, it should be noted that the method used by the authors of the molecular dynamics simulations does not fully take into account all the features of the dusty plasma. To describe the motion of the particles, this method uses classical mechanics and considers only electrostatic forces among the charged particles. In fact, the charged particles' motion causes occurrence of charge currents representing electrical currents and electromagnetic fields as a consequence. They should be considered during simulation.


Fig. 1.
In the absence of gravity, the plasma particles are not affected by gravitational forces. If we exclude radiation energy, then it can be said that the dusty plasma represents electric charges, electric currents, and electromagnetic fields. Moreover, at its formation (filling a vessel with a set of charged particles) the plasma receives some energy. This energy may be only electromagnetic and kinetic energies of the particles because there is no mechanical interaction among the particles: they are charged with like charges. Thus, the dusty plasma should meet the following conditions:

- to meet the set of Maxwell's equations,
- to maintain the total energy as a sum of the electromagnetic and kinetic energies of the particles,
- to become stable in terms of the particles' structure and motion in some time; it follows, for instance, from the aforesaid experiments in space shown in Figure 1.
The charged particles obviously push off from each other by Coulomb forces. However, the experiments show that these forces do not act on the periphery of the particles' cloud. Consequently, they are compensated by some other forces. It will be shown below that these
forces are the Lorentz forces arising during charged particles motion (although it seems strange at first sight that these forces are directed inside the cloud, opposing the Coulomb forces). The particles cannot be fixed, since then the Coulomb forces will prevail. But then these forces will move the particles, and this movement will cause the Lorentz forces, etc.

In the mathematical model shown below we will not take into account the Coulomb forces, believing that their role is only to ensure that the particles are isolated from each other (just as these forces are not considered in electrical engineering problems).

Thus, we will consider the dusty plasma as an area with flowing electrical currents and analyze it using the set of Maxwell's equations. Since the particles are in a vacuum and are always isolated from each other, there is no ohmic resistance and no electrical strength proportional to the current. Therefore, the strength should not be taken into account in the Maxwell equations. In addition, in the first stage, we will assume that the currents change slowly, namely they are constant currents. Considering these remarks, the Maxwell equations are written as follows:

$$
\begin{align*}
& \operatorname{rot}(H)-J=0,  \tag{1}\\
& \operatorname{div}(J)=0  \tag{2}\\
& \operatorname{div}(H)=0 \tag{3}
\end{align*}
$$

where $J$ and $H$ are the current and the magnetic strength, respectively. In addition, we need to add to these equations an equation uniting the plasma energy $W$ with these $J$ and $H$ :

$$
\begin{equation*}
W=f(J, H) \tag{4}
\end{equation*}
$$

In this equation, the energy $W$ is known because the plasma receives this energy at its formation.

In the scalar form, the set of equations (1)-(4) represents the set of six equations with six unknowns and should have only one solution. However, there is no regular algorithm for resolving such a set. Therefore, below we propose another approach:

1. Search for analytical solutions of underdetermined set of equations (1)-(3) for a given form of the plasma cloud. There can be multiple solutions.
2. Calculation of the energy $W$ using formula (4). If the solution of set (1)-(4) is the only one, then this solution resolves set (1)(4) for some known values of the energy $W$ and the cloud form.

## 2. Set of equations

In the cylindrical coordinates $r, \varphi, z$, as is well-known [4], the divergence and curl of the vector H are written as follows:

$$
\begin{align*}
& \operatorname{div}(H)=\left(\frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\varphi}}{\partial \varphi}+\frac{\partial H_{z}}{\partial z}\right)  \tag{a}\\
& \operatorname{rot}_{r}(H)=\left(\frac{1}{r} \cdot \frac{\partial H_{z}}{\partial \varphi}-\frac{\partial H_{\varphi}}{\partial z}\right)  \tag{b}\\
& \operatorname{rot}_{\varphi}(H)=\left(\frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}\right)  \tag{c}\\
& \operatorname{rot}_{z}(H)=\left(\frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \varphi}\right) \tag{d}
\end{align*}
$$

Considering equations (a)-(d), we rewrite equations (1.1)-(1.3) as follows:

$$
\begin{align*}
& \frac{H_{r}}{r}+\frac{\partial H_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial H_{\varphi}}{\partial \varphi}+\frac{\partial H_{z}}{\partial z}=0,  \tag{1}\\
& \frac{1}{r} \cdot \frac{\partial H_{z}}{\partial \varphi}-\frac{\partial H_{\varphi}}{\partial z}=J_{r},  \tag{2}\\
& \frac{\partial H_{r}}{\partial z}-\frac{\partial H_{z}}{\partial r}=J_{\varphi},  \tag{3}\\
& \frac{H_{\varphi}}{r}+\frac{\partial H_{\varphi}}{\partial r}-\frac{1}{r} \cdot \frac{\partial H_{r}}{\partial \varphi}=J_{z},  \tag{4}\\
& \frac{J_{r}}{r}+\frac{\partial J_{r}}{\partial r}+\frac{1}{r} \cdot \frac{\partial J_{\varphi}}{\partial \varphi}+\frac{\partial J_{z}}{\partial z}=0 \tag{5}
\end{align*}
$$

The set of five equations (1)-(5) with the six unknowns $\left(H_{r}, H_{\varphi}, H_{z}, J_{r}, J_{\varphi}, J_{z}\right)$ is overdetermined and may have multiple solutions. It is shown below that such solutions exist and for different cases some of possible solutions can be identified.

We will first look for a solution for this set of equations (1)-(5) as separable functions relative to the coordinates. These functions are as follows:

$$
\begin{align*}
& H_{r}=h_{r}(r) \cdot \cos (\chi z),  \tag{6}\\
& H_{\varphi}=h_{\varphi}(r) \cdot \sin (\chi z),  \tag{7}\\
& H_{z}=h_{z}(r) \cdot \sin (\chi z), \tag{8}
\end{align*}
$$

$$
\begin{align*}
& J_{r}=j_{r}(r) \cdot \cos (\chi z),  \tag{9}\\
& J_{\varphi}=j_{\varphi}(r) \cdot \sin (\chi z),  \tag{10}\\
& J_{z}=j_{z}(r) \cdot \sin (\chi z), \tag{11}
\end{align*}
$$

where $\chi$ is the constant but $h_{r}(r), h_{\varphi}(r), h_{z}(r), j_{r}(r), j_{\varphi}(r), j_{z}(r)$ are the functions of the coordinate $r$. The derivatives of these functions will be denoted by strokes.

By putting (6)-(11) into (1)-(5) we get:

$$
\begin{align*}
& \frac{h_{r}}{r}+h_{r}^{\prime}+\chi h_{z}=0,  \tag{12}\\
& -\chi h_{\varphi}=j_{r}  \tag{13}\\
& -\chi h_{r}-h_{z}^{\prime}=j_{\varphi}  \tag{14}\\
& \frac{h_{\varphi}}{r}+h_{\varphi}^{\prime}=j_{z}  \tag{15}\\
& \frac{j_{r}}{r}+j_{r}^{\prime}+\chi j_{z}=0 . \tag{16}
\end{align*}
$$

Let's put both (13) and (15) into (16). Then we get:

$$
\begin{equation*}
\frac{-\chi h_{\varphi}}{r}-\chi h_{\varphi}^{\prime}+\chi\left(\frac{h_{\varphi}}{r}+h_{\varphi}^{\prime}\right)=0 \tag{17}
\end{equation*}
$$

Expression (17) represents an identity $0=0$. Therefore, formula (16) follows from (13) and (15) and can be excluded from the set of equations (12)-(16). The rest of the equations can be rewritten as follows:

$$
\begin{align*}
& h_{z}=-\frac{1}{\chi}\left(\frac{h_{r}}{r}+h_{r}^{\prime}\right),  \tag{18}\\
& j_{z}=\frac{h_{\varphi}}{r}+h_{\varphi}^{\prime}  \tag{19}\\
& j_{r}=-\chi h_{\varphi}  \tag{20}\\
& j_{\varphi}=-\chi h_{r}-h_{z}^{\prime} \tag{21}
\end{align*}
$$

## 3. The first mathematical model

In this set of four differential equations (18)-(21) with six unknown functions we can define two functions arbitrarily. For further study, we define the following two functions:

$$
\begin{align*}
& h_{\varphi}=q \cdot r \cdot \sin (\pi \cdot r / \chi)  \tag{22}\\
& h_{r}=h \cdot r \cdot \sin (\pi \cdot r / \chi) \tag{23}
\end{align*}
$$

where $q, h$ are some constants. Then using (18)-(23), we find:

$$
\begin{align*}
& h_{z}=-\frac{h}{\chi}\left(2 \sin (\pi \cdot r / \chi)+\frac{\pi \cdot r}{\chi} \cos (\pi \cdot r / \chi)\right),  \tag{24}\\
& j_{z}=q\left(2 \sin (\pi \cdot r / \chi)+\frac{\pi \cdot r}{\chi} \cdot \cos (\pi \cdot r / \chi)\right),  \tag{25}\\
& j_{r}=-\chi \cdot q \cdot r \cdot \sin (\pi \cdot r / \chi)  \tag{26}\\
& j_{\varphi}=h \cdot\left(\frac{\pi^{2}}{\chi R^{2}}-\chi\right) \cdot r \cdot \sin (\pi \cdot r / \chi)+\frac{h}{\chi}\left(2-\frac{\pi}{\chi}\right) \cdot \cos (\pi \cdot r / \chi) \tag{27}
\end{align*}
$$

Thus, the functions $j_{r}(r), j_{\varphi}(r), j_{z}(r), h_{r}(r), h_{\varphi}(r), h_{z}(r)$ can be defined using formulae (26), (27), (25), (23), (22), (24), respectively.
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## Example 1.

Figure 2 shows the graphs for the following functions $j_{r}(r), j_{\varphi}(r), j_{z}(r), h_{r}(r), h_{\varphi}(r), h_{z}(r)$. These functions can be calculated with the following parameters' values: $\chi=2, h=1, q=-1$. The first column shows the functions $h_{r}(r), h_{\varphi}(r), h_{z}(r)$, the second column shows the functions $j_{r}(r), j_{\varphi}(r), j_{z}(r)$.

It is important to note that there is a point in the function graphs $j_{r}(r), j_{\varphi}(r)$ where $j_{r}(r)=0$ and $j_{\varphi}(r)=0$. Physically, this means that
there are the radial currents $J_{r}(r)$ in the area $r<\chi$ directed from the center (with $\chi q<0$ ). There are no currents $J_{r}(r), J_{\phi}(r)$ at the point $r=\chi$. Therefore, the value of $R=\chi$ is the radius of the crystal. The specks of dust outside this radius experience radial currents $J_{r}(r)$ directed towards the center. This creates a stable boundary of the crystal.

The built model describes the cylindrical crystal of infinite length, which, of course, is inconsistent with reality. Let's now consider a more complex model.

## 4. The second mathematical model

The root of the equation $j_{r}(r)=0$ determines the value of the cylindrical crystal radius, $R=\chi$. Let's now change the value of $\chi$. If the value of $\chi$ depends on the $z$, then the radius $R$ will depend on the $z$. But this very dependence is observed in the experiments, see, for example, the first fragment in Figure 1.

With this in mind, let's consider the mathematical model, which differs from the above used by the fact that the function $\chi(z)$ is used instead of the constant $\chi$. Let's rewrite equations (6)-(11) with this in mind:

$$
\begin{align*}
& H_{r}=h_{r}(r) \cdot \cos (\chi(z)),  \tag{28}\\
& H_{\varphi}=h_{\varphi}(r) \cdot \sin (\chi(z)),  \tag{29}\\
& H_{z}=h_{z}(r) \cdot \sin (\chi(z)),  \tag{30}\\
& J_{r}=j_{r}(r) \cdot \cos (\chi(z)),  \tag{31}\\
& J_{\varphi}=j_{\varphi}(r) \cdot \sin (\chi(z)),  \tag{32}\\
& J_{z}=j_{z}(r) \cdot \sin (\chi(z)) . \tag{33}
\end{align*}
$$

The set of equations (1)-(6) differs from set (2.9)-(2.14) only by the fact that instead of the constant $\chi$ we use the derivative $\chi^{\prime}(z)$ along the $z$ of the function $\chi(z)$. Consequently, the solution of set (28)-(33) will be different from that of the previous set only by using the derivative $\chi^{\prime}(z)$ instead of the constant $\chi$. Thus, the solution in this case will be as follows:

$$
\begin{align*}
& j_{r}=-\chi^{\prime}(z) \cdot q \cdot r \cdot \sin \left(\pi \cdot r / \chi^{\prime}(z)\right),  \tag{34}\\
& j_{\varphi}=\binom{h \cdot\left(\frac{\pi^{2}}{\chi^{\prime}(z) R^{2}}-\chi^{\prime}(z)\right) \cdot r \cdot \sin \left(\pi \cdot r / \chi^{\prime}(z)\right)+}{+\frac{h}{\chi^{\prime}(z)}\left(2-\frac{\pi}{\chi^{\prime}(\mathrm{z})}\right) \cdot \cos \left(\pi \cdot r / \chi^{\prime}(z)\right)}, \tag{35}
\end{align*}
$$

$$
\begin{align*}
& j_{z}=q\left(2 \sin \left(\pi \cdot r / \chi^{\prime}(z)\right)+\frac{\pi \cdot r}{R} \cdot \cos \left(\pi \cdot r / \chi^{\prime}(z)\right)\right)  \tag{36}\\
& h_{r}=h \cdot r \cdot \sin \left(\pi \cdot r / \chi^{\prime}(z)\right)  \tag{37}\\
& h_{\varphi}=q \cdot r \cdot \sin \left(\pi \cdot r / \chi^{\prime}(z)\right)  \tag{38}\\
& h_{z}=-\frac{h}{\chi^{\prime}(z)}\left(2 \sin \left(\pi \cdot r / \chi^{\prime}(z)\right)+\frac{\pi \cdot r}{R} \cos \left(\pi \cdot r / \chi^{\prime}(z)\right)\right) . \tag{39}
\end{align*}
$$

The obtained functions will depend on the $\chi^{\prime}(z)$. With the following equality $\chi(z)=\eta z$, equations (34)-(39) are transformed into equations (22)-(27).

For example, Figure 3 shows the functions $\chi(z)$ and $\chi^{\prime}(z)$ where the $\chi^{\prime}(z)$ is an equation of ellipse.


Fig. 3. (figPlazma3.m)
We can suggest that the current of the specks of dust is such that their average speed does not depend on the current direction. In particular, the path covered by a speck of dust per a unit of time in a circumferential direction and the path covered by it in a vertical direction are equal with a fixed radius. Consequently, in this case with a fixed radius we may assume that

$$
\begin{equation*}
\Delta \varphi \equiv \Delta z \tag{40}
\end{equation*}
$$

The dust trajectory in the above considered system is described by the following formulas:

$$
\begin{align*}
& c o=\cos (\chi(z))  \tag{41}\\
& s i=\sin (\chi(z)) \tag{42}
\end{align*}
$$

Thus, there is a point trajectory described by formulas (40)-(42) in such system on the rotation figure with a radius of $\mathrm{r}=\chi^{\prime}(z)$. This trajectory is a helix. Along this trajectory, all the strengths and the densities of currents do not depend on the $\varphi$.

Based on this assumption, we can construct a movement trajectory for specks of dust in accordance with functions (1)-(3). Figure 4 shows these two helices described by the current functions $j_{r}(r)$ and $j_{z}(r)$ : one line is for $\mathrm{r}_{1}=\chi^{\prime}(z)$ and the second line is for $\mathrm{r}_{2}=0.5 \chi^{\prime}(z)$, where the $\chi^{\prime}(z)$ is defined in Figure 3.


Fig. 4. (Plazma4.m)

## 5. The plasma crystal energy

Under certain magnetic strengths and current densities, we can find the plasma crystal energy. The magnetic field energy density is

$$
\begin{equation*}
\mathrm{W}_{\mathrm{H}}=\frac{\mu}{2}\left(H_{r}^{2}+H_{\varphi}^{2}+H_{z}^{2}\right) . \tag{43}
\end{equation*}
$$

The specks of dust kinetic energy density $\mathrm{W}_{\mathrm{J}}$ can be found in the assumption that all the specks of dust have equal mass m . Then

$$
\begin{equation*}
W_{J}=\frac{1}{m}\left(J_{\varphi}^{2}+J_{\varphi}^{2}+J_{\varphi}^{2}\right) . \tag{44}
\end{equation*}
$$

To determine the full energy of the crystal, we need to integrate formulae (43) and (44) by the volume of the crystal, the form of which is defined. Thus, with the defined form of the crystal and assumed mathematical model we can find all the characteristics of the crystal.

## Chapter 12. Work of Lorentz Force

It is proved that the Lorentz force does the work, and the relations that determine the magnitude of this work are derived.

The magnetic Lorentz force can be determined by the following formula:

$$
\begin{equation*}
F=q Q(V \times B), \tag{1}
\end{equation*}
$$

where
$q$ is the density of electric charge,
$Q$ the volume of a charged body,
$V$ the velocity of the charged body (vector),
$B$ the magnetic induction (vector).
The work of the Lorentz force is equal to zero because the force and the velocity vectors are always orthogonal.

Also, the Ampere force is determined by the following expression:

$$
\begin{equation*}
A=Q(j \times B), \tag{2}
\end{equation*}
$$

where $j$ is the electric current density (vector). Because there is

$$
\begin{equation*}
j=q V, \tag{3}
\end{equation*}
$$

then formula (2) can be rewritten in the following form:

$$
\begin{equation*}
A=q Q(V \times B) . \tag{4}
\end{equation*}
$$

It can be seen that formulas (1) and (4) coincide. Meanwhile, the work of the Ampère force is NOT equal to zero, as evidenced by the existence of electric motors. Consequently, the work of the Lorentz force is NOT equal to zero. Thus, the definition of mechanical force through work can not be extended to the Lorentz force.

Let us consider how the Lorentz force performs its work.
The density of the flow of electromagnetic energy representing the Poynting vector is determined by the following formula:

$$
\begin{equation*}
S=E \times H \tag{5}
\end{equation*}
$$

where
$E$ is the electric field strength (vector),
$H$ the magnetic field strength (vector).
The currents' densities correspond to the following electrical field strength:

$$
\begin{equation*}
E=\rho j, \tag{6}
\end{equation*}
$$

where $\rho$ is the electrical resistance. Combining (5) and (6), as in Chapter 5 , we obtain:

$$
\begin{equation*}
S=\rho j \times H=\frac{\rho}{\mu} j \times B \tag{7}
\end{equation*}
$$

where $\mu$ is the absolute magnetic permeability. The magnetic Lorentz force acting on all charges of the conductor in a unit volume, namely the volume density of the Lorentz force is (as follows from (1)):

$$
\begin{equation*}
f=q V \times B . \tag{8}
\end{equation*}
$$

With formulae (3) and (8), we find that

$$
\begin{equation*}
f=q V \times B=j \times B \tag{9}
\end{equation*}
$$

With expressions (7) and (9), it is possible to find that

$$
\begin{equation*}
f=\mu S / \rho \tag{10}
\end{equation*}
$$

The density of the magnetic force of Lorentz is proportional to the density of electromagnetic energy representing the Poynting vector.

The energy flux with density $S$ is equivalent to the power density $p$, i.e.

$$
\begin{equation*}
p=S \tag{11}
\end{equation*}
$$

Consequently, the density of the magnetic force of Lorentz is proportional to the power density $p$.

Example 1. For verification, let us consider the dimensions of the quantities in the aforementioned formulas in the SI system that are listed in Table 1.

Table 1.

| Parameter |  | Dimension |
| :--- | :--- | :--- |
| Energy |  | $\mathrm{kg} \mathrm{m}^{2} \cdot \mathrm{~s}^{-2}$ |
| Density of energy | $\mathbf{P g ~ m}$ | $\mathrm{kg} \mathrm{m}^{-1} \cdot \mathrm{~s}^{-2}$ |
| Power | $\mathrm{kg} \mathrm{m} \cdot \mathrm{s}^{-3}$ |  |
| Density of energy flow, power density | $S$ | kg s |
| Current density | $j$ | $\mathrm{~A} \cdot \mathrm{~m}^{-2}$ |
| Induction | $B$ | $\mathrm{~kg} \mathrm{~s}^{-2} \cdot \mathrm{~A}^{-1}$ |
| The volume density of the Lorentz <br> force | $f$ | $\mathrm{~kg} \mathrm{~s}^{-3} \cdot \mathrm{~m}^{-2}$ |
| Magnetic permeability | $\mu$ | $\mathrm{kg} \mathrm{s}^{-2} \cdot \mathrm{~m}^{-\mathrm{A}^{-2}}$ |
| Resistivity | $\rho$ | $\mathrm{kg} \cdot \mathrm{s}^{-3} \cdot \mathrm{~m}^{3} \cdot \mathrm{~A}^{-2}$ |
| $\mu / \rho$ | $\mu / \rho$ | $\mathrm{s} \cdot \mathrm{m}^{-2}$ |

So, the current with the density $j$ and the magnetic field with the induction $B$ create an energy flux with density $S$ (or power with density $p$ ) which is identical to the magnetic force of Lorentz with the density $f$ , see in (11) or

$$
\begin{equation*}
f=\mu p / \rho . \tag{12}
\end{equation*}
$$

Thus, the Lorentz force with the density $f$ through the energy flux with the density $S$ (or power with density $p$ ) acts on charges moving in the current $J$ in the direction along this current. Consequently, it can be argued that the Poynting vector (or power with density $p$ ) creates an emf in the conductor. This question, on the other hand, was considered in [19] and [17], where such an emf is called the fourth kind of electromagnetic induction.

Consider the emf created by the Lorentz force. The strength, which is equivalent to the Lorentz force acting on a unit charge, is defined by

$$
\begin{equation*}
e_{f}=\frac{f}{q}=\frac{p \mu}{q \rho} \tag{13}
\end{equation*}
$$

Also, the current produced by the Lorentz force in the direction of this force has the following density:

$$
\begin{equation*}
i=e_{f} \rho=\frac{p \mu}{q} . \tag{14}
\end{equation*}
$$

If the current $I$ produced by the Lorentz force at the resistance $R$ is known, then

$$
\begin{equation*}
U=e_{f} \rho=I\left(R+\rho \frac{l}{s}\right) \tag{15}
\end{equation*}
$$

where $l, s$ are the length and cross-section of the conductor, respectively, in which the Lorentz force acts.

From (15) we find:

$$
\begin{equation*}
I=e_{f} \rho /\left(R+\rho \frac{l}{s}\right)=e_{f} /\left(\frac{R}{\rho}+\frac{l}{s}\right) . \tag{16}
\end{equation*}
$$

The full power can be defined by

$$
\begin{equation*}
P=p l s \tag{17}
\end{equation*}
$$

Finally, from (13), (16), and (17) we obtain:

$$
\begin{equation*}
I=\frac{P \mu}{q l s} /\left(R+\rho \frac{l}{s}\right)=\frac{P \mu}{q l} /(s R+\rho l) \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
U=\frac{P}{I}=\frac{q l}{\mu}(s R+\rho l) \tag{19}
\end{equation*}
$$

With these formulas and the results of the measurements of the parameters $U$ and $I$, the density of charges under the action of the Lorentz force can be found.

# Chapter 13. Electromagnetic Momentum and Unsupported Movement 
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## 1. Preface

In 1874, Umov has introduced to physics the idea of energy motion, the energy flow, and the velocity of energy motion. In this case, the energy flux density $S$, the energy density $W$, and the velocity $v$ of energy motion are related by the following formula: $S=W \cdot v$.

This statement is universal. In electrodynamics, the flux density vector of electromagnetic energy is called the Umov-Poynting vector. The velocity of electromagnetic energy in electrodynamics is assumed to be equal to the light speed: $v=c$. This statement forced out cases from scientific use, where the velocity of movement of electromagnetic energy is less than the light speed. And such cases are known. For example, the velocity of energy in a wave packet is less than the light speed. In a stationary electromagnetic field, there is no electromagnetic wave but there is a flow of electromagnetic energy. In this case there is no reason to associate the velocity of electromagnetic energy in static fields with the light speed.

It is known that the density of the electromagnetic momentum $p$ is related to the density of the flow of electromagnetic energy by the following formula: $p=S / c^{2}$. It is also known that the density of an electromagnetic momentum propagating in the body is (numerically) the density of the mechanical momentum $m$ in this body: $m=p$. And this fact also somehow fell out of scientific use. Indeed, is it worth paying
attention to the meager value resulting from dividing by the light speed squared.

And, meanwhile, the mechanical momentum of the electromagnetic field in the body appealed to attention. Experiments are known (they will be discussed in more detail below) that prove the existence of a momentum, the magnitude of which is 100 times greater than the theoretical value. Researchers searched for an explanation in the existence of a substance other than matter and field.

It is enough to assume that the velocity of movement of electromagnetic energy is not equal to the light speed (in general), and then all the situations described above become explainable. This velocity can be calculated. In the previous chapters of this book, various processes of electromagnetic energy propagation (battery discharge, capacitor discharge, magnet demagnetization, energy movement in the DC wire) are considered and it is shown that in treated cases, the energy velocity is much less than the light speed.

Thus, the electromagnetic momentum and the mechanical momentum enter quantitatively in an equitable manner into the law of conservation of momentum.

## 2. Basic ratios

There are known interdependencies between the densities of energy $W$, energy flux $S$, momentum flux $p$, momentum density $f$, which have the following forms (in the SI system):

$$
\begin{align*}
& S=W \cdot c  \tag{1}\\
& p=W / c  \tag{2}\\
& p=S / c^{2} .  \tag{3}\\
& f=p \cdot c . \tag{3a}
\end{align*}
$$

2.1. It was shown in Chapter 1 that for a monochromatic wave there is a solution, for which condition (1) is satisfied, i.e. for a monochromatic wave the velocity of energy motion is equal to the propagation velocity of a monochromatic wave, i.e. the light speed. The solution found in Chapter 1 is such that it establishes the constancy of both the energy and energy flux of the electromagnetic wave in time. This is in contrast to the known solution, where the constancy of these quantities on the average in time is established, which, of course, is not the actual constancy required by the energy conservation law.
2.2. Thus, equation (1) is valid for a monochromatic wave. The velocity of energy motion in a wave packet is generally considered equal to the group velocity. In [94], it is strictly shown that this velocity of energy motion depends on both the phase velocity and the speed of light. In any case, the velocity of energy motion in the wave packet is less than the speed of light.
2.3. In a stationary electromagnetic field, there is no electromagnetic wave but there is a flux of electromagnetic energy. Along with this flow there is also the electromagnetic momentum, see in formulas (2) and (3). This statement is not universally accepted. However, G.P. Ivanov in [97] proves the existence of a momentum, by analyzing known experiments by direct calculations. In these experiments there are quasi-stationary electromagnetic fields, where there is no emission of electromagnetic waves. Among these experiments there are speculative ones (their authors are Tamm and Feynman, see in Appendix 1a) but there is also the real experiment of G.M. Graham and D.G. Lahoza [95], see in Appendix 1b.

The experiments of Tamm, Graham and Lahoz are discussed by Ivanov in [144] (from where the illustrations and translation of work [95] come from). From them, in his opinion, it follows that "the angular momentum of the substance and field is not preserved." Later in [147], he proposes the construction demonstrated in Appendix 1c. He believes that his design will move only at the alternating voltage. His proof is built "on the basis of the laws of conservation of momentum, energy, and the principle of relativity, according to which such a movement is carried out thanks to the force and energy interaction with the physical vacuum (ether)".

So, the electromagnetic momentum exists in stationary fields. However, using the same analysis, G.P. Ivanov in [97] proves that the magnitude of this momentum is extremely small (in essence, this follows from expressions (1) and (2), where there is a division by the speed of light). Nevertheless, the experiment of G.M. Graham and D.G. Lahoza detects a large value of momentum. G.P. Ivanov proves that the experimental value of the momentum is 100 times higher than the theoretical value. Otherwise this experiment could not have taken place because the experimentalists have measured the value of the electromagnetic momentum by the value of the mechanical momentum and on the basis of the law of conservation of momentum.

So, the electromagnetic momentum exists in stationary fields but does not satisfy equations (1)-(3) because has a significant value.
G.M. Graham and D.G. Lahoz see the explanation for this in the fact that the electromagnetic energy circulates in a vacuum like a flywheel.
G.P. Ivanov sees the explanation for this in the "existence of a kind of matter (electrovacuum) that is different from matter and the field but fills the entire physical space, and is capable of entering into both impulsive (force) and energetic interactions with matter."
2.4. The above experiments were performed in stationary fields but with the variable strength E. If we assume that the energy flow exists in static fields, then we can offer other experiments. For instance, one can repeat the experiments of Tamm, Feynman, Graham and Lakhoz, replacing the source of an alternating voltage to the source of constant voltage. This voltage can be high-voltage and then the observed pulse should increase significantly.

Another theoretical experiment, which proves the possibility of unsupported movement in the system due to the interaction of moving electric charges, is discussed in Chapter 13a.

Chapter 18 proves that the Ampere and Lorentz forces are a consequence of the observance of the law.

### 2.5. Theory and experiments by Sigalov.

R.G. Sigalov in [156], as far back as 1965, showed for the first time that "the magnetic interaction of the currents flowing in a solid can bring this body into translational and rotational motion". For a theoretical proof of this phenomenon, Sigalov used electronic theory. At the same time, he had to perform complex and cumbersome calculations for almost every configuration. He accompanied all theoretical conclusions with original experiments. All this was the convincing evidence of a violation of Newton's third law. Therefore, Sigalov's theory was not widely accepted.

Now his experiments are repeated without mentioning the author. Figure 1 shows the experiment demonstrated in [157]: a rotating spiral through which direct current flows. A similar experiment is shown in Figures 28 and 29 on page 49 in [156]. Interestingly, the rotation of the helix depends on the direction of winding.

Chapter 5 shows that an electromagnetic wave propagates in the DC wire. The electromagnetic wave and the electromagnetic pulse propagate together. In clause 2.10 below, it is shown that the mechanical
pulse is present in the wire along with the electromagnetic pulse. This impulse causes the rotation of the shown spiral. The existence of this pulse explains all of Sigalov's experiments.


Fig. 1.
2.6. Umov [81] introduced to physics the idea of energy motion, the energy flow, and the velocity of energy motion. In this case, the energy flux density $S$, the energy density $W$, and the velocity $v$ of energy motion are related by the following formula:

$$
\begin{equation*}
S=W \cdot v \tag{4}
\end{equation*}
$$

This statement is universal in nature. However. it is sufficient to assume that the velocity of electromagnetic energy motion is not equal to the light speed (in the general case) and then all the above-described situations become understandable.

Indeed, there is no reason to associate, for example, the velocity of electromagnetic energy motion in static fields with the light speed.
2.7. In the previous chapters, various processes of propagation of electromagnetic energy (battery discharge (Chapter 5), condenser discharge (Chapter 7), demagnetization of a magnet (Chapter 7a), movement of energy in the DC wire (Chapter 5)) are considered. Also, it is shown in these chapters that in these cases, condition (4) is fulfilled and the velocity of electromagnetic energy motion is significantly less than the light speed.
2.8. So, in general, we need to use formulas (1)-(3), where instead of the light speed we set the velocity of electromagnetic energy motion:

$$
\begin{align*}
& S=W \cdot v,  \tag{4}\\
& p=W / v,  \tag{5}\\
& p=S / v^{2},  \tag{6}\\
& p=W^{2} / S . \tag{7}
\end{align*}
$$

So,
the electromagnetic momentum and the mechanical momentum enter the law of conservation of momentum in an equal manner. This statement opens up wide scope for the design of unsupported engines.
2.9. The electromagnetic mass is

$$
\begin{equation*}
m=\frac{p}{v}=\frac{W}{v^{2}}=\frac{S}{v^{3}}=\frac{W^{3}}{S^{2}} \tag{9}
\end{equation*}
$$

2.10. If at a certain part of the boundary of the body a flow of energy $\bar{S}$ with a density $S$ directed outwards arises, then an electromagnetic momentum with a density $\bar{p}$ directed outward arises. According to the law of conservation of momentum, the following mechanical momentum equal to it and directed towards the body is created:

$$
\begin{equation*}
\bar{M}=-(\bar{p}) \tag{10}
\end{equation*}
$$

Let the surface of this area is equal to $q$, and its volume is equal to $g$. Then

$$
\begin{gather*}
\bar{S}=q S  \tag{11}\\
\bar{p}=g p \tag{12}
\end{gather*}
$$

From (7), (10), and (12) we find:

$$
\begin{equation*}
\bar{M}=-g p \tag{13}
\end{equation*}
$$

So, if some electromagnetic energy is present in the body and a flux of electromagnetic energy leaves the body, then, according to (13), the mechanical momentum acting on the body can be found.
2.11. Naturally, the designers of unsupported engines did not wait for my approval (8) and have long been engaged in this ungrateful business.

In [99], a method is proposed for "ensuring the translational $\underline{\text { momentum of transport, including space vehicles." However, the author }}$
himself points out that, in accordance with his theory, the tractive effort in the proposed constructions will be very small.

The Biefeld-Brown effect is known [101]. There is no reliable information on the implementation of the patent. This effect has not received a generally accepted explanation to date. It can be assumed that this effect is due to the appearance of an electromagnetic momentum.

In [102], it is described a device intended for flights in an airless environment. In this device, it is also implemented the Biefeld-Brown effect and explained this effect with the use of an electrodynamic momentum.

In [106], it is described a hypothetical experiment with some electric charges and currents, which demonstrates the violation of Newton's third law but the fulfillment of the law of conservation of momentum, i.e. the possibility of unsupported movement.

It is also known one electric high voltage motor representing a high voltage air capacitor [131]. The effect demonstrated in this case also did not receive a generally accepted explanation. Chapter 13d offers an explanation of it.
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Recently, there has patent [103] and also both NASA experiment [104] and similar Chinese experiment [105] based on that patent that is shown in Figure 2. They cause the same doubts and disputes in the scientific world because they violate the law of conservation of momentum. These experiments clearly demonstrate the creation of thrust force due to the electrodynamic effects. However, they are experiments
and one cannot argue with them! In my opinion, they confirm the aforementioned theory.


Fig. 3.

## Appendix 1a. Tamm's experiment.

In [22], Tamm describes the following thought experiment shown in Figure 3 of work [144]. A cylindrical capacitor placed in a uniform magnetic field H parallel to its axis is considered. In the space between the plates of the capacitor, in addition to the magnetic there is also a radial electric field of strength E created by a charged capacitor. In the space between the capacitor plates in a static electromagnetic field there is the Pointing vector. The Poynting vector lines, i.e. the energy flow lines are concentric circles whose planes are perpendicular to the axis of the capacitor.

## Appendix 1b. Experiment of Graham and Lahoza

The scheme of the experiment is shown in Figure 4 borrowed from [144], where

1 stands for the cylindrical capacitor,
2 the torsion-oscillator suspension,
3 the mirror,
4 the radially located wires for supplying alternating voltage to the plates,
5 the superconducting solenoid.
The authors write: "Our program for measuring the forces associated with the electromagnetic momentum at low frequencies in matter, has culminated in the first direct observation of the free
electromagnetic angular momentum produced by the quasistatic (nonwave) independent fields E and B in the vacuum gap of a cylindrical capacitor. To record condenser motion, a resonance suspension was used."

Thus, in this experiment, the electromagnetic momentum was detected by measuring the mechanical momentum during torsional vibrations of the capacitor. This means that the electromagnetic momentum exists in stationary electromagnetic fields and has a significant value.
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## Appendix 1c. Ivanov's experiment

In [147], G.P. Ivanov offers the construction shown in Figure 5.


> Эквивалентная электрическая схема

Fig. 5.

# Chapter 13a. Unsupported Motion Without Violating the Laws of Physics 

Contents<br>1. Introduction $\backslash 1$<br>2. The Interaction of Moving Electric Charges $\backslash 1$<br>3. The First Experiment $\backslash 2$<br>4. The Second Experiment \5<br>5. The Parameters of Motion \9<br>6. Resistance to Motion \11

## 1. Introduction

We are considering some speculative experiments with charges and currents, which demonstrate a breach of Newton's third law, i.e. an opportunity of unsupported movement. It is shown that these experiments do not violate the Law of momentum conservation. We describe a structure in which electric charges are driven into rotation. We show that this structure performs translational unsupported motion. We describe the mathematical model and the experimental results with a mathematical model of this structure. Some recommendations are given for the implementation of the design.

Unsupported motion is usually considered to be impossible due to the fact that it violates both Newton's third law and following from it (in mechanics) the law of momentum conservation. The latter is more general law of the laws of physics. In electrodynamics, the law takes into account also the momentum of electromagnetic wave. Therefore, the impulses of material objects interacting with the wave turn out in total to be not equal to zero [13].

In [161], the interaction of electric charges is considered, and it is proved that in this case there may be cases when the law of momentum conservation in mechanics is violated. Described below based on this experiments that demonstrate unsupported motion (see also [106]).

## 2. The Interaction of Moving Electric Charges

Let us consider two charges $q_{1}$ and $q_{2}$, moving at speeds $v_{1}$ and $v_{2}$, respectively. It is known [161] that the induction of the field created by the
charge $q_{1}$ in the point, where at this moment the charge is located, is equal to (here and further the GHS system is used)

$$
\begin{equation*}
\overline{B_{1}}=q_{1}\left(\overline{v_{1}} \times \bar{r}\right) / c r^{3} . \tag{1}
\end{equation*}
$$

The vector $\bar{r}$ is directed from the point where the moving charge $q_{1}$ is located. The Lorentz force acting on the charge $q_{2}$ is

$$
\begin{equation*}
\overline{F_{12}}=q_{2}\left(\overline{v_{2}} \times \overline{B_{1}}\right) / c . \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
\overline{F_{12}}=q_{1} q_{2}\left(\overline{v_{2}} \times\left(\overline{v_{1}} \times \bar{r}\right)\right) /\left(c^{2} r^{3}\right) . \tag{3}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
& \overline{B_{2}}=-q_{2}\left(\overline{v_{2}} \times \bar{r}\right) / c r^{3},  \tag{4}\\
& \overline{F_{21}}=q_{1}\left(\overline{v_{1}} \times \overline{B_{2}}\right) / c \tag{5}
\end{align*}
$$

or

$$
\begin{equation*}
\overline{F_{21}}=-q_{1} q_{2}\left(\overline{v_{1}} \times\left(\overline{v_{2}} \times \bar{r}\right)\right) /\left(c^{2} r^{3}\right) . \tag{6}
\end{equation*}
$$

Here the minus sign appears because the vector remained the same.
In the general case of $\overline{F_{12}} \neq \overline{F_{21}}$, i.e. the Newton's third law is not observed: there appear unbalanced forces acting on the charges $q_{1}$ and $q_{2}$ and contorting the trajectories of these charges' motion.

If the charges $q_{1}$ and $q_{2}$ in the process of moving do not leave a certain general construction, then there is the following force acting on this construction:

$$
\begin{equation*}
\bar{F}=\overline{F_{12}}+\overline{F_{21}} \tag{7}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{F}=\frac{q_{1} q_{2}}{c^{2} r^{3}}\left(\left(\overline{v_{2}} \times\left(\overline{v_{1}} \times \bar{r}\right)\right)-\left(\overline{v_{1}} \times\left(\overline{v_{2}} \times \bar{r}\right)\right)\right) \tag{8}
\end{equation*}
$$

This force is capable of moving the construction. It can be assumed that such forces provide the flight of ball lightning.

## 3. The First Experiment

Let us consider two charges $q_{1}$ and $q_{2}$ rotating at a constant speed $v_{1}=v_{2}$ along mutually perpendicular circular orbits that is shown in Figure 1. The rotation begins from the position shown in Figure 1 and is provided by mechanical forces within the construction.
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Fig. 4.
Using formula (8), we can find the force acting on the whole construction. Figure 2 shows the special graph of this force's change during one revolution of the charges (the thick line) and the projection of this graph on the coordinate planes (thin lines). Here and further the projection lines are depicted so: the green line is $x z$, the blue one is $x y$, and the red one is yz. The axes' directions are shown under the graph.

For the known force and given zero initial conditions, we can find both the speed and the trajectory of the construction for the given period that are shown in Figures 3 and 4, respectively. For this period, the construction is shifted to the following distance: $\mathrm{R}_{\max }=2.8$. Figure 5 shows the trajectory of the construction during two periods, when it has shifted to the distance of $\mathrm{R}_{\text {max }}=5.6$.
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## 4. The Second Experiment



Fig. 6.
In the construction shown in Figure 1, one charge was located on each circle. Now we shall consider a construction where several charges are located on each circle but all of them are concentrated and distributed uniformly along the half-circle that is shown in Figure 6. Here also with formula (8), we may find the force acting on the construction as a whole. We find that the vector of this force lies on the plane $x O z$ for any number of charges $a>1$. The vector of speed and the trajectory are also on the plane $\operatorname{XOZ}$. Figure 7 shows as an example the construction's trajectory for one period for the case when the construction contains 5 charges on each circle.
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For this same case, Figure 8 shows the graphs of the force change (plot F ) and the speed (plot V) daring the time of one revolution of the charges and the trajectory of the construction (plot T ) in the xoz coordinates. In this and in the following figures, it is assumed that the $o x$ axis is directed horizontal but the $O Z$ axis vertical.

In Figure 8, we may also see that during one period the construction is shifted by the following certain distance: $\mathrm{R}_{\max }=2$. Figure 9 shows the similar graphs for the same construction during two periods. Apparently, the construction shifts on the distance of $\mathrm{R}_{\max }=4$.


Fig. 9.
Figures 10 and 11 show the same graphs for two periods for constructions containing 15 and 25 charges, respectively. For all the constructions, the magnitude of charge is chosen to be $q=1 / a$. Apparently, in this case the graphs of force and speed change do not depend on the number of charges, and the trajectories are also independent of the charges' number. Thus, such construction on increasing the number of the charges "aims" to a construction with an infinite number of the charges. In it, the linear distribution of the density of charges by the length $l$ of the charged half-circle is $\frac{d q}{d l}=\frac{1}{\pi R}$. Concerning the realization of such a construction, the charges in it must contact but not merge into a continuous strip because the distribution function of the charges' density along the lane is not uniform (the charges are accumulated at the strip's edges). The charges of such construction may permanently recover from a source of DC voltage through brush contacts.


Fig. 10.


Fig. 11.
In conclusion, let us consider the results of the calculation for the same conditions that were used for the calculation of the parameters shown in Figure 10 but for 20 periods. These results are shown in Figure 12. In this figure, the red vector on the hodograph of the speed depicts the average speed $V_{s} \approx 0.32$ of the construction's motion. After 20 periods, the construction has shifted on $R \approx 40$.


Fig. 12.

## 5. The Parameters of Motion

Let us consider in detail some characteristics of such motion. We shall not take into account the energy necessary for the construction's rotation at a permanent speed. The factors affecting the kinetic power $P$, expended by the construction for its motion, the average speed $V_{s}$, and the construction's displacement, are:

- the speed of the construction as a whole, $v=(v 1, v 2, v 3)$,
- the propulsive force $F=(f 1, f 2, f 3)$ developed by the construction,
- the number of revolutions, $N$,
- the linear rotation frequency $f$ or the angular rotation frequency $\omega=2 \pi f$,
- the construction's radius $R_{k}$,
- the linear speed of the charges, $v_{o}=R_{k} \omega$,
- the summary charge $q_{o}$,
- the number $a$ of charges, each of them having magnitude $q_{o} / a$,
- the mass of construction, $m$.

We can prove that for $a>4$, the number $a$ of charges does not affect the motion parameters, and

$$
\begin{align*}
& P=(v, F),  \tag{1}\\
& V_{S}=\left(v_{o}, m, q, \omega\right), \tag{2}
\end{align*}
$$

$$
\begin{equation*}
R=\left(N, v_{O}, m, q, \omega\right) \tag{3}
\end{equation*}
$$

Figure 13 shows the graphs of the instant motion parameters for $a=$ $5, N=5, \omega=1, v_{o}=1, q_{o}=1$. Here
$T$ is the motion trajectory,
$x 1, x 3$ the coordinates $x, z$ depending on time,
$V$ the hodograph of overall speed and the average speed vector,
$F$ the hodograph of the force,
$f 1, f 3$ the force projections $f_{x}, f_{z}$ depending on time,
$P$ the instant power depending on time,
$P_{S}$ the average power,
$v 1, v 3$ the projections of the speeds $v_{x}, v_{z}$ depending on time, $v m$ the the speed amplitude.


Fig. 13.

## 6. Resistance to Motion

The construction is always affected by the force $F_{T}$ of resistance to motion that can be friction or useful load. Usually such force is proportional to the instant speed $V$, i.e.

$$
\begin{equation*}
F_{T} \approx F_{t} \cdot V \tag{4}
\end{equation*}
$$

where $F_{t}$ is the known coefficient.
The instant power of resistance to motion is

$$
\begin{equation*}
P_{T}=\left(F_{T} \cdot V\right)=F_{t} \cdot V^{2} \tag{5}
\end{equation*}
$$

Figure 14 shows the graphs of the instant values of the motion parameters for $F_{t}=-0.75$ и $a=5, N=5, \omega=1, v_{o}=1, q_{o}=1$. In plot P in Figure 14, the horizontal line is the graph of power (5). We may note that

- the trajectory gradually turns into circular motion of all the construction "on the spot",
- the instant amplitude of speed aims to a certain constant value (as the motion turns into rotation "on the spot"),


Fig. 14.
Thus, the considered construction performs unsupported motion also with the resistance. The power of the construction's motor is expended on the rotation of charges and on overcoming the resistance.
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## 1. Introduction

The existence of a flow of energy and momentum in an electromagnetic wave is proved analytically due to the fact that the electromagnetic energy of an electromagnetic wave changes in time. The energy of a static field is constant in time. Therefore, the applicability of the formulas obtained for any field is not obvious. The formulas for the energy flux and momentum of a static electromagnetic field are analytically derived below.

The results obtained were used to design a device for converting a pulse of the static electromagnetic field into a mechanical pulse [184].

## 2. The energy flux density of the electromagnetic field

### 2.1. Electromagnetic wave energy flux density

First, we consider the well-known method of obtaining a formula for the energy flux density of an electromagnetic wave [13, 181]. The densities of the electric and magnetic energy of the wave are respectively defined by

$$
\begin{align*}
& W_{e}=\frac{\varepsilon \varepsilon_{0}}{2} E^{2},  \tag{1}\\
& W_{m}=\frac{\mu \mu_{0}}{2} H^{2} . \tag{2}
\end{align*}
$$

The total density of the electromagnetic wave energy is

$$
\begin{equation*}
W=\frac{1}{2}\left(\varepsilon \varepsilon_{0} E^{2}+\mu \mu_{0} H^{2}\right) \tag{3}
\end{equation*}
$$

Because the following equality fulfills

$$
\begin{equation*}
W_{e}=W_{m} \tag{3a}
\end{equation*}
$$

we can use definitions (1)-(3) and write down that

$$
E \sqrt{\varepsilon \varepsilon_{0}}=H \sqrt{\mu \mu_{0}} .
$$

Consequently,

$$
\begin{equation*}
W=\varepsilon \varepsilon_{0} E^{2}=\mu \mu_{\mathrm{o}} H^{2}=E H \sqrt{\varepsilon \varepsilon_{0} \mu \mu_{\mathrm{o}}}=E H / \mathrm{c} \tag{3c}
\end{equation*}
$$

Further from (3) we have:

$$
\begin{equation*}
\frac{d W}{d t}=\frac{d}{d t}\left(\frac{\varepsilon \varepsilon_{0}}{2} E^{2}+\frac{\mu \mu_{\mathrm{o}}}{2} H^{2}\right)=\left(\varepsilon \varepsilon_{0} E \frac{d E}{d t}+\mu \mu_{\mathrm{o}} H \frac{d H}{d t}\right) . \tag{4}
\end{equation*}
$$

It follows from Maxwell's equations that

$$
\begin{align*}
& \operatorname{rot}(\mathrm{E})=-\mu \mu_{0} \frac{d H}{d t}  \tag{5}\\
& \operatorname{rot}(\mathrm{H})=\varepsilon \varepsilon_{0} \frac{d E}{d t} . \tag{6}
\end{align*}
$$

Consequently,

$$
\begin{equation*}
\frac{d W}{d t}=(-E \operatorname{rot}(\mathrm{H})+H \operatorname{rot}(\mathrm{E})) \tag{7}
\end{equation*}
$$

The law of conservation of field energy has the following form:

$$
\begin{equation*}
\frac{d W}{d t}=-\operatorname{div}(S) \tag{8}
\end{equation*}
$$

The mathematical dependence of the following form is well-known:

$$
\begin{equation*}
\operatorname{div}(H \times E)=E \cdot \operatorname{rot}(H)-H \cdot \operatorname{rot}(E) \tag{9}
\end{equation*}
$$

From (7)-(9) it follows that

$$
\begin{equation*}
S=E \times H . \tag{10}
\end{equation*}
$$

With formulas (3b) and (10), we can finally obtain the following expression:

$$
\begin{equation*}
S=\mathrm{Wc} \tag{10a}
\end{equation*}
$$

### 2.2. The energy flux density of a moving body with a static electromagnetic field

Consider a design in which the electret and magnet create the vectors E and H . An example of such a design is the electret perpendicular to the magnet shown in Figure 1. The vectors of the velocity V, the magnetic strength $H$, the electric strength E, and the energy flux $S$ are shown in Figure 2.


In this design, the static electromagnetic field with the density of electromagnetic energy $W$ occurs. If this body moves at speed $v$, then the energy moves at the same speed. According to the concept of Umov [81], this means that there is some flow of electromagnetic energy with the following density:

$$
\begin{equation*}
S=W v \tag{11}
\end{equation*}
$$

In front of the frontal surface of a moving body, both the strengths E and H change in time, i.e. the derivatives $\left(\frac{d E}{d t}, \frac{d H}{d t}\right)$ of strengths exist. Therefore, the energy density $W$ on the frontal surface of the body satisfies equation (4). To conserve energy, the density in other parts of the body must also change. These varying strengths satisfy Maxwell's equations (5) and (6). As shown in Section 2.1, from (4)-(6) follows equation (10). Thus, in the construction under the consideration, conditions (10) and (11) are satisfied.

The flow of energy is defined as

$$
\begin{equation*}
\bar{S}=S b, \tag{12}
\end{equation*}
$$

where $b$ is the surface area emitting an energy flux. The flow $\bar{S}$ is equal to the power $P$ of the engine, which moves the body (in the absence of friction). Consequently,

$$
\begin{equation*}
S=\frac{P}{b} \tag{13}
\end{equation*}
$$

From (11) and (13) we find the following density of electromagnetic energy:

$$
\begin{equation*}
W=\frac{P}{b v} . \tag{14}
\end{equation*}
$$

and the following electromagnetic energy of a body:

$$
\begin{equation*}
\bar{W}=W V=\frac{P L}{v} \tag{15}
\end{equation*}
$$

where $V=L b$ is the body volume, $L$ is the body length.
With formulas (15) and (3), we obtain:

$$
\begin{equation*}
\bar{W}=\frac{L b}{2}\left(\varepsilon \varepsilon_{0} E^{2}+\mu \mu_{0} H^{2}\right) \tag{16}
\end{equation*}
$$

The kinetic energy of the body is

$$
\begin{equation*}
\overline{W_{\mathrm{K}}}=V \frac{m v^{2}}{2}, \tag{17}
\end{equation*}
$$

where $m$ is the body weight.
In the absence of friction, all engine power is spent on the creation of electromagnetic energy. Consequently,

$$
\begin{equation*}
\overline{W_{\mathrm{K}}}=\bar{W} \tag{18}
\end{equation*}
$$

From (16)-(18) we obtain:

$$
\begin{equation*}
\frac{\rho v^{2}}{V g}=\left(\varepsilon \varepsilon_{0} E^{2}+\mu \mu_{0} H^{2}\right) \tag{19}
\end{equation*}
$$

A moving body with a static electromagnetic field can be considered as a moving packet of a static electromagnetic field. The energy and energy flow (i.e. the power) of this package remains constant.

The power of the engine which moves the body is partly the power of the package, and partly can be spent on the compensation of mechanical losses and other needs.

Formula (19) means that the density of the mechanical energy of the body is equal to the density of the electromagnetic energy of a moving packet of a static electromagnetic field. Thus, in a moving body with a static electromagnetic field, the conversion of mechanical energy into electromagnetic energy of a static electromagnetic field occurs.

In the static flow of electromagnetic energy there is no conversion of the magnetic energy into the electrical energy, and vice versa. Therefore, there is no equality between the terms.

Let be

$$
\begin{equation*}
\frac{E}{H}=\beta . \tag{20}
\end{equation*}
$$

With expressions (19) and (20), we find that

$$
\begin{equation*}
\frac{\rho v^{2}}{g}=H^{2}\left(\varepsilon \varepsilon_{0} \beta^{2}+\mu \mu_{\mathrm{o}}\right) . \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\rho v^{2}}{g}=E^{2}\left(\varepsilon \varepsilon_{\mathrm{o}}+\frac{\mu \mu_{\mathrm{o}}}{\beta^{2}}\right) . \tag{21a}
\end{equation*}
$$

For $\beta<10^{-3}$, we have

$$
\begin{equation*}
\frac{\rho v^{2}}{g} \approx \mu \mu_{0} H^{2}=B H \tag{22}
\end{equation*}
$$

For $\beta>10^{3}$, we have

$$
\begin{equation*}
\frac{\rho v^{2}}{g} \approx \varepsilon \varepsilon_{0} E^{2}=D E \tag{22a}
\end{equation*}
$$

## Example 1.

In [184], a "Device for converting an electromagnetic momentum into a mechanical momentum" was proposed, in which such a package is created. In this device, a moving magnet creates the following electrical strength:

$$
\begin{equation*}
E=v B=v H \mu \mu_{\mathrm{o}} . \tag{23}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\beta=\frac{E}{H}=v \mu \mu_{0} . \tag{24}
\end{equation*}
$$

With formulae (21a) and (23), we find:

$$
\begin{array}{r}
\frac{\rho v}{g}=E^{2}\left(\varepsilon \varepsilon_{0}+\frac{\mu \mu_{\mathrm{o}}}{\beta^{2}}\right)=E^{2}\left(\varepsilon \varepsilon_{0}+\frac{\mu \mu_{\mathrm{o}}}{\left(v \mu \mu_{\mathrm{o}}\right)^{2}}\right) \\
=\varepsilon \varepsilon_{0} E^{2}\left(1+\frac{1}{\varepsilon \varepsilon_{0} \mu \mu_{0} v^{2}}\right)=\varepsilon \varepsilon_{0} E^{2}\left(\left(\frac{C}{v}\right)^{2}+1\right) \approx \varepsilon \varepsilon_{0} E^{2}\left(\frac{C}{v}\right)^{2} . \tag{25}
\end{array}
$$

From formulae (21) and (23) we find that

$$
\begin{align*}
\frac{\rho v^{2}}{g}= & H^{2}\left(\varepsilon \varepsilon_{0} \beta^{2}+\mu \mu_{0}\right)=\mu \mu_{0} H^{2}\left(\varepsilon \varepsilon_{0} \mu \mu_{0} v^{2}+1\right)= \\
& =\mu \mu_{0} H^{2}\left(\left(\frac{v}{c}\right)^{2}+1\right) \approx \mu \mu_{0} H^{2}=H B \tag{26}
\end{align*}
$$

Using expressions (25) and (26), it is possible to find that

$$
\begin{equation*}
\frac{\rho v^{2}}{g} \approx \varepsilon \varepsilon_{0} E^{2}\left(\frac{c}{v}\right)^{2} \approx \mu \mu_{0} H^{2} . \tag{26a}
\end{equation*}
$$

Find more

$$
\begin{equation*}
\varepsilon \varepsilon_{0} E^{2}=\varepsilon \varepsilon_{0}\left(v H \mu \mu_{0}\right)^{2}=H^{2}\left(\frac{v}{c}\right)^{2} \tag{27}
\end{equation*}
$$

i.e. the value of the electrical energy is negligible that results in the following packet energy density:

$$
\begin{equation*}
W=H B \tag{28}
\end{equation*}
$$

We also note that from (23) and (28) it follows that

$$
\begin{equation*}
S=E H=v B H, \tag{29}
\end{equation*}
$$

which coincides with formula (11).

### 2.3. Static electromagnetic field energy flux density

Formula (10) can be applied to a static electromagnetic field. Feynman in [13] describes a speculative experiment, in which an electric charge and magnet are located side by side. It is stated that in consequence (10), a flux of electromagnetic energy circulates around this pair. Another example is the DC wire that also creates the static electromagnetic field. The flow of electromagnetic energy also circulates in this field due to the existence of dependence (10). However, there is no evidence of the applicability of formula (10) for the static electromagnetic field.

We again use formula (11). In the static electromagnetic field, we know the electromagnetic energy density $W$ and the electromagnetic energy flux density $S$. Therefore, we can determine the energy flux rate as follows:

$$
\begin{equation*}
v=W / S \tag{30}
\end{equation*}
$$

In [8], some phenomena are substantiated on the basis of the existence of a flow of electromagnetic energy in the static field. In [8, Chapter 5] on this basis, it is proved that the flow of energy in the direct current wire moves inside the wire (and not outside it). In [8, Chapter 5a], on this basis, the operation of Milroy's engine is explained. In [8, Chapter 7] on this basis, it is shown that a flow of electromagnetic energy circulates in the charged capacitor and this explains the nature of the potential energy of the capacitor.

## 3. The momentum of the electromagnetic field

### 3.1. Electromagnetic momentum of the wave

First, consider the well-known method of obtaining the formula for the momentum density of an electromagnetic wave [182]. The momentum density is determined from the following assumption: the energy of an electromagnetic plane wave, incident perpendicular to the flat surface of a weakly conducting body with both the dielectric permittivity $\varepsilon$ and the magnetic permeability $\mu$ equal to one, is converted into the thermal energy of the current excited in this body by this wave. It turns out that

$$
\begin{equation*}
J_{0}=\mathrm{W} / \mathrm{c} \tag{31}
\end{equation*}
$$

It is important to note that $J_{0}$ is a scalar quantity, not a vector.
In the set of Maxwell's equations, Maxwell himself included an equation of the following form [183]:

$$
\begin{equation*}
B=\operatorname{rot}(\mathrm{A}) \tag{32}
\end{equation*}
$$

Maxwell calls quantity A either an electromagnetic pulse at a point or a vector potential of electric currents. Currently, this equation is not included in the list of initial equations but is derived from both the following equation:

$$
\begin{equation*}
\operatorname{div}(B)=0 \tag{33}
\end{equation*}
$$

and the following famous identity:

$$
\begin{equation*}
\operatorname{div}(\operatorname{rot}(\mathrm{A}))=0 \tag{34}
\end{equation*}
$$

The parameter $A$ is called the vector potential. Also, the electromagnetic momentum is called the quantity that has the dimension of a mechanical electromagnetic momentum defined above. What Maxwell had in mind when speaking of an "electromagnetic momentum at a point" remains unclear. It can be assumed that Maxwell did not have time to finish the thought. In the 80s of the last century, it was said that "God himself wrote with the hand of Maxwell" [185].

We multiply both sides of equation (32) by the electric induction vector D . Then we get:

$$
\begin{equation*}
B \times D=\operatorname{rot}(A \times D) \tag{35}
\end{equation*}
$$

It can be noted that these quantities have the dimension of momentum density. Therefore, the following vector-momentum

$$
\begin{equation*}
\mathrm{J}=\operatorname{rot}(\mathrm{A} \times \mathrm{D}) \tag{3}
\end{equation*}
$$

we will continue to call the density of electromagnetic field and quantity (31) is the modulus of this vector. So, from $(35,36)$ we get the following vector:

$$
\begin{equation*}
\mathrm{J}=\mathrm{B} \times \mathrm{D} \tag{37}
\end{equation*}
$$

The electric and magnetic inductions are respectively defined by

$$
\begin{equation*}
D=\varepsilon \varepsilon_{0} E, B=\mu \mu_{0} H \tag{38}
\end{equation*}
$$

From (36), (37), and (10) we obtain:

$$
\begin{equation*}
J=\varepsilon \varepsilon_{0} \mu \mu_{0} S \tag{39}
\end{equation*}
$$

or we get the following well-known formula:

$$
\begin{equation*}
J=\frac{S}{c^{2}} . \tag{40}
\end{equation*}
$$

This means that the momentum propagates together with the energy flux at the same speed.

### 3.2. The momentum of a moving body with a static electromagnetic field

So, the pulse propagates at the speed of energy flow and is determined by (40). This ratio can be extended to any flow speed. Therefore, it can be applied to the flow of the static electromagnetic field existing in a body moving at a speed $v$. In this case there is

$$
\begin{equation*}
J=\frac{S}{v^{2}} . \tag{41}
\end{equation*}
$$

With formulae (41) and (30), we obtain:

$$
\begin{equation*}
J=\frac{W v}{v^{2}} \tag{42}
\end{equation*}
$$

Exploiting expressions (41) and (11), we obtain:

$$
\begin{equation*}
J=\frac{S}{v^{2}}=\frac{W v}{v}=\frac{W}{v} . \tag{43}
\end{equation*}
$$

The electromagnetic momentum is

$$
\begin{equation*}
\bar{J}=J V \tag{44}
\end{equation*}
$$

where $V$ is the volume of the electromagnetic field.
Suppose that the volume $V$ and the body volume are the same. Then from (43) and (44) we find:

$$
\begin{equation*}
\bar{J}=\frac{W}{v} V \tag{45}
\end{equation*}
$$

It follows from the law of conservation of momentum that when an electromagnetic momentum appears, the body acquires the following oppositely directed mechanical momentum:

$$
\begin{equation*}
\bar{M}=-\bar{J} \tag{46}
\end{equation*}
$$

Therefore, the vector $\bar{M}$ has the direction of the vector $(-S)$, its module is

$$
\begin{equation*}
|\bar{M}|=\frac{W}{v} V \tag{47}
\end{equation*}
$$

or

$$
\begin{equation*}
|\bar{M}|=\frac{\bar{W}}{v} \tag{48}
\end{equation*}
$$

where there is the following electromagnetic energy of the body:

$$
\begin{equation*}
\bar{W}=W V \tag{49}
\end{equation*}
$$

## Example 2.

We expand Example 1. From formulas (17) and (18) we find that

$$
\begin{equation*}
\bar{W}=\overline{W_{\mathrm{K}}}=\frac{V m v^{2}}{2} \tag{50}
\end{equation*}
$$

With equations (48) and (50), we find that

$$
\begin{equation*}
|\bar{M}|=\frac{V m v}{2} \tag{51}
\end{equation*}
$$

### 3.3. The momentum of a static electromagnetic field

In this case, from expressions (30) and (41) we can obtain that

$$
\begin{equation*}
J=\frac{S}{v^{2}}=\frac{S}{(S / W)^{2}}=\frac{W^{2}}{S} \tag{52}
\end{equation*}
$$

Thus, even in the static electromagnetic field, the electromagnetic momentum exists. As already mentioned, it follows from the law of conservation of momentum that when the electromagnetic momentum appears, the body acquires the following oppositely directed mechanical momentum:

$$
\begin{equation*}
\bar{M}=-\bar{J} \tag{53}
\end{equation*}
$$

Therefore, in a motionless body with the static electromagnetic field there is the mechanical momentum.

## Example 3.

Figure 3 shows the electrically conductive magnet of length $L$ with induction $B$, along which current I flows. In this case, the following Ampere force should occur:

$$
\begin{equation*}
F_{A}=\mathrm{L} \cdot I \times B \tag{54}
\end{equation*}
$$

However, some experiments show that this force is absent.


Fig. 3.
The electric and magnetic fields in this magnet are respectively defined as

$$
\begin{align*}
& E=\mathrm{r} \cdot I,  \tag{55}\\
& H=\mu B, \tag{56}
\end{align*}
$$

where $\mathrm{r}, \mu \mathrm{\mu}$ is the resistance and absolute magnetic permeability of the magnet. From (10) and (54)-(56) we find the flux density of electromagnetic energy as follows:

$$
\begin{equation*}
S=\mathrm{E} \times \mathrm{H}=\mu \mathrm{r} \cdot B \times I=-\frac{\mu \mathrm{r}}{\mathrm{~L}} F . \tag{57}
\end{equation*}
$$

From formula (58) it follows that two oppositely directed pulses act on the momentum:

1. the electromagnetic pulse $J$ depending on the flow of electromagnetic energy $S$ (according to (52)) and applied to the free electrons of the current;
2. the mechanical impulse $M$ depending on the Ampere force $F$ and applied to the atoms of the magnet body.
Since these impulses are equal, oppositely directed (according to (53)) and act on the elements of the same body, the magnet remains at the rest.

## Example 4.

Consider the Faraday unipolar motor and select the radius in it that is currently attached to the contact. This radius can be considered as a permanent electrically conductive magnet (shown in Figure 3) connected by point " $a$ " to the contact and point " $b$ " to the axis.

1. If the contact is constantly attached to a given radius during rotation of the disk, then the force will not act on this radius.
2. If the contact slides along the periphery of the disk, then a force acts on the radius connected to the contact.
These facts are established experimentally and are formulated as a paradox of the unipolar engine. Experiment 1 is explained in Example 3. Experiment 2 can be explained as follows.

In this case, as in Example 3,

1. the electromagnetic momentum $J$ applied to free current electrons;
2. the mechanical impulse $M$ applied to the atoms of the magnet body (disk).

In this case, the magnet body is not rigidly connected to the current line, i.e. with free electrons - a mechanical impulse moves the magnet away from the streamline in the direction opposite to the direction of rotation of the magnet.

### 3.4. Electromagnetic mass of a static electromagnetic field

Since there is a mechanical momentum in a motionless body with the static electromagnetic field defined by formula (53), a mass current exists in this body. This current, of course, is not related to the actual movement of the mass "from point A to point B". Such a mass current can be compared with an electric current, where a separate charge does not move from the beginning to the end of the wire or compared with a heat flux, where there are also no macro-movements of air particles.

The existence of a mechanical momentum means that in the body, a certain mass moves at some speed, i.e.

$$
\begin{equation*}
\bar{M}=m \bar{v} \tag{58}
\end{equation*}
$$

where $\bar{v}$ is the energy flow rate. From (52), (53), and (58) we find:

$$
\begin{align*}
& \frac{1}{v}=\frac{W}{S}  \tag{59}\\
& v^{2}=\frac{S}{J}=\frac{S}{M}=\frac{S}{m v} \tag{60}
\end{align*}
$$

or

$$
\begin{equation*}
m=\frac{S}{v^{3}}=S\left(\frac{W}{S}\right)^{3}=\frac{W^{3}}{S^{2}} \tag{61}
\end{equation*}
$$

## Chapter 13d. "Flying Triangles"

It is known some electric high voltage motor, which represents a high voltage air capacitor [131]. It is called "Flying triangles." In it, one lining is made in the form of a wire, and the second in the form of a strip of foil that is shown in Figure 1. At high voltage between the plates there is an ionic wind that allows us to consider this device as a continuously discharging capacitor. The device takes off. This effect was initially explained by the action of ion current and ion wind. More detailed measurements show that the ionic wind produces approximately $60 \%$ of the lift. A source of a $40 \%$ lift was not identified. In [131b], the authors argue that the lift also occurs in a vacuum (where there is no ionic wind).


Fig. 1. (from [131b], time 6:37)
Consider the equivalent electrical circuit of this device shown in Figure 2. High-voltage energy source U through foil F constantly transfers energy to capacitor C and resistor R (which is the ion current channel). Capacitor C is discharged at resistor R , and the internal thermal energy of this resistor is partially radiated, i.e. the energy of the resistor is also discharged.


Fig. 2.
The capacitance, energy, and energy density of the capacitor are respectively defined by

$$
\begin{align*}
& C=\frac{\varepsilon b}{d}  \tag{1}\\
& W_{C 0}=\frac{C U^{2}}{2}  \tag{2}\\
& W_{C}=\frac{W_{C 0}}{d b} \tag{3}
\end{align*}
$$

where $U$ is the voltage across the capacitor and resistor, $b$ is the crosssectional area of the capacitor, and $d$ is the length of the capacitor.

The energy and the energy density of the resistor in steady-state are respectively defined as

$$
\begin{align*}
& W_{R 0}=g m  \tag{4}\\
& W_{R}=\frac{W_{R 0}}{V_{R}}=\frac{g m}{m / \rho}=g \rho \tag{5}
\end{align*}
$$

where $g, m, \rho, V_{R}$ are the specific heat, mass, density, and volume of the resistor, respectively.

Chapter 7 shows that in the capacitor, which is constantly discharged at the resistor $R$ and constantly recharged from the constant voltage source $U$, there is the static electromagnetic field and the electromagnetic energy flux flows from some source $S_{0}$. This source $S_{0}$ is equal to the source power $P$. Therefore,

$$
\begin{equation*}
S_{0}=P=\frac{U^{2}}{R} \tag{6}
\end{equation*}
$$

Since the energy flux flows through both the capacitor and the resistor combined in the same volume, the same energy flux flows through both and the density of this flux in each of them is

$$
\begin{equation*}
S=\frac{S_{0}}{b} \tag{7}
\end{equation*}
$$

The energy density in such a body is

$$
\begin{equation*}
W=W_{C}+W_{R} \tag{8}
\end{equation*}
$$

Chapter 13a shows that the energy density $W$ of a static electromagnetic field, the electromagnetic energy flux density $S$, and the velocity $v$ of this flux are related by the well-known Umov formula [81] of the following form:

$$
\begin{equation*}
S=W v \tag{9}
\end{equation*}
$$

Also, the density of the electromagnetic pulse $J$ in a static electromagnetic field is determined through the flux density of electromagnetic energy $S$ and the velocity v of this flux, according to the following formula:

$$
\begin{equation*}
J=\frac{s}{v^{2}} \tag{10}
\end{equation*}
$$

From (9) and (10) we find:

$$
\begin{equation*}
J=\frac{W^{2}}{s} \tag{11}
\end{equation*}
$$

In the structure under consideration, the current flows through the foil. Together with the current, the electromagnetic energy flux flows along the foil and there is an electromagnetic pulse with the density $J$. The total pulse of electromagnetic energy in the foil is defined as

$$
\begin{equation*}
J_{0}=V_{f} J \tag{12}
\end{equation*}
$$

where $V_{f}$ is the volume of the foil. In accordance with the law of conservation of momentum, together with the electromagnetic impulse $J_{0}$, the mechanical impulse $M_{0}$ is created in the foil, which is directed opposite to the electromagnetic impulse, i.e.

$$
\begin{equation*}
\left|M_{0}\right|=\left|J_{0}\right| . \tag{13}
\end{equation*}
$$

This mechanical impulse is the driving impulse of the device.
Consider an example: there are the source data listed in Table 1. These data were obtained by Lavrinenko who is the author of the device. As the density and specific heat of the resistor, the values for the air at a temperature of $20^{\circ} \mathrm{C}$ were taken. Actual values in the ion current channel can be determined experimentally. However, it can be assumed that the heat capacity of the channel should be much less than the heat capacity of the ordinary air.

The last lines of the table show the values for the air and a vacuum (with $W_{R}=0$ ). The calculated value of the momentum in the air turned out to be much larger than the measured one. This can be explained by the large value of the specific heat. However, this result indicates that the proposed explanation is valid.

It also follows that in a vacuum, the similar effect should be observed.

Table 1. (CondPolet20.m)

| $\mathbf{N o}$ | Parameter | Formula | Value |
| :--- | :--- | :---: | :--- |
| 1 | voltage, V | U | 45,000 |
| 2 | lifting time, seconds | t | 2 |
| 3 | lifting height, m | h | 4 |
| 4 | lifting speed, $\mathrm{m} / \mathrm{s}$ | $\mathrm{V}=\mathrm{h} / \mathrm{t}$ | 2 |
| 5 | capacitor capacity, F | C | $15^{*} 10^{\wedge}-12$ |
| 6 | distance between electrodes, m | d | 0.01 |
| 7 | foil width, m | f | 0.3 |
| 8 | mass, kg | m | 0.05 |
| 9 | current, A | I | 0.0015 |
| 10 | specific heat, $\mathrm{J} / \mathrm{m}$ | g | 1005 |
| 11 | density, $\mathrm{kg} / \mathrm{m}^{3}$ | $\rho$ | 1.2 |
| 15 | mechanical momentum, $\mathrm{kg} \times \mathrm{m} / \mathrm{s}$ | mV | 0.1 |
| 12 | capacitor plate area, $\mathrm{m}^{2}$ | $\mathrm{~b}=\mathrm{Cd} / \varepsilon$ | 0.017 |
| 13 | sectional area of the foil, $\mathrm{m}^{2}$ | $\mathrm{f} * \mathrm{~b}$ | 0.3 |
| 14 | resistor resistance, Mom | $\mathrm{R}=\mathrm{U} / \mathrm{I}$ | 30 |
| 15 | capacitor energy, J | Wco | 0.015 |
| 16 | capacitor energy density, $\mathrm{J} / \mathrm{m}^{3}$ | Wc | 90 |
| 17 | energy density of the resistor, $\mathrm{J} / \mathrm{m}^{3}$ | Wr | 1206 |
| 18 | power, energy flow, W | P | 67.5 |
| 20 | energy flux density, $\mathrm{W} / \mathrm{m}^{2}$ | S | 3983 |
| 19 | energy flow rate, $\mathrm{m} / \mathrm{s}$ | v | 3.07 |
|  |  | pulse density, $\mathrm{kg} /\left(\mathrm{s} \times \mathrm{m}^{2}\right)$ | v |
| 21 |  | J | 421 |
|  |  | J vac | 2 |
| 22 | electromagnetic moment, $\mathrm{kg} \times \mathrm{m} / \mathrm{s}$ | M | 2.14 |
|  |  | $\mathrm{M} \_$vac | 0.01 |
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## 1. Introduction

Below being considered a permanent magnet. The solution of Maxwell's equations for a system with magnetic dipoles is proposed. Based on this solution, a formal model of the distribution of magnetic dipoles in the body of a permanent magnet is built.

The study of the magnetic microstructure of permanent magnets is necessary to improve their technical characteristics. For this purpose, in the well-known work, the structure of the distribution of magnetic dipoles in the body of a permanent magnet is studied. However, only experimental methods are used to study the domain structure, namely direct observations using various techniques. As far as the author knows, there is no formal model for the distribution of magnetic dipoles in the body of a permanent magnet. Obviously, such a model should be based on a formal model of the structure of the electromagnetic field of the permanent magnet, which is also absent.

Currently, the most common in modern technology are permanent magnets of the alloy NdFeB , a distinctive feature of which is conductivity. Therefore, a conductive permanent magnet is considered below. A solution is proposed for the Maxwell equations for such a magnet. On the basis of this solution, a formal model is constructed for the distribution of magnetic dipoles in the permanent magnet body.


Fig. 1.
The solution found makes it necessary to reconsider the wellestablished ideas about the structure of the magnetic strengths and the currents in the body of the permanent magnet. It is known, for instance, the idea that the magnetic field of the permanent magnet is formed only by the currents on the surface of the magnet because the currents inside the magnet cancel each other out. This is shown in Figure 1. However, it is difficult to assume that significant currents flow in the surface layer, creating a large induction in modern magnets. And with this explanation, the role of domains in the body of the magnet becomes unnecessary. In reality there are currents in the body of the magnet (as shown below) that flow along three coordinate axes. There are also the magnetic strengths directed along the three coordinate axes. In particular, there are the currents flowing in all the circles of the cylinder. The strength is created by all the domains of the magnet (i.e. the currents forming the domains) and not just the surface domains.

In [152], an experiment of 1839 was described in which a sewing needle was inserted into a solenoid and a hollow cylindrical magnet. In the solenoid, the needle was installed in the center of the solenoid, and in a magnet, it was installed at the pole. This was explained by the fact that in the center and outside the magnetic strengths of the solenoid are opposite, and for the magnet, they coincide because they are determined by the surface currents in the magnet. However, the sewing needle "does not know what is outside." If it behaves as described, then this means that 1 ) the field is uniform in the solenoid, 2) and in the magnet, the field in the center is equal to zero. And this contradicts the theory of the equivalence of a solenoid and a magnet. However, it is this assumption that is used today in the modeling and design of magnets.

Erroneous ideas arise due to the fact that when analyzing a phenomenon, not all laws of electromagnetism are taken into account. All laws are combined in the set of Maxwell's equations. Consequently, a full analysis of the phenomenon can be done only after the set of Maxwell's equations has been formulated and resolved for the object under study. Meanwhile, this set is not resolved even for copper wire with a current, is not resolved for a magnetized iron rod and, especially, is not solved for the permanent magnet. This gap is eliminated in the proposed work.

Practically the absence of this solution means that the real characteristics of the permanent magnets are described loosely. The rigorous solution obtained here, being applied in the design of the permanent magnets, should certainly improve their quality.

A permanent magnet is usually considered as a ferromagnetic material consisting of a multitude of domains, each of which consists of a large number of atoms and therefore has dimensions of the order of $10^{-2} \mathrm{~cm}$. However, the magnetic properties of the basic forms of carbon (diamond, graphite, nanographite, nanotubes, fullerenes) are known [158]. Organic substances with magnetic properties are also known [159]. In these cases, the magnetic properties manifest individual molecules, and not their conglomerates such as domains.

In connection with the existence of such compounds, permanent magnets can be part of nanostructures and, possibly, in the composition of organisms. The latter is of interest for nanomedicine and nanotechnology. In this connection, it is important to build a mathematical model of a permanent magnet in the general case (and not only for domain structures). However, even to study the domain structure, only experimental methods such as direct observations using various techniques are used. As far as the author knows, there is no formal model for the distribution of magnetic dipoles in the body of a permanent magnet. Obviously, such a model should be based on a formal model of the structure of the electromagnetic field of a permanent magnet, which is also absent.

At present, the idea of the absence of magnetic monopoles is accepted. Therefore, the mathematical model must operate with magnetic dipoles and take into account that the size of the dipole can be arbitrarily small. Below is a solution to the Maxwell equations for the permanent magnet that satisfies these conditions. Based on this solution, a formal model of the distribution of magnetic dipoles in the body of the permanent magnet is built.

## 2. Maxwell's equations for a system with magnetic monopoles

Maxwell's equations in the case when there is a constant magnetic field with the magnetic strength $H$ and the constant currents of density $J$ have the following forms:

$$
\begin{align*}
& \operatorname{rot}(J)=0,  \tag{1}\\
& \operatorname{rot}(H)-J=0,  \tag{2}\\
& \operatorname{div}(J)=0,  \tag{3}\\
& \operatorname{div}(H)=0 . \tag{4}
\end{align*}
$$

In the case when there are magnetic monopoles with density $M$, the last equation takes the following form:

$$
\begin{equation*}
\operatorname{div}(H)-M=0 . \tag{5}
\end{equation*}
$$

If there are magnetic monopoles of different polarity, then the set of equations can be replaced (by virtue of the linearity of these equations) with two sets of the type

$$
\begin{align*}
& \operatorname{rot}\left(J_{1}\right)=0,  \tag{6}\\
& \operatorname{rot}\left(H_{1}\right)-J_{1}=0,  \tag{7}\\
& \operatorname{div}\left(I_{1}\right)=0,  \tag{8}\\
& \operatorname{div}\left(H_{1}\right)-M_{1}=0 \tag{9}
\end{align*}
$$

and

$$
\begin{align*}
& \operatorname{rot}\left(J_{2}\right)=0  \tag{10}\\
& \operatorname{rot}\left(H_{2}\right)-J_{2}=0,  \tag{11}\\
& \operatorname{div}\left(J_{2}\right)=0,  \tag{12}\\
& \operatorname{div}\left(H_{2}\right)-M_{2}=0 . \tag{13}
\end{align*}
$$

Suppose that all magnetic monopoles are combined in pairs forming magnetic dipoles. Then

$$
\begin{equation*}
M_{1}=-M_{2}=M . \tag{14}
\end{equation*}
$$

Suppose further that all magnetic dipoles have a size $\delta$ and are oriented along the z coordinate. Then

$$
\begin{align*}
& M_{2}(z)=-M_{1}(z+\delta),  \tag{15}\\
& H_{2}(z)=-H_{1}(z+\delta),  \tag{16}\\
& J_{2}(z)=-J_{1}(z+\delta) . \tag{17}
\end{align*}
$$

So, the set of Maxwell equations for the system with magnetic monopoles takes the form of equations (6)-(9), (10)-(13), and (15)-(17). Then the algorithm for calculating the electromagnetic system with magnetic dipoles takes the following form:

1. Calculation of the magnetic strengths $H_{1}$ and the current densities $J_{1}$ (the method of this calculation is described in Chapter 5);
2. Calculation of the distribution of monopoles $M_{1}$. It is important to note that the values of monopoles found here have different signs;
3. Then with the obtained values of the parameters $M_{1}, J_{1}, H_{1}$ for equations (15)-(17), the other parameters $M_{2}, J_{2}, H_{2}$ can be also found.
4. Neglecting $\delta$, for the system as a whole we get:

$$
\begin{align*}
& H=H_{2}-H_{1},  \tag{18}\\
& J=J_{2}-J_{1} . \tag{19}
\end{align*}
$$

## 3. The solution of Maxwell's equations (2.6)-(2.9).

So, from the previous it follows that for the conductive permanent magnet, the Maxwell equations have the following form:

$$
\begin{align*}
& \operatorname{rot}(J)=0,  \tag{1}\\
& \operatorname{rot}(H)-J=0,  \tag{2}\\
& \operatorname{div}(J)=0,  \tag{3}\\
& \operatorname{div}(H)-M=0 \tag{4}
\end{align*}
$$

where $M$ is the density of magnetic monopoles (with a sign). Each monopole is one of the poles of a magnetic dipole, and the second pole of this dipole is a monopole of the opposite sign. The dipole is oriented along the $Z$ coordinate and has a size of $\delta$.

This set of equations was resolved for the DC wire in Chapter 5. However, in equation (4) of Chapter 5 the free term is absent: $M=0$. It was shown that equation (4) in the general case is not satisfied. In our case, equation (4) is used to calculate the function $M$.

## 4. Calculation of the domain structure

Chapter 5 shows that there is the following formula, which follows from (3.4):

$$
\begin{equation*}
m(r)=\frac{h_{r}(r)}{r}+\dot{h}_{r}(r)+\frac{h_{\varphi}(r)}{r} \alpha+\chi h_{z}(r), \tag{1}
\end{equation*}
$$

Moreover, there are

$$
\begin{align*}
& H_{z}(r, \varphi, z)=h_{z}(r) \cdot \sin (\propto \varphi+\chi z) .  \tag{2}\\
& M_{1}(r, \varphi, z)=m(r) \cdot \sin (\propto \varphi+\chi z) . \tag{3}
\end{align*}
$$

The distribution function of dipoles around a circle of a given radius has the following form:

$$
\begin{equation*}
Q(r)=r \cdot m(r) \tag{4}
\end{equation*}
$$

Figure 2 for the conditions of example 1 in Chapter 5 shows functions (1)-(4) and the function of the longitudinal magnetic strength $h_{z}(r)$.
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The magnetic charge (2) is at the level of $z$ and belongs to a certain dipole. The opposite charge of the same dipole is at the level $(z+\delta)$ and has the value of

$$
\begin{equation*}
M_{2}(r, \varphi, z)=-m(r) \cdot \sin (\alpha \varphi+\chi(z+\delta)) \tag{3}
\end{equation*}
$$

Note that for small $\delta$, the following relations hold:

$$
\begin{align*}
& \sin (\varphi)-\sin (\varphi+\delta)=-\delta \cdot \cos (\varphi)  \tag{4}\\
& \cos (\varphi)-\cos (\varphi+\delta)=\delta \cdot \sin (\varphi) \tag{5}
\end{align*}
$$

Moreover, as shown in Chapter 5, we obtain:

$$
\begin{align*}
& H_{r}=\delta h_{r} \mathrm{si}  \tag{6}\\
& H_{\varphi}=-\delta h_{\varphi} \mathrm{co}  \tag{7}\\
& \quad H_{z}=-\delta h_{z} \mathrm{co}  \tag{8}\\
& J_{r}=\delta j_{r} \mathrm{si}  \tag{9}\\
& J_{\varphi}=-\delta j_{\varphi} \mathrm{co}  \tag{10}\\
& J_{z}=-\delta j_{z} \mathrm{co} \tag{11}
\end{align*}
$$

Thus, to calculate the electromagnetic field of a ferromagnetic wire, the following algorithm can be applied:

1. The solution of Maxwell's equations (3.1)-(3.4) for calculating functions (2)-(11), as shown in Chapter 5.
2. Calculation of function (3) taking into account equation (1). The resulting function is, in fact, a function of the distribution of magnetic domains. Thus domains
a. located along the longitudinal axis $z$ of the magnet,
b. have length $\delta$,
c. they have the magnetic monopole $M_{1}$ at the level of $z$ and the magnetic monopole $\left(-M_{1}\right)$ at the level of $(z+\delta)$.

The real domain structure should be decomposed into a series of functions (2). The resulting graphical distribution of dipoles can be compared with real observations, which will make it possible to do various extrapolations.

## 5. Domain structure (DS) in an external magnetic field

The proposed method for calculating the DS extends to the calculation of the DS of a magnetically soft material in an external magnetic field. This field may be variable. As shown in [128], the behavior of the DS in alternating magnetic fields of low frequency (0.110 kHz ) largely determines the magnetic properties of soft magnetic materials. The proposed method for calculating the DS allows analytically studying

1. the phenomenon of dynamic self-organization of DS in alternating magnetic fields of low frequency,
2. translational motion of the domain structure as a whole often observed in the process of dynamic magnetization reversal,
3. controlled (by external influences) the movement of the domain structure as a whole.

## 6. Hypothesis of Moiseev

Moiseev [129] proposed a hypothesis about the configuration of the field surrounding a permanent magnet. In this work, numerous observations are analyzed that are accessible to everyone but have not been implemented so far. Based on these observations, conclusions are drawn that have not yet been expressed by anyone.

The essence of the hypothesis is that Moiseev assumes the presence of a flow of energy that describes the "eight" around the permanent magnet shown in Figure 3. Further, Moiseev assumes that the magnet field is obtained by adding up the set of elementary fields of domains, each of which also has an energy flow that describes the "eight" around the domain.


Fig. 3.
Using this hypothesis, Moiseev explains the following:

1. As a result of drawing perpendiculars to the lines of metal filings that are adhered to the magnets, it is produced a figure in the form of an "eight" shown in Figure 3.
2. There is a "neutral zone" of the permanent magnet, where the magnetic field weakens but does not fade out completely.
3. There is a well-known claim that the magnetic lines of force (MLF) form an arc that stretches continuously from one pole to another, forming a field shape around the permanent magnet that resembles a watermelon. But in experiments with the permanent magnet and iron filings, it can be seen that the rays from the sawdust extend straight from the center of each pole, away from the magnet, and there is not even any curvature of them towards the other pole.
4. MLF in the area of the neutral zone change direction by 180 degrees, i.e. MLF have no continuous trajectories stretching from one pole to another.
5. The compass magnetic needle has two declination angles from the exact direction to the pole: in the Western Hemisphere, the compass magnetic arrow has an eastern declination, and in the Eastern - western.
6. It is believed that the shape of the field of the permanent magnet and the field of the coil of the solenoid are identical and similar, in particular, due to the fact that they react equally to other magnets. However, there is one significant difference: the solenoid coil does not have a neutral zone, its field inside is uniform. This is a fundamental difference refuting the similarity of their fields.

## 7. The structure of the electromagnetic field of a permanent magnet

So, the above solution is obtained for the conductive ferromagnetic wire in the cylindrical coordinates. In Chapter 5f, a solution is found for the wire in the Cartesian coordinate system. Obviously, it can also be extended to a ferromagnetic wire. The conductive permanent magnet can also be considered as a ferromagnetic wire.

Next, we consider another solution to the Maxwell equations in the Cartesian coordinate system for the permanent magnet, referring to the results of Chapter 5 f. This chapter shows that for the known parameters such as the constant $\alpha$, the density of electromagnetic energy $w$, and the longitudinal strengths $h_{z}$, the remaining parameters of the permanent magnet can be found by the following equations:

$$
\begin{align*}
& \beta=\alpha  \tag{1}\\
& \gamma=-\alpha \sqrt{2}  \tag{2}\\
& h_{x}=-\frac{h_{z}}{\sqrt{2}} \pm \sqrt{\frac{3 h_{z}^{2}}{2}+\mu w},  \tag{3}\\
& h_{y}=-h_{x}-\sqrt{2} h_{z},  \tag{4}\\
& j_{x}=\frac{\gamma}{2}\left(h_{y}-h_{x}\right)  \tag{5}\\
& j_{y}=j_{x}  \tag{6}\\
& j_{z}=j_{x} \sqrt{2} . \tag{7}
\end{align*}
$$

Consider the example of the permanent magnet, the cross section of which is a square with side $A$, and the height is B. Let

$$
\begin{equation*}
A=\frac{\alpha \pi}{4}, B=2 \pi \gamma=2 \sqrt{2} \pi \alpha \tag{8}
\end{equation*}
$$

Figures 4 and 5 show the vectors of the magnetic strength $H$, the current density $J$, and the energy flux density $S$ constructed on the basis of the solution found in Chapter 5 f.

Figure 4 shows the top end face of the magnet and the following functions:

$$
\begin{align*}
& J_{x}(x)=H_{x}(x) \equiv \sin (\alpha x)  \tag{9}\\
& J_{y}(x)=H_{y}(x)=J_{z}(x)=H_{z}(x) \equiv \cos (\alpha x)  \tag{10}\\
& S_{x}(x)=S_{z}(x) \equiv \sin (2 \alpha x) \tag{11}
\end{align*}
$$

Figure 5 shows the left side of the magnet and the following functions:

$$
\begin{align*}
& J_{x}(z)=H_{x}(z)=J_{y}(z)=H_{y}(z) \equiv \cos (\gamma z),  \tag{12}\\
& J_{z}(z)=H_{z}(z) \equiv \sin (\gamma z),  \tag{13}\\
& S_{x}(z) \equiv \sin (2 \gamma z)=-\sin (2 \sqrt{2} \gamma z), \tag{14}
\end{align*}
$$

$$
\begin{equation*}
S_{z}(z) \equiv \cos ^{2}(\gamma z)=\cos ^{2}(2 \sqrt{2} \gamma z) \tag{15}
\end{equation*}
$$

In Figures 4 and 5, the horizontal arrows represent the $S_{x}$ vectors, the vertical arrows represent the $S_{z}$ vectors. The sums of these vectors $S_{x z}=S_{x}+S_{z}$ are also shown.
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Figure 6 shows the magnetic strength $H_{x z}=H_{x}+H_{z}$ on the surface of the magnet in the XOZ plane. For comparison and convenience, Figure 7 shows the "eight" shown in Figure 3.

Figure 8 shows the energy flux densities $S_{x z}=S_{x}+S_{z}$ on the magnet surface in the XOZ plane. The horizontal lines at the levels ( 0.75 , $0,-0.75)$ correspond to the values of $\gamma$ at which $S_{z}(x)=0$. Thus, in this permanent magnet there are two independent closed trajectories of the energy flux $S_{x z}$. These trajectories are indicated by the arrows.
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One can see that

1. in the center along the vertical, the longitudinal strength $H_{z}=$ 0 that is observed as the "neutral zone" of the permanent magnet,
2. at the end of the magnet, the diagram of the longitudinal strength has a convex shape of $H_{z}$ that corresponds to the observations,
3. the ends of the vectors of the total magnetic strength $\left(\overrightarrow{H_{z}}+\right.$ $\overrightarrow{H_{y}}$ ) form the shape of the "Moiseev eight",
4. there is the circular flow of energy $\overrightarrow{S_{x, y}}$ along the perimeter of the magnet, having one direction along the entire height of the magnet (in the cylindrical magnet there is the circular flow of energy $\overrightarrow{S_{\varphi}}$.

These conclusions from the mathematical model correspond to the observations of Moiseev, although they are unexpected for the traditional theory.

## Chapter 15. Fourth Electromagnetic Induction

## Contents

1. Introduction $\backslash 1$
2. Forces and fluxes of electromagnetic energy in a conductive body $\backslash 1$
3. Types of electromagnetic induction $\backslash 3$

## 1. Introduction

Below there are different options for electromagnetic induction. An induction caused by some change of the electromagnetic energy flow can be stood out. This induction is called the fourth electromagnetic induction [19]. The dependence of the emf of this induction on the density of electromagnetic energy flux and wire parameters is determined. The mechanism of the flow of energy entering the wire and compensating for heat loss is considered.

## 2. Forces and fluxes of electromagnetic energy in a conductive body

The law of conservation of momentum for a body interacting with an electromagnetic field can be written in the following form [13]:

$$
\begin{equation*}
-\frac{\partial}{\partial t}(J)=\frac{\partial}{\partial t}(p V)+g V \tag{1}
\end{equation*}
$$

where
$J$ is the mechanical momentum of the device,
$p$ is the density of the electromagnetic momentum,
$g$ is the flux density of the electromagnetic momentum,
$V$ is the volume of the body, in which the electromagnetic field momentum interacts with the body, i.e. with charges in this volume.

It is important that this formula be applicable only to a body in which there are free electrical charges. Such a body is electrically conductive.

Equation (1) means that the total momentum flux in the entire volume of the field is equal to zero.

It is known that the force acting on the body is

$$
\begin{equation*}
F=-\frac{\partial}{\partial t}(J) \tag{2}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\frac{F}{V}=\frac{\partial p}{\partial t}+g \tag{3}
\end{equation*}
$$

It is known [13] that

$$
\begin{align*}
& p=\frac{S}{c^{2}}  \tag{4}\\
& g=\frac{S}{c} \tag{5}
\end{align*}
$$

where $S$ is the density of the electromagnetic energy flux. Combining (3)(5), we find:

$$
\begin{equation*}
\frac{F}{V}=\frac{\partial}{\partial t}\left(\frac{S}{c^{2}}\right)+\frac{S}{c} \tag{6}
\end{equation*}
$$

Thus, if the electrically conductive body is in the flow of electromagnetic energy $S$, then force (6) acts on it, depending only on the flow of electromagnetic energy $S$. This force also exists at a constant flow $S$, and then

$$
\begin{equation*}
\frac{F}{V}=\frac{S}{c} \tag{7}
\end{equation*}
$$

In is possible that the flow of electromagnetic energy propagates in the body with the relative dielectric constant $\varepsilon$ and magnetic permeability $\mu$. In this case, the previous formulas must operate with the speed $c_{s}$ of electromagnetic wave in the substance instead of the speed of light in a vacuum. So, this speed $c_{s}$ is defined by

$$
\begin{equation*}
c_{s}=\frac{c}{\sqrt{\varepsilon \mu}} \tag{8}
\end{equation*}
$$

Consider the case when the vectors of electric and magnetic fields' strengths are perpendicular. Then instead of formula (6) we get:

$$
\begin{equation*}
\frac{F}{V}=\frac{\partial}{\partial t}\left(\frac{S \varepsilon \mu}{c^{2}}\right)+\frac{S \sqrt{\varepsilon \mu}}{c} \tag{9}
\end{equation*}
$$

If, moreover, the field is constant, then

$$
\begin{equation*}
\frac{F}{V}=\frac{S \sqrt{\varepsilon \mu}}{c} \tag{10}
\end{equation*}
$$

## 3. Types of electromagnetic induction

The law of electromagnetic induction is known.

$$
\begin{equation*}
e=\frac{\partial \Phi}{\partial t} \tag{1}
\end{equation*}
$$

where $\Phi$ is the magnetic flux, $e$ is the emf. It is also known [13] that this electromagnetic induction, namely the appearance of emf in the conductor may occur as a consequence of the fulfillment of the following two laws:

$$
\begin{align*}
& F=q(v \times B),  \tag{2}\\
& \nabla \times E=-\frac{\partial B}{\partial t} \tag{3}
\end{align*}
$$

In accordance with this there are the following two types of electromagnetic induction:

The first type is case (3) when in the conductor emf appears due to a change in the magnetic flux. This is the electromagnetic induction caused by a change in the magnetic flux.

The second type is case (2) when the emf in the conductor appears under the action of the Lorentz magnetic force due to the mutual displacement of the wire and the magnetic field without changing the magnetic flux. This is the electromagnetic induction caused by the Lorentz force.

The third type of electromagnetic induction arising in the unipolar Faraday generator is also known: unipolar electromagnetic induction. In this generator, the motor rotates a permanent magnet, and an emf is generated at the radius of the magnet. This emf is determined by the following formula:

$$
\begin{equation*}
e=\omega B L^{2} / 2 \tag{4}
\end{equation*}
$$

where
$B$ is the induction of a permanent magnet,
$L$ is the length of the radius of the magnet,
$\omega$ is the angular velocity of rotation.
This formula was obtained by different methods: in [22] using the theory of relativity and in [26] on the basis of the law of conservation of momentum.

It is widely known that the current is induced in a conductor located in the flow of energy of an electromagnetic wave. We call electromagnetic induction caused by the flow of electromagnetic energy the fourth type of electromagnetic induction. The Emf of this induction is equal to the density of the forces acting on the electrical charges and arising with the advent of an electromagnetic energy flux. These forces are defined above
by equations (2.9) and (2.10). Therefore, the fourth emf induction is equal to

$$
\begin{equation*}
\varepsilon_{4}=\frac{\partial}{\partial t}\left(\frac{S \varepsilon \mu}{c^{2}}\right)+\frac{S \sqrt{\varepsilon \mu}}{c} \tag{5}
\end{equation*}
$$

or with a constant flow

$$
\begin{equation*}
\varepsilon_{4}=\frac{s \sqrt{\varepsilon \mu}}{c} \tag{6}
\end{equation*}
$$

Consequently, the electromagnetic flux allows the charges (charge current) to overcome the resistance to movement and does work (which is partially converted into heat). This force acts on all charges (electrons) in the wire, directed in the direction of the current (i.e. it does not act on the wire as a whole). Thus, the flow creates an emf that "drives the current".

On the other hand, Chapter 5 shows that the electromagnetic energy density is a function of the current density $J$ and the magnetic field strength $H$, which is expressed by the following formula, see in (5.3.3):

$$
\begin{equation*}
S=\rho J H \tag{7}
\end{equation*}
$$

where $\rho$ is the electrical resistance. Thus, each element of the wire with a current radiates a flux of electromagnetic energy. This energy flow penetrates the next element of the wire and creates in this element a force acting on the charges, i.e. the determined above emf fourth electromagnetic induction. This force creates current. In this way, the current in the next element arises as a result of the flow of electromagnetic energy created by the current of the previous element.

Note that the energy flow created by some current element can NOT affect this current element, just like the charge field cannot affect this charge.

Such a view agrees well with the well-known fact that the lightning has a leader moving at a speed of several hundred kilometers per second, see in Section 7 of Chapter 10.

There is one experiment that can serve as an experimental evidence for the existence of this induction [17].

## Chapter 16. Electromagnetic Keeper of Energy and Information
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## 1. Introduction

One well-known experiment demonstrates the preservation of the integrity of a certain structure in the absence of visible binding forces. This experiment was first described in 1842 but still has not found a scientific explanation. However, an interest in the problem continues unabated, which is reflected in Internet publications. Based on the solution of Maxwell's equations, this work shows that the experiment is explained by the conservation of electromagnetic energy inside the structure and the appearance of a keeping electromagnetic wave.

Based on this solution, it is shown that the design can be made not only on the basis of ferromagnetics (known fact) but also in the form of a capacitor. The keepers themselves can have various forms. Understanding of the "principle of action" of the keeper, the existence of both magnetic and electrical keepers, the diversity of its forms can be the basis of various technical inventions [160].

Further it is shown that such designs can save not only energy but also information. This fact provides a basis for explaining such phenomena as the mirages of the past (battles with the sounds of battle). These phenomena are astounding and await their rigorous scientific explanation.

Observations show that mirages do not change their position on the Earth. The stability of the position of the keeper is of particular interest.

The work shows that the stability of the position of a mirage can be explained by the fact that there are a standing electromagnetic wave, a pulsating flow of electromagnetic energy, and a pulsating electromagnetic mass in the mirage zone. The center of mass does not change position, which ensures a stable position of the guardian on the ground. Thus, mirages can be viewed as experimental evidence of the existence of an electromagnetic mass. The very fact of such evidence can be a stimulus for the development of new technical devices using electromagnetic mass.

## 2. The description of the existing experiments

The following experiment is described in Internet [38, 133] and shown in Figure 1. Take two bars of soft magnetic iron with a notch in the center of the bar along the entire length of the bar. These bars are folded so as to form a common channel. A wire is inserted into this channel, and a current pulse is passed through it. After this, the bars are held together by some kind of force. The force disappears when the wire passes a current pulse equal to the previous one in magnitude and duration but in opposite direction. A prerequisite for the occurrence of the effect is accurate processing of adjacent surfaces, preventing the appearance of an air gap between them.

Khmelnik [39] has already addressed this problem. Here it is described a more rigorous justification of this phenomenon. Now an interest in this problem has returned, thanks to the experiments carried out by Beletsky [133] shown in Figure 2. However, this topic is not discussed in the scientific literature. Therefore, this work has few references to published papers. But in fact, this topic has a long history: in the book by [134] (1842) a similar design was considered. Figure 3 [134] shows a detachable electromagnet. The loads are suspended to it after switching on the electrical current. However, after turning off the electrical current, the electromagnet does not disintegrate.
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The effect cannot be explained by diffusion because the bars in Figures 1 and 2 are applied to each other without pressure and "stick out" when the reverse impulse is turned on. Also, the effect cannot be explained by magnetic attraction because the material of the bars is magnetically soft and does not preserve magnetization.

There are other experiments that demonstrate the same effect. Figure 4 shows an electromagnet that retains the force of attraction after the current is turned off. It is assumed that Ed Leedskalnin used such electromagnets during the construction of the famous Coral Castle that is shown in Figure 5 [38].

In all these structures, at the time of current shutdown, electromagnetic energy has some significance. This energy can be dissipated by radiation and heat loss. However, if these factors are not
significant (at least in the initial period) the electromagnetic energy must be conserved. Next, we consider the conditions, under which the electromagnetic energy is stored for an arbitrarily long time, and the corresponding construction can be considered as an electromagnetic energy keeper.

## 3. Mathematical model

Consider a cube consisting of a soft magnetic material with a certain absolute magnetic permeability $\mu$ and absolute dielectric constant $\varepsilon$. Let an electromagnetic wave with energy $W_{o}$ arise as a result of some impact in the cube. There are no heat losses in the cube, and the radiation of the cube (including thermal ones) is negligible. After some time, the wave parameters $\mu, \varepsilon, W_{o}$ will take stationary values determined by the size of the cube. These parameters are the electric field strength and the magnetic field strength as functions of the Cartesian coordinates $(x, y, z)$ and time $(t)$, i.e. $E(x, y, z, t)$ and $H(x, y, z, t)$, respectively.

For this cube, in order not to radiate from the surface of the $x O y$, it is necessary that at all points on this surface

$$
\begin{equation*}
E_{x} H_{y}=0 \text { and } E_{y} H_{x}=0 \tag{0a}
\end{equation*}
$$

Similar conditions should be observed on $X O Z$ and $y O z$ surfaces, i.e.

$$
\begin{align*}
& E_{x} H_{z}=0 \text { and } E_{z} H_{x}=0  \tag{0b}\\
& E_{y} H_{z}=0 \text { and } E_{z} H_{y}=0 \tag{0c}
\end{align*}
$$

So, the functions $E(x, y, z, t)$ and $H(x, y, z, t)$ must satisfy conditions (0) and the Maxwell's set of equations. We consider equations of the following form:

$$
\left\{\begin{array}{l}
\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}-\varepsilon \frac{\partial E_{x}}{\partial t}=0  \tag{1}\\
\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}-\varepsilon \frac{\partial E_{y}}{\partial t}=0 \\
\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}-\varepsilon \frac{\partial E_{z}}{\partial t}=0 \\
\frac{\partial E_{z}}{\partial y}-\frac{\partial E_{y}}{\partial z}+\mu \frac{\partial H_{x}}{\partial t}=0 \\
\frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}+\mu \frac{\partial H_{y}}{\partial t}=0 \\
\frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}+\mu \frac{\partial H_{z}}{\partial t}=0 \\
\frac{\partial E_{x}}{\partial x}+\frac{\partial E_{y}}{\partial y}+\frac{\partial E_{z}}{\partial z}=0 \\
\frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}+\frac{\partial H_{z}}{\partial z}=0
\end{array}\right.
$$

This set of equations is solved in Chapter 2d in a general way. The solution represents the following functions:

$$
\begin{align*}
& E_{x}(x, y, z, t)=e_{x} \cos (\alpha x) \sin (\beta y) \sin (\gamma z) \sin (\omega t)  \tag{2}\\
& E_{y}(x, y, z, t)=e_{y} \sin (\alpha x) \cos (\beta y) \sin (\gamma z) \sin (\omega t)  \tag{3}\\
& E_{z}(x, y, z, t)=e_{z} \sin (\alpha x) \sin (\beta y) \cos (\gamma z) \sin (\omega t)  \tag{4}\\
& H_{x}(x, y, z, t)=h_{x} \sin (\alpha x) \cos (\beta y) \cos (\gamma z) \cos (\omega t)  \tag{5}\\
& H_{y}(x, y, z, t)=h_{y} \cos (\alpha x) \sin (\beta y) \cos (\gamma z) \cos (\omega t)  \tag{6}\\
& H_{z}(x, y, z, t)=h_{z} \cos (\alpha x) \cos (\beta y) \sin (\gamma z) \cos (\omega t) \tag{7}
\end{align*}
$$

where
$e_{x}, e_{y}, e_{z}, h_{x}, h_{y}, h_{z}$ are the constant amplitudes of the functions, $\alpha, \beta, \lambda, \omega$ are the constants.
In our particular case, we also assume that the origin is in the center of the cube, whose half-edge length is

$$
\begin{equation*}
R=1 / a \tag{8a}
\end{equation*}
$$

Moreover, an equation of the form

$$
\begin{equation*}
\sin (\alpha \cdot a)=0, \sin (\beta \cdot a)=0, \sin (\gamma \cdot a)=0 \tag{8b}
\end{equation*}
$$

provides the fulfillment of condition (0).
Because the treated case is symmetric, it is possible to write down the following qualities:

$$
\begin{equation*}
\alpha=\beta=\gamma \tag{8c}
\end{equation*}
$$

Then from the general solution written in Chapter 2d (see formulas (11)(15) and (18) there), we find:

$$
\begin{align*}
& h_{z}=0  \tag{10}\\
& h_{y}=-h_{x}  \tag{11}\\
& e_{x}=-\frac{h_{x} \alpha}{\varepsilon \omega} \tag{12}
\end{align*}
$$

$$
\begin{align*}
& e_{y}=e_{x}  \tag{13}\\
& e_{z}=-2 e_{x}  \tag{14}\\
& h_{x}=-\frac{3 e_{x} \alpha}{\mu \omega}  \tag{15}\\
& \omega=\alpha \sqrt{\frac{3}{\varepsilon \mu}} \tag{16}
\end{align*}
$$

It is easy to see that these values also satisfy the seventh and eighth equations.

It is possible to write strength (2) in the following form:

$$
\begin{equation*}
E_{x}(x, y, z, t)=e_{x} \sin (\omega t) E_{x}^{T}(x, y, z) \tag{17}
\end{equation*}
$$

where the trigonometric function $E_{x}^{T}(x, y, z)$ is

$$
\begin{equation*}
E_{x}^{T}(x, y, z)=\cos (\alpha x) \sin (\beta y) \sin (\gamma z) \tag{18}
\end{equation*}
$$

Similarly, we can rewrite the functions from (3) to (7), taking into account formulas (11), (13) to (16), as follows:

$$
\begin{align*}
& E_{y}(x, y, z, t)=e_{x} \sin (\omega t) E_{y}^{T}(x, y, z)  \tag{19}\\
& E_{z}(x, y, z, t)=-2 e_{x} \sin (\omega t) E_{z}^{T}(x, y, z)  \tag{20}\\
& H_{x}(x, y, z, t)=-\frac{\varepsilon \omega}{\alpha} e_{x} \cos (\omega t) H_{x}^{T}(x, y, z)  \tag{21}\\
& H_{y}(x, y, z, t)=\frac{\varepsilon \omega}{\alpha} e_{x} \cos (\omega t) H_{y}^{T}(x, y, z)  \tag{22}\\
& H_{z}(x, y, z, t)=0 \tag{23}
\end{align*}
$$

Let us now find the square of the module of total strengths. They read as follows:

$$
\begin{align*}
& E^{2}=\left(E_{x}^{2}+E_{y}^{2}+E_{z}^{2}\right)=6 e_{x}^{2} \sin ^{2}(\omega t) E_{T}^{2}(x, y, z)  \tag{24}\\
& H^{2}=\left(H_{x}^{2}+H_{y}^{2}\right)=2\left(\frac{\varepsilon \omega}{\alpha}\right)^{2} e_{x}^{2} \cos ^{2}(\omega t) H_{T}^{2}(x, y, z) \tag{25}
\end{align*}
$$

where

$$
\begin{gather*}
E_{T}^{2}(x, y, z)=\left(E_{x}^{T}(x, y, z)\right)^{2}+\left(E_{y}^{T}(x, y, z)\right)^{2}+\left(E_{z}^{T}(x, y, z)\right)^{2}  \tag{26}\\
H_{T}^{2}(x, y, z)=\left(H_{x}^{T}(x, y, z)\right)^{2}+\left(H_{y}^{T}(x, y, z)\right)^{2} \tag{27}
\end{gather*}
$$

Consider now the following relationship

$$
\begin{equation*}
q=\frac{E_{T}^{2}(x, y, z)}{H_{T}^{2}(x, y, z)} \tag{28}
\end{equation*}
$$

It can be shown that under condition (9) the ratio does not depend on the size of the cube and the value of $a$. This means that the amplitudes of the total strengths are referred to as

$$
\begin{equation*}
\frac{E^{2}}{H^{2}}=\frac{6 e_{x}^{2} q}{2\left(\frac{\varepsilon \omega}{\alpha}\right)^{2}} \tag{29}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{|E|}{|H|}=\frac{\sqrt{6 q}}{\frac{\varepsilon \omega}{\alpha} \sqrt{2}}=\frac{\alpha \sqrt{3 q}}{\varepsilon \omega} \tag{30}
\end{equation*}
$$

or

$$
\begin{equation*}
|H|=\frac{\varepsilon \omega}{\alpha \sqrt{3 q}}|E| \tag{31}
\end{equation*}
$$

For a cube, one has to use the following value:

$$
\begin{equation*}
q=3 \tag{32}
\end{equation*}
$$

As a result, one can obtain the following equality:

$$
\begin{equation*}
|H|=\frac{\varepsilon \omega}{3 \alpha}|E| \tag{33}
\end{equation*}
$$

## 4. Energy

Energy density is equal to

$$
\begin{equation*}
W=\varepsilon E^{2}+\mu H^{2} \tag{34}
\end{equation*}
$$

or, taking into account the previous formulas, one can get

$$
\begin{equation*}
W=6 \varepsilon e_{x}^{2} \sin ^{2}(\omega t) E_{T}^{2}(x, y, z)+2 \mu\left(\frac{\varepsilon \omega}{\alpha}\right)^{2} e_{x}^{2} \cos ^{2}(\omega t) H_{T}^{2}(x, y, z) \tag{35}
\end{equation*}
$$

Given (28), we write

$$
\begin{equation*}
W=E_{T}^{2}(x, y, z) e_{x}^{2}\left(6 \varepsilon \cdot \sin ^{2}(\omega t)+\frac{2 \mu}{q}\left(\frac{\varepsilon \omega}{\alpha}\right)^{2} \cos ^{2}(\omega t)\right) \tag{36}
\end{equation*}
$$

If the frequency satisfies the condition

$$
\begin{equation*}
6 \varepsilon=\frac{2 \mu}{q}\left(\frac{\varepsilon \omega}{\alpha}\right)^{2} \tag{37}
\end{equation*}
$$

or, subject to (29), the condition

$$
\begin{equation*}
\omega=\frac{3 \alpha}{\sqrt{\mu \varepsilon}} \tag{38}
\end{equation*}
$$

then the reader can get

$$
\begin{equation*}
W=6 \varepsilon E_{T}^{2}(x, y, z) e_{x}^{2}\left(\sin ^{2}(\omega t)+\cos ^{2}(\omega t)\right) \tag{39}
\end{equation*}
$$

or

$$
\begin{equation*}
W=6 \varepsilon E_{T}^{2}(x, y, z) e_{x}^{2} \tag{40}
\end{equation*}
$$

Therefore, if the frequency satisfies condition (32), then the energy of the electromagnetic wave does not depend on time. The total energy in the cube volume is as follows:

$$
\begin{equation*}
\overline{\bar{W}}=\iiint_{x, y, z} W d x d y d z=6 \varepsilon e_{x}^{2} \iiint_{x, y, z} E_{T}^{2}(x, y, z) d x d y d z \tag{41}
\end{equation*}
$$

So, there is such a frequency of an electromagnetic wave, in which the energy of an electromagnetic wave in construction is kept constant.

With (33) and (38), it follows that in this case there is the following:

$$
\begin{equation*}
|H|=\frac{\varepsilon}{3 \alpha} \frac{3 \alpha}{\sqrt{\mu \varepsilon}}|E|=|E| \sqrt{\frac{\varepsilon}{\mu}} \tag{42}
\end{equation*}
$$

With (18) and (23), it follows that

$$
\begin{align*}
& E=|E| \sin (\omega t)  \tag{43}\\
& H=|H| \cos (\omega t) \tag{44}
\end{align*}
$$

This means that under these conditions there is a standing electromagnetic wave in the cube. The standing wave does not radiate through the cube edges.

## 5. The other forms of the keeper

A keeper in the form of a cube under condition (9) was considered above. For the existence of another form of a keeper, it is sufficient to make sure that for this form, the value of relationship (28) does not depend on the body size and the value of $a$. The author has checked the fulfillment of this condition for a cylinder with a height equal to the diameter and for a sphere. The value of $q=3$ was used for the cylinder, sphere, and cube. For bodies with a central point of symmetry (parallelepiped, cylinder of arbitrary height, cylinder with an elliptical base, ellipsoid) this condition is also satisfied. However, $q \neq 3$ for them.

## 6. The capacitor keeper

From the foregoing, it follows that the values of the parameters $\varepsilon$ and $\mu$ do not affect the mere existence of the phenomenon under consideration. Therefore, there may exist a capacitor keeper in addition to the magnetic keeper. This can actually exist.

The experiment is known, which is (in our opinion) the indisputable proof that the energy of a capacitor is stored in a dielectric material [122]. For experiments, the installation was made of two capacitors, between which the dielectric material moves. As a result, in one capacitor the dielectric material is charged with energy from a highvoltage source, and from the other capacitor this energy is extracted. The capacitor discharges through the discharger. The author of the experiment explains this phenomenon by charge transfer in the dielectric material. This is not surprising: the question of where the charge is stored is still being debated. Similar but much less spectacular experiments have so far been explained by the fact that a film of moisture retains charge on the surface of the dielectric material after the removal of the metal plate [123]. However, the following issues are not considered: how this film manages to arise and how water manages to charge. Thus, electromagnetic energy, which is stored in a charged capacitor as a stationary flux of electromagnetic energy when removing the plates, is converted into standing wave energy (see Chapter 7).

Let's assume that the dielectric material of the capacitor consists of two untied parts. We charge it and remove the charged plates. Both parts of the dielectric material will be held by some force. The author did not perform such an experiment that can be performed in the future.

## 7. About preserving force

The density of electromagnetic energy is equal, as is known, to the internal pressure in the body where this energy is located. The pressure force is directed towards the inside of the body (also, for instance, as in a charged capacitor). When a body is stretched, its energy increases because its volume increases at a constant energy density. Therefore, to stretch the body the reader has to do some work. The tensile force is equal to the force of the internal pressure in the direction of the force. This means that the "destroyer" needs to overcome such a force. This is what is demonstrated in these experiments.

## 8. The vacuum keeper

We emphasize once again that the value of the parameters $\varepsilon$ and $\mu$ does not affect the mere existence of the phenomenon under consideration. Therefore, in addition to the magnetic and capacitor keeper, there may be a vacuum keeper.


Fig. 6.
Concerning the vacuum keeper, it is difficult to imagine the keeper in a clearly limited volume, for instance, in the form of a vacuum cube with clear walls. The vacuum keeper may be, for example, in a volume that gradually decreases with distance from the center. Such a volume can
be represented in the form of a rather flat ellipsoid. Another variant of the vacuum volume can be described by the following formula:

$$
\begin{equation*}
z=2 N-\frac{4}{N}\left(\left(x-\frac{N}{2}\right)^{2}-\left(y-\frac{N}{2}\right)^{2}\right) \tag{45}
\end{equation*}
$$

where $N$ is a constant, $N=200$ in Figure 6. It is interesting to note that in this case $q=3$.

The electromagnetic wave in the vacuum energy saver can be modulated. In this case, this energy keeper becomes the information keeper. When such a keeper is destroyed, electromagnetic energy is emitted in the form of a modulated wave.

There have been cases of radio programs of the 1930s (songs, speech), mirages of the past (battles with the sounds of battle). These phenomena are striking and inexplicable [136]. It is important to note that they are tightly linked to the terrain. For example, in [137] we read: "Every year only in the Sahara there are 160,000 all kinds of mirages. Moreover, the emerging paintings are immediately applied to Bedouin cards ... This is a necessary measure, as there bave been cases when whole caravans died because of mirages."

Considering the previous conclusions, these phenomena can be explained by the fact that the modulated electromagnetic wave is memorized in a certain amount. This volume can be destroyed and then this wave is emitted from it in the form of radio transmission or in the form of video transmission. It is possible that this volume may be partially destroyed and then such transfers will be repeated. It is also possible that this volume can expand with increasing energy (due to incoming energy from the outside) without changing the frequency of the wave. Then the recoverable information keeper is formed.

In this case, a question arises, to which my attention drew: how is the keeper volume held in place? If the keeper is implemented in an air dielectric, then the keeper should be moved by air flows. If it is realized in the vacuum volume, then the Earth must leave this volume in its motion.

The answer appears to be as follows. As mentioned, the electromagnetic energy $W$ is stored in the custodian's volume and there is a standing electromagnetic wave. Consequently, in this volume the flow of electromagnetic energy $S$ pulses. Together with this flow there is a momentum $p$ of the electromagnetic wave and a mass $m$ of the electromagnetic wave. These values are related to each other and with the speed $c$ of propagation of electromagnetic energy [13], it is possible to write down the following definitions:

$$
\begin{align*}
& S=W c  \tag{46}\\
& p=\frac{W}{c} \tag{47}
\end{align*}
$$

$$
\begin{equation*}
m=\frac{p}{c} \tag{48}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
m=\frac{W^{3}}{S^{2}} \tag{49}
\end{equation*}
$$

This electromagnetic mass pulsates along with the flow of electromagnetic energy. However, the center of mass does not change position. Consequently, the volume of the custodian can be considered as the volume of the pulsating mass with a constant center of gravity. This mass is held in place by gravity and does not interact with the material mass, i.e. cannot be shifted by air flow. This ensures a stable position of the keeper on the ground.

Another question arises, to which my attention also drew: why are there no mirages of events that took place on the Earth hundreds or thousands of years ago? The answer, apparently, is that the keeper is partially destroyed by the radiation of electric energy in the form of a modulated wave, and the recovery of energy may be incomplete. These factors limit the life of the custodian.

## 9. Conclusion

It follows from the written above that an electromagnetic wave can exist in a cube such that the cube faces do not radiate and there are no heat losses: there are no electric currents even in an iron cube. Under these conditions, an electromagnetic wave can exist for an arbitrarily long time. This cube saves

- magnitude of electromagnetic energy,
- structural integrity.

Such a keeper may have a different, noncubic form and is made of various materials. It can be implemented as a body or as a certain amount of a vacuum.

Together with energy the keeper can store information.
The keeper can have not only man-made but also natural origin. A vivid example is the keepers of information about events on the Earth, manifesting themselves as mirages of past battles. Such guardians prove, moreover, the existence of a mass of electromagnetic wave.

## 10. Suggested experiment

Consider an experiment to determine the energy stored in the keeper, see in Figure 7 where
$M$ is the magnetic circuit made of an electrically conductive magnetically soft material, separated along the $Z$ plane,
$S$ is the solenoid, through which current $I$ flows,
$K$ is the measuring coil,
$R_{1}$ is the resistor whose terminals are soldered to the points of the magnetic circuit $M$ near the plane $Z$ and through which current $i$ flows,
$R_{2}$ is the resistor whose terminals are connected to the measuring coil $K$.


Fig. 7.

1. First, the magnetic circuit $M$ closes along the $Z$ plane so that there is no gap, and a current $I$ is supplied to the solenoid $S$. In this case, magnetic energy is stored in the magnetic circuit $M$

$$
\begin{equation*}
W=0.5 \mu \mu_{o} N^{2} I^{2} V, \tag{1}
\end{equation*}
$$

where
$\mu_{o}$ is the absolute magnetic permeability of a vacuum, $\mu$ is the relative magnetic permeability of the magnetic circuit, $N$ is the number of turns of the solenoid, $V$ is the volume of the magnetic circuit.
2. After that, the current is turned off and thereby the energy keeper is created.
3. Then the magnetic circuit is opened. When the keeper is destroyed, its energy is released during time $T$ with power $P(t)$. Let's pretend that

$$
\begin{equation*}
P(t)=P_{o} e^{-a t} \tag{2}
\end{equation*}
$$

Then

$$
\begin{equation*}
W=\int_{0}^{T} P_{o} e^{-a t} d t \tag{3}
\end{equation*}
$$

The value of instantaneous power decreases by $e^{3} \approx 20$ times at

$$
\begin{equation*}
a t \approx 3 \tag{4}
\end{equation*}
$$

Therefore, we will assume that

$$
\begin{equation*}
a=3 / T \tag{5}
\end{equation*}
$$

Then from (3) we can find $P_{o}$.
Assume that all the energy is released by the current $i(t)$ in the resistor R . Then

$$
\begin{equation*}
i(t)=\sqrt{P(t) / R} \tag{6}
\end{equation*}
$$

It is advisable to perform the following three experiments.
In experiment 1 , resistor $R_{1}$ is used as a resistor, and the other resistor is turned off.

In experiment 2 , the resistor $R_{2}$ is used as a resistor, and the other resistor is turned off.

In experiment 3 , both resistors are turned on.
To analyze the results of experiments, it is necessary to determine

$$
\begin{equation*}
W, R, T \tag{7}
\end{equation*}
$$

and compare the observed current damping curve $i(t)$ with the calculated curve (6).

In experiment 3, the energy will be distributed between both resistors. A comparison of the currents in these resistors allows the reader to (possibly) make a conclusion about the form in which the energy is stored: in the form of electromagnetic field energy or in the form of magnetic energy.

In the future, it would be possible to modulate the current $I$ in the solenoid with a high-frequency current. In this case, it would be possible to detect this high-frequency component in current $i$.
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## 1. Introduction

Chapter 16 is devoted to considering an experiment demonstrating preservation the integrity of the assembled structure in the absence of visible fastening forces. It is shown that the experiment may be explained by the appearance of electromagnetic energy inside the structure. Next they consider such body shapes, for which the electromagnetic energy is stored indefinitely. Outlined below has been partially published in [170].

Most detailed description is given to a cube consisting of magnetically soft and dielectric material with absolute permeability $\mu$ and absolute permittivity $\mathcal{E}$. Suppose that as a result of some effects in a cube there occurred an electromagnetic wave with energy $W_{o}$. There are no thermal losses in the cube, and no radiation of the cube. In particular, in order for the cube not to radiate from the surface xoy, it is necessary that the following equalities were true for all the points of this surface:

$$
\begin{equation*}
E_{x} H_{y}=0 \text { and } E_{y} H_{x}=0 . \tag{1}
\end{equation*}
$$

These conditions allow finding the solution of Maxwell's equations. In Chapter 16 it is shown that this solution has the following form:

$$
\begin{align*}
& E_{x}(x, y, z, t)=e_{x} \cos (\alpha x) \sin (\alpha y) \sin (\alpha z) \sin (\omega t),  \tag{3}\\
& E_{y}(x, y, z, t)=e_{y} \sin (\alpha x) \cos (\alpha y) \sin (\alpha z) \sin (\omega t) \tag{4}
\end{align*}
$$

$$
\begin{align*}
& E_{z}(x, y, z, t)=e_{z} \sin (\alpha x) \sin (\alpha y) \cos (\alpha z) \sin (\omega t)  \tag{5}\\
& H_{x}(x, y, z, t)=h_{x} \sin (\alpha x) \cos (\alpha y) \cos (\alpha z) \cos (\omega t)  \tag{6}\\
& H_{y}(x, y, z, t)=h_{y} \cos (\alpha x) \sin (\beta y) \cos (\alpha z) \cos (\omega t)  \tag{7}\\
& H_{z}(x, y, z, t)=h_{z} \cos (\alpha x) \cos (\alpha y) \sin (\alpha z) \cos (\omega t)  \tag{8}\\
& \sin (\alpha \cdot a)=0, \sin (\beta \cdot a)=0, \sin (\gamma \cdot a)=0 \tag{9}
\end{align*}
$$

where the origin is located in the cube's center, and

$$
\begin{equation*}
R=(1 / \mathrm{a}), \text { is the length of half cube's edge, } \tag{10}
\end{equation*}
$$

$e_{x}, e_{y}, e_{z}, h_{x}, h_{y}, h_{z}$ are the constant amplitudes of the functions, $\alpha, \beta, \gamma$ are the constant parameters, $\omega$ is the angular frequency,

$$
\begin{align*}
& h_{z}=0  \tag{11}\\
& h_{y}=-h_{x}  \tag{12}\\
& e_{y}=e_{x}  \tag{13}\\
& e_{z}=-2 e_{x}  \tag{14}\\
& e_{x}=-\frac{h_{x} \alpha}{\varepsilon \omega}  \tag{15}\\
& h_{x}=-\frac{3 e_{x} \alpha}{\mu \omega}  \tag{16}\\
& \boldsymbol{\omega}=\boldsymbol{\alpha} \sqrt{\frac{3}{\varepsilon \mu}} \tag{17}
\end{align*}
$$

## 2. Energy, the Flow of Energy and Momentum of the Electromagnetic Field of the Cube

The full energy $\boldsymbol{W}_{\boldsymbol{o}}$ stored in the cube can be found by integrating functions (3)-(8) over the volume of the cube.

As the energy average over time is

$$
W_{o}=\iiint_{x, y, z}\left(E_{x}^{2}+E_{y}^{2}+E_{z}^{2}+H_{x}^{2}+H_{y}^{2}+H_{z}^{2}\right) d x d y d z
$$

then

$$
W_{o}=m a^{3}\left(e_{x}^{2}+e_{y}^{2}+e_{z}^{2}+h_{x}^{2}+h_{y}^{2}+h_{z}^{2}\right)
$$

where $m$ is a certain constant, or, given by equations (15), (13), and (14),

$$
W_{o}=m a^{3}\left(6 e_{x}^{2}+2 h_{x}^{2}\right)
$$

and next, given (15),

$$
W_{o}=m a^{3} h_{x}^{2}\left(6\left(\frac{\alpha}{\varepsilon \omega}\right)^{2}+2\right)
$$

and, given (17),

$$
\begin{equation*}
W_{o}=2 m a^{3} h_{x}^{2}\left(\frac{\mu}{\varepsilon}+1\right) \tag{20}
\end{equation*}
$$

This formula is related to every frequency from the spectrum of natural frequencies with the amplitude $h_{x}(\omega)$.

The flow of electromagnetic energy circulates along the faces of the cube by the planes perpendicular to the $₹$-axis. The integral of this flow density S over the volume V of the cube is proportional to the momentum P of the electromagnetic field in the volume of a cube. This is true because, as the reader knows, in the SI system there is:

$$
\begin{equation*}
\frac{d P}{d V}=\frac{1}{c^{2}} S=\frac{1}{c^{2}}[\bar{E} \times \bar{H}] \tag{21}
\end{equation*}
$$

By the law of conservation of momentum, the cube retains its integrity because the integral of electromagnetic energy flow density changes with the change in the shape of the cube.

## 3. Integration and Disintegration of the Cube

Consider four identical cubes, each of which stores energy $\boldsymbol{W}_{\boldsymbol{o}}$ and momentum $\boldsymbol{P}_{\boldsymbol{o}}$. When these cubes come into contact, a single cube with doubled half-edge can form. Then, in accordance with (10), upon contact, these cubes can form one cube with a double half-edge.

$$
\begin{equation*}
a^{\prime}=a / 2 \tag{22}
\end{equation*}
$$

According to (19), the frequency spectrum of the combined cube will change as follows:

$$
\begin{equation*}
\omega^{\prime}=\frac{k \pi}{a^{\prime}} \sqrt{\frac{3}{\mu \varepsilon}}=2 \omega \tag{23}
\end{equation*}
$$

There will appear frequencies that were absent in the primary cube. It means that the energy flow will be passing through the contacting faces of the primary cubes. This additional flow preserves the integrity of the combined cube, because when disconnecting the primary cubes the
integral of flow density of electromagnetic energy is changed and the law of conservation of momentum is violated.

The appearance of additional frequencies means also that the total momentum of the combined cube is larger than the sum of impulses of the merged cubes. This excess is equal to the momentum of forces that are uniting the cubes. The work of these forces is converted into electromagnetic energy of the combined cube, which thus becomes larger than the total energy of primary cubes.

The inverse process is also possible: it is the disintegration of the cube into four separate cubes with preservation of their total energy. The disintegration may be caused, for instance, by the fact that the cube got into the area of another electromagnetic wave, which disturbed the balance inside the cube. Moreover, the total momentum of disconnected cubes becomes smaller than the momentum of the combined cube. "Surplus" is released in the form of electromagnetic energy flow. Along with this, naturally, the energy is released, i.e. with the cubes disintegration there appears a certain radiation.

## 4. Electromagnetic Wave Holder

Thus, in the body of a certain form there may exist an electromagnetic wave with a spectrum of natural frequencies (determined only by the form and material of the body). This wave does not emerge beyond the body volume and does not attenuate ever in an electro conducting body. This wave also retains the once received energy $W_{o}$ and the momentum $P_{o}$. We shall denote such a body as Electromagnetic Wave Holder, further abbreviated as EWH.

Several identical EWH may integrate in such way that in the integrated body an electromagnetic wave is created with an expanded spectrum of natural frequencies and with total energy and momentum greater than the sum of the energies and momenta of the combined EMK. We will call such a process a EWH synthesis.

An EWH can disintegrate into several EWH with reduced spectrum of natural frequencies and with total energy and momentum smaller than the sum of energies and momenta of the created EWH. This leads to radiation. We shall call such process the disintegration of EWH. Initiation of this disintegration can be caused by the fact that EWH enters the external electromagnetic field. The energy of this external field can be a lot less than the energy of internal electromagnetic field of EWH.

In Chapter 16, EWH in various geometric forms are considered. It is possible that there can exist some forms that are not completely in contact during the synthesis, with some gaps.

The existence of EWH is confirmed by the experiments described in Chapter 16. In the Internet, the reader can find many reports of metal objects sticking to the human body. This phenomenon can also be explained by the appearance of an electromagnetic wave in a limited volume at some contact area between the "human body and the metal object." Another confirmation of the existence of EWH is the so-called black ball lightnings $[174,175]$. Such lightnings do not radiate energy and are practically invisible. These lightnings can be found only in the case of an accidental contact. In general, this cantact ends dramatically.

## 5. Internuclear Interactions

Concerning the nuclear forces, it is known, for instance, from [165] that
A. The nuclear forces are short acting (their range is of the order of $10^{-13} \mathrm{~cm}$.)
B. The interaction forces of nucleons do not depend on the nucleon's charge.
C. Nuclear forces are not central (they cannot be presented as directed along the line connecting the centers of interacting nucleons).
D. Nuclear forces have the ability to saturation (this means that each nucleon in the nucleus interacts with a limited number of nucleons).
E. There exist the so-called "magic numbers" (2, 8, 20, 50, 82, 126) of nucleons in the nucleus, under which the nuclei are most resistant to nuclear decomposition.

All these facts have no explanation, which are formulated in [166] as follows: "at present there still is no complete theory of so-called nuclear forces, i.e. forces acting between nuclear particles (nucleons) and holding them together as part of an atomic nucleus.

By analogy with the above, it can be assumed that the nucleons in nuclei of elements are linked NOT by nuclear forces but by the overall flow of electromagnetic energy. One must assume that in a nucleon there is an electromagnetic wave with a certain natural frequency and energy, i.e. a single nucleon represents an EWH, and the nucleus is an EWH obtained by the synthesis of EWH nucleons.

On this assumption, we can explain several features of intranuclear interactions and other phenomena.

1. Nucleons must be in a mutual "contact", so that their total electromagnetic wave was concentrated in total volume, see above p. A.
2. The charge of nucleons does not matter, see above p. B.
3. Nuclear forces are not central (see above p. C). Generally, the interaction cannot be explained by the forces acting among nucleons.
4. The nucleons must have a certain form to be able to "contact" with other nucleons. The number of nucleons contacting with a given nucleon is restricted, see above p . D. The number of nucleons contacting with the given one is determined by their form and cannot be arbitrary even within certain limits, see above p. E.
5. Nuclear fusion (formation of heavier nuclei of lighter nuclei) is a synthesis of EWH. This synthesis can occur without substantial expenditure of energy, i.e. it is cold nuclear fusion. This apparently occurs in living organisms [167]. This, for instance, explains that the body of hen is constantly producing calcium (for the formation of egg shell), not getting it in the food consumed, and producing it from virtually any set of substances coming from food.
6. We can assume also the existence of nuclear disintegration (formation of lighter nuclei from heavier nuclei). The facts mentioned in the previous p. 5 can be interpreted as the nuclear disintegration: it all depends on the initial and final products.
7. Nuclear decay, as the release of electromagnetic energy of EWHnuclei, can occur without significant external energy expenditure - see above. This may explain the so-called pyrokinesis [168], in which a person for no apparent reason flares and immediately burns, although all the surrounding objects and clothes remain intact.

We return again to the question of the existence of electromagnetic waves inside nucleons and nuclei. It is known that gamma radiation source (having a frequency $>3 \cdot 10^{18} \mathrm{~Hz}$ ) can be nuclei and particles, as well as the nuclear reaction and the reaction between the particles. Conversely, gamma radiation can be absorbed by atomic nuclei and is able to cause transformation of the particles [169]. Consequently, inside the core the electromagnetic wave of the same frequency must also exist. While the energy flow of these waves in closed volume of EWH-nucleus - it is stable, and the waves are not observed. EWH-nucleus stores energy. With the disintegration of this EWH-nucleus the energy is released in the form of gamma radiation. In the absorption of gamma radiation, the internal
energy increases and is redistributed in the volume of EWH-nucleus. This can lead to the disintegration of the nucleus into smaller nuclei.

As follows from the above, the EWH-nucleons inside the EWHnucleus exchange by the flow of electromagnetic energy (electromagnetic waves). At high frequency of the waves, they acquire corpuscular character. Thus, EWH-nucleons inside the EWH-nucleus exchange particles. This is quite consistent with the existing theory of the exchange interaction, according to which the interaction between the nucleons inside the nucleus is the result of emission and absorption of $\pi$-mesons.

## 6. About the spin of nucleon and nucleus

The momentum P and the angular momentum J are linked by the following relation:

$$
\begin{equation*}
J=r \times P \tag{25}
\end{equation*}
$$

Similarly, the corresponding bulk densities are linked by the following relation:

$$
\begin{equation*}
\frac{d J}{d V}=r \times \frac{d P}{d V} \tag{26}
\end{equation*}
$$

With equations (21) and (26), it follows that

$$
\begin{equation*}
\frac{d J}{d V}=\frac{1}{c^{2}}[r \times S] \tag{27}
\end{equation*}
$$

or

$$
\begin{equation*}
J=\frac{1}{c^{2}} \int[r \times S] d V \tag{28}
\end{equation*}
$$

From the above it follows that there is a circular flow of electromagnetic energy in both the nucleon and the nucleus. This flow determines angular momentum (28). Probably, namely this angular momentum represents both the spin of the nucleon and the nuclear spin.

## 7. Zennon effect

This effect, as is known, consists in the fact that the decay time of particles increases when they are observed and, in the limit, the particles do not decay if they are often monitored. The mystery of this phenomenon fades, if you clarify what is meant by the term "observation". It turns out that observation is the irradiation of a particle (for instance, a laser beam). Irradiation is the transfer of energy. Thus, the decay time of particles increases if energy is transferred to them.

## Chapter 16a. To the Question of Intranuclear Forces

Let us return to the statement that the particle is the guardian of the electromagnetic wave. The energy of this wave is gradually radiated, which is observed as the decay of a particle. When a particle is irradiated during observation, the energy is replenished and the decay of the particle slows down.

## Chapter 16b. About the Interaction of Nanoparticles

Nanotechnology operates with nanoparticles, which are an isolated solid-phase object that has a clearly defined boundary with the environment. The dimensions of nanoparticles in all three dimensions are from 1 to 100 nm . Nanoparticles are close to those objects that are considering in supramolecular chemistry. In this field of knowledge, the forces that bind individual molecules are considered. It is believed that intermolecular interaction consists of weak electromagnetic interactions. The energy of such interactions is inversely proportional to the sixth power of the distance between the molecules. Obviously, the interaction of nanoparticles with clear boundaries cannot be due to such forces.

The interaction of nanoparticles leads to one property that greatly interferes with their use: they can stick together. This problem has to be solved in the production of ceramics and metallurgy [176]. Obviously, this property is explained by the attraction of nanoparticles with different chemical compositions.

However, another property is also known, which can be explained by the repulsion of nanoparticles with different chemical compositions. In [177], it was shown that polycationic organic nanoparticles can disrupt model biological membranes and living cell membranes at nanomolar concentrations.

Thus, the theory of interaction of nanoparticles should explain both the attraction and repulsion of nanoparticles. Also, the forces of such interaction should significantly exceed the forces of intermolecular interaction.

Chapter 2d gives a solution to the Maxwell equations for a variable voltage capacitor in Cartesian coordinates. In the system of Cartesian coordinates $x, y, z$ and time $t$, the solution of these equations in the SI system has the following form:

$$
\begin{align*}
& E_{x}(x, y, z, t)=e_{x} \cos (\alpha x) \sin (\beta y) \sin (\gamma z) \sin (\omega t)  \tag{2}\\
& E_{y}(x, y, z, t)=e_{y} \sin (\alpha x) \cos (\beta y) \sin (\gamma z) \sin (\omega t)  \tag{3}\\
& E_{z}(x, y, z, t)=e_{z} \sin (\alpha x) \sin (\beta y) \cos (\gamma z) \sin (\omega t)  \tag{4}\\
& H_{x}(x, y, z, t)=h_{x} \sin (\alpha x) \cos (\beta y) \cos (\gamma z) \cos (\omega t) \tag{5}
\end{align*}
$$

$$
\begin{align*}
& H_{y}(x, y, z, t)=h_{y} \cos (\alpha x) \sin (\beta y) \cos (\gamma z) \cos (\omega t)  \tag{6}\\
& H_{z}(x, y, z, t)=h_{z} \cos (\alpha x) \cos (\beta y) \sin (\gamma z) \cos (\omega t) \tag{7}
\end{align*}
$$

where $E_{r}, E_{\phi}, E_{z}$ are the components of the electric field strength, $H_{r}, H_{\phi}, H_{z}$ are the components of the magnetic field strength, $e_{x}, e_{y}, e_{z}, h_{x}, h_{y}, h_{z}$ are the constant amplitudes of the strengths. $\alpha, \beta$, and $\gamma$ are some constants, and $\omega$ is the angular frequency. These quantities are related by the following equations:

$$
\begin{align*}
& h_{z}=0 .  \tag{8}\\
& e_{x}=-e_{z} \frac{\gamma \alpha}{\alpha^{2}+\beta^{2}} .  \tag{9}\\
& e_{y}=e_{x} \frac{\beta}{\alpha}  \tag{10}\\
& h_{y}=e_{x} \frac{\varepsilon \omega}{\gamma}  \tag{11}\\
& h_{x}=-e_{y} \frac{\varepsilon \omega}{\gamma}  \tag{12}\\
& \gamma=\mu \omega  \tag{13}\\
& \omega=\sqrt{\frac{\gamma^{2}+\alpha^{2}+\beta^{2}}{\varepsilon \mu}} . \tag{14}
\end{align*}
$$

For given values of the parameters $\alpha, \beta, \gamma$ and frequency $\omega$, the amplitudes of the intensities can be determined depending on $e_{z}$. It follows from (14) that for $\omega=0$ the parameters $\alpha=\beta=\gamma=0$, i.e. the electromagnetic field cannot be static.

In Chapter 2d, it is shown that energy is stored in a capacitor with the following density:

$$
\begin{equation*}
w=\frac{\omega^{2} \mu^{2} \varepsilon}{\alpha^{2}+\beta^{2}} e_{z}^{2} \tag{15}
\end{equation*}
$$

In this case, the density of energy fluxes along the coordinates are determined by the formulas

$$
\begin{align*}
& S_{x}=\left(e_{y} h_{z}-e_{z} h_{y}\right) \cdot \Psi(x, y, z, t)  \tag{16}\\
& S_{y}=\left(e_{z} h_{x}-e_{x} h_{z}\right) \cdot \Psi(x, y, z, t)  \tag{17}\\
& S_{z}=\left(e_{x} h_{y}-e_{y} h_{x}\right) \cdot \Psi(x, y, z, t) \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
\Psi(x, y, z, t)=\sin (2 \alpha x) \cos (2 \beta y) \sin (2 \gamma z) \sin (2 \omega t) \tag{19}
\end{equation*}
$$

This means that the energy flux density is oscillating along all the axes in space and time, i.e. there is a space standing wave in a rectangular body.

However, the energy flux can pass through this body. Consider, for instance, the face $x 0 y$ at $z=z_{1}$. The energy flux density (18) on this face is determined by function (19) as follows:

$$
\begin{equation*}
\Psi\left(x, y, z_{1}, t\right)=\sin (2 \alpha x) \cos (2 \beta y) \sin \left(2 \gamma z_{1}\right) \sin (2 \omega t) \tag{20}
\end{equation*}
$$

The energy flux is determined by the integral of this function on the entire $x 0 y$ face:

$$
\begin{array}{r}
\Psi_{z}\left(z_{1}\right)=\iint_{x, y} \Psi\left(x, y, z_{1}, t\right) d x d y= \\
\sin \left(2 \gamma z_{1}\right) \sin (2 \omega t) \iint_{x, y} \sin (2 \alpha x) \cos (2 \beta y) d x d y \tag{21}
\end{array}
$$

The energy flux on the opposite face $x 0 y$ at $z=z_{2}$ is determined by the following integral:

$$
\begin{equation*}
\Psi_{z}\left(z_{2}\right)=\sin \left(2 \gamma z_{2}\right) \sin (2 \omega t) \iint_{x, y} \sin (2 \alpha x) \cos (2 \beta y) d x d y \tag{22}
\end{equation*}
$$

From (18), (20), and (21) we find the energy flux flowing through the capacitor along the $\tau$-axis if $\left(z_{2}<z_{1}\right)$ :

$$
\begin{equation*}
\bar{S}_{z}=\left(e_{x} h_{y}-e_{y} h_{x}\right) \cdot\left(\sin \left(2 \gamma z_{2}\right)-\sin \left(2 \gamma z_{1}\right)\right) \sin (2 \omega t) \tag{23}
\end{equation*}
$$

It follows from the solution found that

1. There is a combination of parameters, in which the energy of the capacitor is not radiated. Consider, for example, a cube with parameters $\alpha=\beta=\gamma$. If the length R of the cube's half-edge is such that $\sin (\alpha \cdot R)=0, \sin (\beta \cdot R)=0, \sin (\gamma \cdot R)=0$, then all the energy flux densities on the faces of the cube are equal to zero, see in equations (2)(7). In this case there is no radiation.
2. An external energy flow can pass through the capacitor volume without changing its internal energy (as shown above). This flow is the active power that passes through the capacitor.
3. The formulas are valid for any values of $\mu$ and $\varepsilon$. Therefore, a capacitor with a certain energy and a standing wave in the capacitor volume can exist in a vacuum.
4. In the absence of external energy flows, the capacitor retains its integrity because it does not radiate, and the energy density is preserved while maintaining the shape, see in equation (15).
5. From p.p. 3 and 4 it follows that in some body, and even in a vacuum, a keeper of energy and information can exist. This is considered in detail in Chapter 16. It is also shown in Chapter 16 that a standing electromagnetic wave possessing the above properties can have a very diverse form.
6. Now it is possible to suppose that the nanoparticle stores the indicated electromagnetic wave. In the absence of external energy flows, such a single nanoparticle retains its shape and electromagnetic energy.
7. Suppose that a portion of external energy was expended to combine two nanoparticles. Then this portion of energy will go into the energy of the combined nanoparticle. We call this portion the binding energy of the conglomerate of two nanoparticles. Thus, the energy of a
conglomerate of two particles is greater than the sum of the energies of these particles. Consequently, the conglomerate is more stable than individual particles because it is necessary to first apply the binding energy for the destruction of the conglomerate. This can explain the adhesion of nanoparticles (as discussed above).
8. Obviously, the binding energy of particles for different materials is different. Now suppose that two particles of different materials come together and a conglomerate of these particles is formed. If these materials do not mix, then conglomerate 21 should enter the environment of conglomerates 1 or 2 . Obviously, it will enter the environment of conglomerates 1 , if the binding energy of material 1 is higher than the binding energy of material 2 . This can explain the above-mentioned fact that organic nanoparticles can destroy living cells (see also [178]).

# Chapter 16c. Information Transfer in Biological Systems by Water and Air 

Contents<br>1. Introduction $\backslash 1$<br>2. The electromagnetic volume standing wave $\backslash 1$<br>3. Electromagnetic standing wave in the molecules of water, nitrogen, and oxygen $\backslash 2$<br>4. Information transfer in water and air $\backslash 4$<br>5. Bio-organism communities $\backslash 6$<br>6. Solaris \8<br>7. Distributed brain \9<br>8. Conclusion \11

## 1. Introduction

It is shown that in molecules of water and air there can exist an electromagnetic bulk standing wave of high frequency. This wave can be modulated by the organs of the bioorganism. A wave modulated in this way can propagate through the water and air and affect the organs of another bioorganism. It is shown that such a wave propagates without energy loss. Based on this, it is shown that a highly organized structure comparable in reasonableness with the brain of an animal can exist in the air. Such a structure may be the collective brain of a community of bioorganisms.

## 2. The electromagnetic volume standing wave

It was shown in [1, 2] (as a consequence of solving Maxwell's equations) that an electromagnetic standing wave can exist in a limited volume of a vacuum, i.e. the electromagnetic volume standing wave. This volume may have a variety of shapes. In Cartesian coordinate system, the solution can be written in the following expressions:

$$
\begin{align*}
& E_{x}(x, y, z, t)=e_{x} \cos (\alpha x) \sin (\beta y) \sin (\gamma z) \sin (\omega t),  \tag{2}\\
& E_{y}(x, y, z, t)=e_{y} \sin (\alpha x) \cos (\beta y) \sin (\gamma z) \sin (\omega t),  \tag{3}\\
& E_{z}(x, y, z, t)=e_{z} \sin (\alpha x) \sin (\beta y) \cos (\gamma z) \sin (\omega t),  \tag{4}\\
& H_{x}(x, y, z, t)=h_{x} \sin (\alpha x) \cos (\beta y) \cos (\gamma z) \cos (\omega t), \tag{5}
\end{align*}
$$

$$
\begin{align*}
& H_{y}(x, y, z, t)=h_{y} \cos (\alpha x) \sin (\beta y) \cos (\gamma z) \cos (\omega t)  \tag{6}\\
& H_{z}(x, y, z, t)=h_{z} \cos (\alpha x) \cos (\beta y) \sin (\gamma z) \cos (\omega t) \tag{7}
\end{align*}
$$

where $E_{r}, E_{\phi}, E_{z}$ are the components of the electric field strength, $H_{r}, H_{\phi}, H_{z}$ are the components of the magnetic field strength, $e_{x}, e_{y}, e_{z}, h_{x}, h_{y}, h_{z}$ are the constant amplitudes of the strengths, $\alpha, \beta, \lambda$ are the constants, $\omega$ is the angular frequency. These quantities are related by the following equations:

$$
\begin{align*}
& \boldsymbol{h}_{z}=\mathbf{0}  \tag{8}\\
& \boldsymbol{e}_{x}=-e_{z} \frac{\gamma \alpha}{\alpha^{2}+\beta^{2}}  \tag{9}\\
& \boldsymbol{e}_{y}=e_{x} \frac{\beta}{\alpha}  \tag{10}\\
& \boldsymbol{h}_{y}=e_{x} \frac{\varepsilon \omega}{\gamma}  \tag{11}\\
& \boldsymbol{h}_{x}=-e_{y} \frac{\varepsilon \omega}{\gamma}  \tag{12}\\
& \gamma=\mu \omega  \tag{13}\\
& \omega=\sqrt{\frac{\gamma^{2}+\alpha^{2}+\beta^{2}}{\varepsilon \mu}} \tag{14}
\end{align*}
$$

The constants $\alpha, \beta, \gamma$ for a cube must satisfy the following equality:

$$
\begin{equation*}
\alpha=\beta=\gamma \tag{15}
\end{equation*}
$$

The length of the half-edge of the cube is defined as

$$
\begin{equation*}
R=\frac{\pi}{\alpha} \tag{16}
\end{equation*}
$$

Then the formula for the angular frequency in a vacuum takes the following form:

$$
\begin{equation*}
\omega=\frac{c \pi}{R} \sqrt{3} \tag{17}
\end{equation*}
$$

where $\mathrm{c} \approx 3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ is the speed of light in a vacuum.
A standing wave is not emitted through the faces of the cube and in the absence of external energy flows, such a wave retains its energy, frequency, and volume shape. This electromagnetic wave can be modulated at a lower frequency. In this case, this volume turns into a keeper of energy and information. In [2, 3, 4], some well-known experiments and natural phenomena are considered, which serve as proof of the existence of such a keeper.

## 3. Electromagnetic standing wave in the molecules of water, nitrogen, and oxygen

It is possible to assume that a water molecule is a volume that stores a standing wave. In this case, the standing wave is stored in the space
between the oxygen and (two) hydrogen atoms, i.e. in a vacuum, see in Figure 1.

Molecules of nitrogen and oxygen in the air are also the volume that stores a standing wave. In this case, the standing wave is stored in the space between the atoms of these molecules, i.e. in a vacuum.

Organic molecules are combined into organs in such a way that the relative position of these molecules remains unchanged. In this case, a free vacuum space with linear dimensions of about $3 \times 10^{-9} \mathrm{~m}$ remains between the molecules. A standing wave also appears in this stable volume.


Fig. 1.
Thus, it is possible to indicate stable volumes where a standing electromagnetic wave can be located. These options are listed in Table 1. In a first approximation, we assume that these volumes have a cubic shape with the length of the half-edge $R$. This value is easily determined by the known linear sizes of the listed volumes, see in Table 1.

Since the body standing electromagnetic wave in all these cases is in a vacuum, the frequency of this wave can be determined by formula (17). The linear frequency $f$ is related to this cyclic frequency $\omega$ by the following relation:

$$
\begin{equation*}
\omega=2 \pi f \tag{20}
\end{equation*}
$$

With equations (17) and (20), we find that

$$
\begin{equation*}
f=\frac{\omega}{2 \pi}=\frac{c}{2 R} \sqrt{3} \tag{21}
\end{equation*}
$$

We can also determine the wavelength $\gamma$ from (21):

$$
\begin{equation*}
\gamma=\frac{c}{f}=\frac{2 R}{\sqrt{3}} \tag{22}
\end{equation*}
$$

Thus, wavelength (22) and the half-edge of the cubic region of the existence of a standing wave are related as follows:

$$
\begin{equation*}
R \approx \frac{\gamma \sqrt{3}}{2} \tag{23}
\end{equation*}
$$

Table 1.

|  | Water | Nitrogen | Oxygen | Biological organ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{H}_{2} \mathrm{O}$ | $N_{2}$ | $\mathrm{O}_{2}$ |  |
| The distance between the molecules [m] | $3 \times 10^{-9}$ | $3 \times 10^{-9}$ | $3 \times 10^{-9}$ | $3 \times 10^{-9}$ |
| Molecule Size [m] | $3 \times 10^{-10}$ | $3 \times 10^{-10}$ | $3 \times 10^{-10}$ | $10^{-8}$ |
| Location of the standing wave region | Between oxygen and hydrogen atoms | Between nitrogen atoms | Between oxygen atoms | Between organic molecules |
| Atom radius, $\begin{gathered} \mathrm{pm}=10^{-12} \\ \mathrm{~m} \end{gathered}$ | 53 pm | 56 pm | 48 pm |  |
| Interatomic distance $\AA=10^{-10} \mathrm{~m}$ | $0.9584 \AA$ | $1.095 \AA$ | $1.2074 \AA$ |  |
| $R[\mathrm{~m}]$ | $5 \times 10^{-11}$ | $5 \times 10^{-11}$ | $6 \times 10^{-11}$ | $1.5 \times 10^{-9}$ |
| $\omega\left[\mathrm{s}^{-1}\right]$ | $10^{19}$ | $10^{19}$ | $1.2 \times 10^{19}$ | $5 \times 10^{16}$ |
| $f[\mathrm{~Hz}]$ | $1.5 \times 10^{18}$ | $1.5 \times 10^{18}$ | $1.8 \times 10^{18}$ | $10^{16}$ |
| $\gamma[\mathrm{m}]$ | $2 \times 10^{-10}$ | $2 \times 10^{-10}$ | $2.4 \times 10^{-10}$ | $3 \times 10^{-8}$ |

## 4. Information transfer in water and air

We preliminary note the following. It is known that electromagnetic radiation interacts with molecules of a substance, causing radiation or absorption of electromagnetic radiation by molecules of a substance at certain frequencies [188]. Therefore, the molecules of a substance can interact through electromagnetic radiation. A multiple enhancement of the effect of such an interaction appears when the eigenfrequencies of the emitting and absorbing molecules coincide. Therefore, we can assume the existence in the body of generators of a certain frequency GF and receiveranalyzers of frequency AF.

At the same time, numerous works are known, in which it is shown that all organs of animals and humans emit electromagnetic waves. These emissions are used in medical diagnostics.

The distance between the molecules of water and air is constantly changing. However, the distance and volume between the molecules of organic matter in the body remain constant. This volume is usually filled with so-called free water, which is located in the intercellular spaces, vessels, vacuoles, organ cavities. Such water flows from the cells when they are dissected (and therefore called free). The volumes of the standing wave (with frequency $\omega_{v}$ ) in water molecules are simultaneously in the intermolecular volume of the standing wave of organic matter (with frequency $\omega_{o}$ ). For brevity, these waves will be called the $\omega_{v}$-wave and the $\omega_{o}$-wave, respectively. Since $\omega_{o} \ll \omega_{v}$, the $\omega_{v}$-wave is modulated by the frequency of the $\omega_{o}$-wave.

So, free water molecules contain a modulated standing wave, which we will call the $\omega_{v o}$-wave. The frequency of the $\omega_{o}$-wave depends on the type of surrounding organic molecules and on their state. This wave is polychromatic because the region of this wave is not cubic. The shape of this region affects the wave spectrum in the $\omega_{v o}$-wave. However, the shape of this region depends on both the type of organic molecules surrounding this region and the state of these molecules. It can also be assumed that there is a GF generator (mentioned above) in the generating organ. It can be used as a modulator of the $\omega_{v}$-wave. Therefore, we can say that a water molecule with a $\omega_{20}$-wave carries information about the state of a particular organ. We will call such molecules information molecules of water. The organ that generates such molecules will be called the generating organ.

One way or another, the generating organ forms the information molecules of water.

So, free water contains informational molecules. Free water serves to transfer substances from the environment to the cell, and vice versa. Therefore, free water with informational molecules is mixed with the surrounding water. Information frequencies are emitted by an informational molecule because a water molecule can only retain its frequency $\omega_{v}$. If an informational molecule enters the surrounding water, then this radiation of the informational molecule enters the neighboring noninformational molecules of the surrounding water. The latter at the same time become informational. In this way, information is distributed from the biological organism through the surrounding water. Of course, part of the radiation does not find the receiver molecule and is lost in space. However, the organ-transmitter works constantly and therefore, it
can be assumed that the concentration of information molecules is large in a large area surrounding the organ-transmitter.

Suppose that two organisms A and B live in the same aquatic environment. Suppose further that an informational molecule from a certain generating organ A (belonging to organism A) enters another organ B (belonging to organism B). Suppose that organ B has a frequency receiver-analyzer AF mentioned above. Then the information radiation of this molecule can be recognized and organ $B$ will carry out the corresponding reaction. Thus, organism B received information from organism A and reacted to this information.

So, in an aquatic environment, organisms can exchange information. In the same way, organisms can exchange information in the air. Indeed, from table 1 it follows that the nitrogen and oxygen molecules have similar characteristics with water molecules, namely the size of the molecule and the interatomic distance. Volumes filled with air can be on the surface of the body. For example, regular microroughness on the wings of beetles can create such volumes. The role of free water is played by "free air". Each peculiar shape of such volumes determines its frequency of the $\omega_{0^{-}}$ wave. In this case, the beetle continuously generates a spectrum of $\omega_{0^{-}}$ waves specific for this species. This transfer of information is used in the search for partners for procreation.

## 5. Bio-organism communities

So, bio-organisms located in an aqueous or air environment can exchange information over long distances without the cost of energy to transmit information. At the same time, there are no reasons prohibiting such an exchange of information between bio-organisms of various types, for example, from a predator to a person who can feel the approach of a predator. There are also no reasons prohibiting such an exchange of information between bio-organisms, one of which lives in water and the other in the air.

A special class is made up of such organisms that can exist only in the form of communities with the obligatory exchange of information without any of tactile, visual, acoustic, olfactory contacts. I immediately recall ants and bees but the humans are probably also from this class of biological organisms.

In [192], the behavior of the anthill is described and, based on the analysis of numerous observations and experiments, it is convincingly
shown that the anthill has a brain. The role of neurons in this brain is performed by ants. A distributed brain exists, however, as the author notes, "many years of research on ants (and other collective insects) have not found any powerful information transfer systems." This question was asked in the first book on biological radiocommunication [193], where the author writes, "Only one causes a feeling of deep surprise. This is an insignificantly small power of the energy radiated by the brain during the act of transmitting feelings and experiences to a distance." We show that in our case there is an answer to these questions.

In technical systems, the power of the carrier frequency in a modulated wave decreases with distance. At the same time, the power of the modulating frequency decreases, i.e. this power is a part of the carrier frequency power. It can be argued that while maintaining the power of the carrier frequency, regardless of the distance, the power of the modulating frequency is also preserved. We can say that in this case, the receiver is always next to the transmitter. However, in technical systems, it is impossible to ensure such proximity. In our case, the carrier frequency (the frequency of the $\omega_{v}$-wave) is evenly distributed in space. The modulating frequency of the $\omega_{o}$-wave "glides" along with the carrier frequency. Attenuation can only be caused by the fact that the carrier frequency is quantized in space. In this case, the $\omega_{o}$-wave "glides" along the islandsmolecules - carriers of the carrier frequency, attenuating in the voids between them. However, repeated repetition of the $\omega_{o}$-wave with a time shift (and therefore, a phase) at the input of the receiver allows it to restore the signal with a high accuracy. As observations on the same anthill or bugs looking for love show, communication efficiency persists for kilometers.

The foregoing is illustrated in Figure 2, where the following parameters are shown:

1. the $\omega_{v}$-wave,
2. the $\omega_{o}$-wave,
3. the modulated $\omega_{v o}$-wave obtained if the standing $\omega_{o}$-waves would cover space without gaps,
4. modulated wave is the $\omega_{v o}$-wave obtained when the standing $\omega_{o}$-waves are located in space with gaps.


Fig. 2.
A volume filled with water or air can be created by inanimate nature. Such a volume will also transmit information to the environment. Transmit aimlessly ... However, there may be organisms that need just such information to trigger some internal processes. I immediately recall the pyramids, amulets, etc.

## 6. Solaris

In [194], Stanisław Lem describes an ocean that covers the entire surface of the planet and has a highly developed mind. Lem briefly describes the most common "Civit-W itta bypothesis, according to which the ocean is the result of a sharp transition (under the influence of external conditions) from a solution of weakly reacting chemicals to the stage of the" homeostatic "ocean, bypassing all the earth's developmental stages, bypassing the formation of single and multicellular organisms, the evolution of plants and animals. In other words, the ocean did not adapt, like terrestrial organisms, for bundreds of millions of years to environmental conditions, so that only after such a long time give rise to a rational race but became the master of the environment immediately."

Stanisław Lem is silent about another hypothesis, according to which "the development of the ocean began in the era of the emergence of social insects. One of the species of ants changed its habitat from land to marine. Things went well.

Sea ants quickly mastered the underwater lifestyle, learned to grow small pink translucent jellyfish. The colonies of these jellyfish were durable elastic structures with internal chambers and labyrinths, and piercing channels through which water flowed. The structures sprouted deep into the ocean but did not overshadow the sunlight for underwater inhabitants. The walls of the structures pulsed from the continuous movements of jellyfish. On the surface of the ocean, they were islands of bizarre architecture, sometimes mobile, and sometimes motionless and extremely resistant to ocean waves. Ants lived inside the structures and it was their control of the jellyfish that ensured the stability or movement of the structures. The size of the islands and the distances between them varied widely. Nevertheless, the islands were a single organism that could change configuration depending on weather conditions. "Wild"' jellyfish covered the entire ocean and served as a replenishment of the "cultural" colonies. The ocean has become a giant antbill."

The ocean rationality hypothesis has been rejected by the scientific community. Scientists agreed that sea ants (whose size was by about two millimeters) could play the role of neurons in this brain, and that jellyfish structures could be controlled by ants. However, no answer was found to the question of communication channels among ants, which could be from each other at a distance of many kilometers. Now we can understand that the authors of this hypothesis were right.

## 7. Distributed brain

So, from the previous, it follows that there is a distributed brain of the anthill and the neurons of such a brain are ants. There are no reasons for the appearance of a distributed brain in any other community of biological organisms. There are also no reasons limiting the mind of such a brain. Consider the features of the distributed brain (DB).

1. DB consists of many neuron-like elements, which we will hereinafter call independent and capable of activity neurons (ICANs)
2. The feature of the ICANs lies in the fact that they are physically autonomous and can operate to a certain extent, regardless of the DB .
3. ICANs are united by information communication channels and, thereby, create DB.
4. DB does not exist as a physical object.
5. In the process of its rational activity, the DB sends "leading" information signals (LISs) to an individual ICAN. These signals determine the purpose of the independent actions of the ICAN.
6. It is important to note that the body sending the LISs is physically absent. One of the ICAN-1 under the action of LIS-1 sends LIS-2 to another ICAN-2.
7. The simplest ICANs do not realize their connection with the DB and their participation in the activities of the DB .
8. It must be assumed that DB can be compared by reasonableness with the brain of an animal.

There is no reason to believe that only social insects can be independent neurons in the DB . Animals can also be independent neurons. A distributed brain is present not only in a swarm of bees and anthill but also in a flock of birds, a school of fish, a herd of herbivores and a pack of predators. Without such an assumption, it is difficult to explain the coordinated movements of a school of fish or a huge flock of birds, which retains its shape not only during a purposeful flight but also in preparatory whirling. Recently, fireworks of hundreds of drones controlled from a single center were demonstrated in China. The consistency of whirling a flock of birds is comparable to the consistency of whirling of this "flock" of drones. So, there is a flock behavior in the absence of a "boss". Such behavior is often considered as a manifestation of some egregore. DB flocks can represent this egregor. The bird at the head of the flock is the very ICAN-1 which, under the action of LIS-1, sends LIS-2 to all other ICANs-2, i.e. to all other birds of the flock.

A team of something united peoples (emotionally, informationally, or organizationally connected) can also create a DB or an egregor. The existing idea of egregors is the idea of "the collective unconscious reproduced by egregors as energy-informational complexes representing ... the forms of being of archetypes in psychology" [195]. Simply put, this is something unconscious, existing in the form of an energy-information complex, the structure of which is out of the question. The author does not want to use this phrase to belittle the existing theory [195]. On the contrary, it strikes with a depth of analysis of the behavior of this collective unconscious and makes one doubt in the unconsciousness of egregors. The above is an attempt to come closer to understanding the physical structure of egregor, as an energy-information complex.

A human-ICAN may also, like an ant, not be aware of his/her connection with DB . However, some people sometimes feel this connection, not understanding where the information comes from and not completely understanding its meaning. Sometimes the same information comes to several people. Then they say that "thoughts hovers in the air." Sometimes information comes (in a tense, emotional, unconscious
request) in a dream (like Mendeleev). Apparently, it is in a dream that the human brain participates in the "socially useful" work of the DB.

Many prominent scientists have argued that consciousness exists outside the brain. So, John Eccles, the largest modern neurophysiologist and Nobel laureate in medicine, also believes that the psyche is not a function of the brain. Together with his colleague, neurosurgeon Wilder Penfield, who performed more than 10,000 brain operations, Eccles wrote the book "The Secret of Man". In it, the authors directly declare that they "bave no doubt that SOMETHING is located outside the limits of his body." Professor Eccles writes: "I can experimentally confirm that the work of consciousness cannot be explained by the functioning of the brain. Consciousness exists independently of it from without' [196].

In view of the foregoing, it can be argued that consciousness exists in the form of DB . The more developed the consciousness of DB is, the more developed the consciousness of each individual, and the more developed the consciousness of the individual is, the more developed the consciousness of DB. Then it becomes obvious that for the existence of a developed universal human consciousness, it is necessary to have the following:

- numerous humanity,
- consisting of smart individuals,
- united civilization,
- Earth with an air shell.

It follows, in particular, that

- education must be universal,
- the notorious golden billion will not last long (like Mowgli in the jungle),
- a human in space is not capable of creative activity.


## 8. Conclusion

1. It is shown that in molecules of water and air there can exist a bulk standing electromagnetic wave of high frequency.
2. This wave can be modulated by the organs of the bioorganism.
3. A wave modulated in this way can propagate through the water and air and affect the organs of another bio-organism.
4. It is shown that such a wave propagates without energy loss.
5. Based on this, it is shown that a highly organized structure can exist in the air.
6. In such a structure, a separate bio-organism performs the functions of a neuron.
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7. Such a structure may be the collective brain of a community of bio-organisms.
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## 1. Introduction.

The theoretical rationale for homeopathy does not correspond to scientific ideas about the functioning of organisms. Therefore, a large number of professional medical and general scientific organizations openly express a negative attitude towards homeopathy. The same organizations point to the lack of evidence of the effectiveness of homeopathy. However, homeopathy exists precisely because many see this evidence. The following is an attempt to find a rigorous scientific justification for homeopathy. The first edition of this work was published in [189].

First of all, we note some characteristic features of homeopathy.

1. The healing effects of the drug and the drug solution are the same.
2. Trivial calculations show that in drugs with high dilution, the probability of having at least one molecule of the active substance is close to zero. However, the therapeutic effect remains.
3. With a decrease in the concentration of the drug, the therapeutic effect is enhanced.
4. The amount of impurities in a homeopathic medicine is inevitably greater than that of a medicinal substance. Therefore, particles of impurities, obviously, should have a greater effect than particles of a drug substance. However, this is not observed.
5. Some homeopaths believe that the effect of the drug is due to the fact that "water has a memory" that transfers biological information.
6. There is no generally accepted scientific opinion about the existence of a "memory of water" [186, 190, 191].

Thus, the question of the justification of homeopathy boils down to the question of the ability of water to preserve the memory about substances previously dissolved in it.

## 2. Electromagnetic volumetric standing wave.

In $[2,3]$, it was shown (as a consequence of solving Maxwell's equations) that in a limited volume of a vacuum there can exist an electromagnetic standing wave. This volume may have a variety of shapes. In a Cartesian coordinate system, the solution has the following form:

$$
\begin{align*}
& E_{x}(x, y, z, t)=e_{x} \cos (\alpha x) \sin (\beta y) \sin (\gamma z) \sin (\omega t),  \tag{2}\\
& E_{y}(x, y, z, t)=e_{y} \sin (\alpha x) \cos (\beta y) \sin (\gamma z) \sin (\omega t),  \tag{3}\\
& E_{z}(x, y, z, t)=e_{z} \sin (\alpha x) \sin (\beta y) \cos (\gamma z) \sin (\omega t),  \tag{4}\\
& H_{x}(x, y, z, t)=h_{x} \sin (\alpha x) \cos (\beta y) \cos (\gamma z) \cos (\omega t),  \tag{5}\\
& H_{y}(x, y, z, t)=h_{y} \cos (\alpha x) \sin (\beta y) \cos (\gamma z) \cos (\omega t),  \tag{6}\\
& H_{z}(x, y, z, t)=h_{z} \cos (\alpha x) \cos (\beta y) \sin (\gamma z) \cos (\omega t), \tag{7}
\end{align*}
$$

where $E_{r}, E_{\phi}, E_{z}$ are the components of the electric field strength, $H_{r}, H_{\phi}, H_{z}$ are the components of the magnetic field strength, $e_{x}, e_{y}, e_{z}, h_{x}, h_{y}, h_{z}$ are the constant amplitudes of the strengths, $\alpha, \beta, \lambda$ are the constants, $\omega$ is the angular frequency. These quantities are related by the following equations:

$$
\begin{align*}
& h_{z}=0  \tag{8}\\
& e_{x}=-e_{z} \frac{\gamma \alpha}{\alpha^{2}+\beta^{2}}  \tag{9}\\
& e_{y}=e_{x} \frac{\beta}{\alpha}  \tag{10}\\
& \boldsymbol{h}_{y}=e_{x} \frac{\varepsilon \omega}{\gamma}  \tag{11}\\
& \boldsymbol{h}_{x}=-e_{y} \frac{\varepsilon \omega}{\gamma}  \tag{12}\\
& \gamma=\mu \omega,  \tag{13}\\
& \omega=\sqrt{\frac{\gamma^{2}+\alpha^{2}+\beta^{2}}{\varepsilon \mu}} \tag{14}
\end{align*}
$$

For a cube there are the following equality for the parameters $\alpha, \beta, \gamma$ :

$$
\begin{equation*}
\alpha=\beta=\gamma \tag{15}
\end{equation*}
$$

The length of the half-edge of the cube is defined as

$$
\begin{equation*}
R=\frac{\pi}{\alpha} \tag{16}
\end{equation*}
$$

Then the formula for the frequency in a vacuum takes the following form:

$$
\begin{equation*}
\omega=\frac{c \pi}{R} \sqrt{3} \tag{17}
\end{equation*}
$$

where $c$ is the speed of light in a vacuum.

A standing wave is not emitted through the faces of the cube and, in the absence of external energy flows, such a wave retains its energy, frequency, and shape of volume. This electromagnetic wave can be modulated by a lower frequency. In this case, this volume turns into a keeper of energy and information. In [2-4], the well-known experiments and natural phenomena are considered, which serve as proof of the existence of such a keeper.

## 3. Water keeper of information

We assume that the water molecule is the volume that stores the standing wave. In this case, the standing wave is stored in the space between the oxygen and hydrogen atoms, i.e. in a vacuum. Therefore, we can apply formula (17) to determine the frequency of an electromagnetic wave in a water molecule.


Fig. 1.
The gap between the oxygen and hydrogen atoms, where a standing wave can pulsate, has a size of $10^{-10} \mathrm{~m}$, see in Figure 1. Consequently, the reader can find that

$$
\begin{equation*}
R \approx 5 \times 10^{-11} \mathrm{~m} \tag{18}
\end{equation*}
$$

At the known speed of light in a vacuum $c \approx 3 \times 10^{8}$ from equations (17) and (18) we find the frequency of the electromagnetic field in the water molecule:

$$
\begin{equation*}
\omega=\frac{3 \times 10^{8}}{5 \times 10^{-11}} \sqrt{3} \approx 3 \times 10^{19} s^{-1} \tag{19}
\end{equation*}
$$

The linear frequency $f$ is related to this cyclic frequency $\omega$ by the relation

$$
\begin{equation*}
\omega=2 \pi f \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
f=\frac{\omega}{2 \pi} \approx 5 \times 10^{18} \mathrm{~Hz} \tag{21}
\end{equation*}
$$

Therefore, we can define the wavelength $\gamma$ as follows:

$$
\begin{equation*}
\gamma=\frac{c}{f} \approx 10^{-10} \mathrm{~m} . \tag{22}
\end{equation*}
$$

Thus, wavelength (22) and the radius of the region of existence of the standing wave (18) are related by the following relationship:

$$
\begin{equation*}
R \approx \frac{\gamma}{2} \tag{23}
\end{equation*}
$$

This means that the region of existence of a standing wave increases with increasing wavelength or with decreasing frequency.

The own frequency of drug molecules is within as follows:

$$
\begin{equation*}
L=\left(10^{13} \div 10^{14}\right) \mathrm{Hz} \tag{24}
\end{equation*}
$$

The reader can find this parameter in [187], the value of which is much lower than frequency (21). Therefore, the frequencies of drugs can modulate the frequency of the electromagnetic field in a water molecule. We also note that the region of existence of a standing wave with a frequency of a drug substance is approximately $10^{7}$ times greater than the region of a standing wave in a water molecule. The reader can compare (21) with (24).

It is known that electromagnetic radiation interacts with the molecules of a substance, causing radiation or absorption of electromagnetic radiation by the molecules of a substance at certain frequencies [188]. Therefore, the molecules of a substance can interact through electromagnetic radiation. A multiple enhancement of the effect of such an interaction appears when the eigenfrequencies of the emitting and absorbing molecules coincide. (In this one can see the homeopathic principle of treating of the like by the like, where the similarity is understood in the sense of similarity of frequencies, and not similarity of chemical composition). It must be assumed that it is precisely the frequencies of drugs that are the catalyst that affects diseased organs. Therefore, water molecules that carry "drug frequencies" act in exactly the same way as the drug substances themselves. This explains paragraphs 1.1 and 1.2.

## 4. The effect of high dilution

Initially, subject to precautions in the solution, the number of drug molecules $M_{0}$ significantly exceeds the number of impurity molecules $M_{1}$. We write this fact in the following form:

$$
\begin{equation*}
M_{0}=k M_{1} . \tag{25}
\end{equation*}
$$

where the proportionality coefficient $\mathrm{k} \gg 1$. Accordingly, the number of water molecules $V_{0}$, bearing the drug frequency, significantly exceeds the
number of molecules $V_{1}$, bearing the frequency of the impurity. We will record this fact in the following form

$$
\begin{equation*}
V_{0}=k V_{1} . \tag{26}
\end{equation*}
$$

It was noted above that the region of existence of an electromagnetic wave with a frequency of a drug substance is approximately 100 times greater than the region of a standing wave in a water molecule. Water molecules carrying any frequencies "charge" free molecules with these frequencies. Due to the mobility of water molecules, it can be assumed that all water molecules are charged of various modulating frequencies and the same relation is preserved between them (26). We denote

$$
\begin{equation*}
q=V_{0} / M_{0} \tag{27}
\end{equation*}
$$

When diluting the solution and maintaining the same volume, the number of molecules $M_{0}$ and $M_{1}$ decreases. However, the number of water molecules remains the same and, as before, all water molecules are charged. Therefore, after breeding

$$
\begin{equation*}
q_{2}>q \tag{28}
\end{equation*}
$$

After many dilutions

$$
\begin{equation*}
q_{2} \rightarrow \infty . \tag{29}
\end{equation*}
$$

From equations (28), (27), and (25) it follows that the number of molecules $M_{0}$ and $M_{1}$ tends to zero. Consequently, the effect of impurities disappears. This explains paragraph 1.4.

Modulation of a standing wave of water molecules by different molecules of the same substance creates a phase difference of electromagnetic waves in different water molecules. The therapeutic effect depends on the total effect of all water molecules. Obviously, the total effect of molecules with different phases is less than the total effect of "inphase molecules". Similar to the previous one, it can be shown that dilution increases the number of "in-phase molecules". This explains paragraph 3 .

## 5. Conclusions

It follows from the above that

1. In water molecules there are always intrinsic electromagnetic waves, which persist in the form of a standing electromagnetic wave of a certain high frequency.
2. This frequency is modulated by the intrinsic frequency of substances dissolved in water. This frequency is much less than the intrinsic frequency of water.
3. Water retains modulated electromagnetic oscillations in the absence of the substance creating these oscillations.
4. Water containing modulated electromagnetic oscillations affects the organism similar to the substance creating these oscillations.
5. Dilution of water with a therapeutic drug dissolved in it increases the therapeutic effect and weakens the effect of impurities.

# Chapter 17. The Reversibility of Unipolar Induction 
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## 1. Introduction

The reversible law of unipolar induction is stated below. It is shown that this law of unipolar induction can justify the magnetohydrodynamic dynamo effect and the existence of the magnetic field of astronomical objects. Next, we consider convection magnetic currents that can exist without the existence of magnetic charges (magnetic monopoles). Relevant experiments are indicated.

## 2. Justification of the reversibility of the law of unipolar induction

Eichenwald in [86] considers a rotating charged disk exciting a magnetic field. Eichenwald calls these rotating charges a convection current. His experiment suggests that ordinary electric current, convection current, a rotating electric field, and a rotating charged disk equally excite a magnetic field.

A rotating charged disk is a source of a rotating electric field. Thus, from the Eichenwald experiment, it follows that a rotating electric field excites a magnetic field.

The law of Faraday unipolar induction is widely known:

$$
\begin{equation*}
E=V \times B \tag{1}
\end{equation*}
$$

or

$$
\begin{equation*}
E=V \times \mu H \tag{2}
\end{equation*}
$$

On this basis, it can be assumed that there is a reversible law of unipolar induction:

$$
\begin{equation*}
H=V \times \varepsilon E \tag{3}
\end{equation*}
$$

It is easy to make sure that formula (3) satisfies the requirements of the dimension of its variables.

Consider the case when the vector products in (2) and (3) can be replaced by a simple product and the magnitudes of the strengths $E$ and $H$ included in formulas (2) and (3) coincide. Then we get:

$$
\begin{align*}
& E=V_{2} \mu H  \tag{4}\\
& H=V_{3} \varepsilon E \tag{5}
\end{align*}
$$

Multiplying (4) by (5), we find:

$$
\begin{equation*}
V_{2} V_{3}=\frac{1}{\mu \varepsilon}=c^{2} \tag{6}
\end{equation*}
$$

Relation (4) is observed in known experiments at technically feasible speeds and strengths. At the technically feasible strengths, the speed

$$
\begin{equation*}
V_{3}=\frac{\mathrm{c}^{2}}{V_{2}} \tag{7}
\end{equation*}
$$

should reach fantastically large values. However, for large both electric field strengths $E$ and speeds $V_{3}$, the appearance of magnetic field strength $H$ should be observed.

The magnetohydrodynamic dynamo is known: the effect of selfgeneration of a magnetic field in a certain motion of a conducting fluid [145]. This effect explains the formation and existence of the magnetic field of astronomical objects such as galaxies, stars, planets [146]. In these phenomena there is high-speed movement of electric charges in a liquid or plasma, which is equivalent to large both electric field strengths $E$ and velocities $V_{3}$. Consequently, the reversible law of unipolar induction can serve as a justification for all these phenomena.

## 3. Magnetic currents

It was stated above that the magnetic field is created by the convection electric current of electric charges. In this case, equation (2) can be considered as the equation of magnetic field strength depending on the electric current of electric charges.

By analogy, it can be argued that the electric field can be created by the convection magnetic current of magnetic charges. In this case, equation (1) can be considered as the equation of electric field strength depending on the magnetic current of magnetic charges.

The idea of the existence of magnetic charges is not new. It is known that Heaviside was the first who introduced magnetic charges
and magnetic currents into Maxwell's electrodynamics [140]. Note also that in the mathematical sense, the pole of a long magnet can be identified with a magnetic charge [141].

The creation of an electric field by the convection current of magnetic charges was observed in Searl's experiments. In [142], it is described as a generator, "... accelerating more and more, began to emit a pink glow around him." A similar effect is described in forum [143]. This forum describes the disk of Azanov with many magnets attached to the circumference of the disk (for details, see answer 37). The author in the video (see answer 17) indicates that when his disk is rotated at a speed of 7000 rpm , a halo is formed. Indeed, in both cases, the rotation of the magnets is naturally identified with the convection current of the magnetic charges, and the resulting pink glow or halo is explained by the appearance of an electric field in accordance with equation (1).

Thus, the movement of magnets, the poles of which are oriented equally relative to the line of motion, can be considered as a magnetic current. This magnetic current creates an electric field. This does not mean that magnetic charges exist as a physical object but allows one to compactly describe the motion of a set of magnets.

## 4. Rotating fields

An electrically charged disc creates a symmetric electric field. Eichenwald's experience shows that a rotating symmetric electric field creates a magnetic field. In connection with this, Bogach in [139] says that "with a bigh probability we can expect the existence of the opposite effect: with the rotation of even a symmetric magnetic field, an electric field should arise. And this possibility should be experimentally verified. Many published experimental works have been devoted to the search for the mentioned electric field ... However, it was not possible to measure the electric field in any of them, which can be explained, as will be seen from the following, with erroneous ideas about the properties of the field under study".

The above experiments demonstrate the opposite effect, on which Bogach says: a rotating magnetic field creates an electric field. Chapter 2 g shows that there is an electric field in three-phase machines.

Bogach connects the question of the existence of this phenomenon with the question of the existence of a static electromagnetic field. In the previous chapters, it is shown that a static electromagnetic field follows directly from Maxwell's equations. For example, there is a static electromagnetic field in a DC wire and in a charged capacitor.

## 5. Equations of unipolar induction in the set of Maxwell's equations

Consider the formulas listed in table 1.

Table 1.

|  |  | a | b |
| :---: | :--- | :---: | :---: |
| 1 | Current density | $j=D V$ | $m=B V$ |
| 2 | Maxwell's equations Induction | $\operatorname{rot} H=j=V \times D$ | $\operatorname{rot} E=m$ |
| 3 | Unipolar <br> Equations | $E=V \times B$ |  |

Consider the case when the electric charge is located at the end of an electret moving at a speed $V$. In this case, the density of the electric convection current is described by formula (1a) in table 1 because the electric induction at the end of the electret is equal to the density of the electric charge. In table 1, equation (2a) obtained above as (2.3) determines the magnetic field strength created by this convection current in the vicinity of the electret end. Equation (3a) in table 1 determines the magnetic field strength created by this convection current directly at the end face of the electret. Note that equation (2a) does not allow finding the strength at the end face. This also follows from the fact that the Bio-Savart-Laplace equation, equivalent to equation (2a), also does not allow the determination of the strength at the end face because in this case, the division by zero appears in the Bio-Savart-Laplace equation.

We now consider the case when the end face of a permanent magnet with magnetic induction $B$ moves at a speed $V$. The magnetic induction at the end of the magnet is equal to the density of the magnetic charge. Therefore, the movement of the end face of the magnet is equivalent to a magnetic current with density (1b) in table 1. Equation (2b) in the table determines the electrical field strength generated by this convection current in the vicinity of the end face of the permanent magnet. Equation (3b) determines the magnetic field strength created by this convection current directly at the end face of the permanent magnet. Here it can also be noted that equation (2b) does not allow finding the strength at the end.

From this, it follows that equations (3a) and (3b) listed in table 1 should be included in the set of Maxwell's equations.

## 6. Proposed experiment

Below we consider a speculative (for now) experiment, which demonstrates the existence of magnetic currents, i.e. currents of magnetic charges. This will not mean that magnetic charges exist as a physical object but will allow a compact description of the movement of a set of magnets.

If this experiment were successful, then this would not mean a violation of the Maxwell equations: they would become even more symmetrical.

So, let's look at the scheme shown in Figure 1 below. First magnetically soft ring 1 , pressed onto sleeve 2 , can rotate around axis 3 by motor 4 . Second magnetically soft ring 5 is fixed motionless. Between rings 1 and 5 there is copper cylinder 6 . On the sides of rings 1 and 5 there are stationary ring windings 7 .

If the electric current $I$ flows through ring windings 7 , then rings 1 and 5 are penetrated by a magnetic field with the induction $B$.

Thus, a rotating magnetic field is created. If this assumption is true, then this magnetic field excites an electric field along cylinder 6. Therefore, some electric current $J$ should flow along cylinder 6 , which closes through ammeter 8 along current lead 9 . The readings of ammeter 8 will must confirm or refute this assumption.


Fig. 1.
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## 1. Introduction

It is known that the Ampere force contradicts the Third Newton Law. However, it does not contradict the more general Law of Momentum Conservation, as the electromagnetic field has a momentum. It is important to note that a static electromagnetic field can also have a momentum and therefore, the Ampere force does not contradict law of conservation of momentum, also in the case when it occurs in conjunction with a permanent magnetic field. From this it follows that the Ampere force must be balanced by the flow of electromagnetic field momentum. However, as far as the author knows, a quantitative comparison of the Ampere force with the flow of electromagnetic field momentum does not exist. Therefore, this comparison will be discussed below, see also in [25]. Here we shall also define some parameters and taking them into account, we shall show that the Lorentz force and the Ampere force can be regarded as corollaries of the existence of electromagnetic field momentum and the law of momentum conservation.

## 2. The Field's Configuration

For an electromagnetic field, let us denote the following quantities:
$W$ is the energy density (scalar), $\mathrm{kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-2}$,
$S$ the energy flow density (vector), $\mathrm{kg} \cdot \mathrm{s}^{-3}$,
$p$ the momentum density (scalar), $\mathrm{kg} \cdot \mathrm{m}^{-2} \cdot \mathrm{~s}^{-1}$,
$f$ the electromagnetic field momentum density (vector), $\mathrm{kg} \cdot \mathrm{m}^{-}$ ${ }^{1} \cdot \mathrm{~s}^{-2}$,
$V$ the electromagnetic field volume (scalar), $\mathrm{m}^{3}$.
Figure 1 clearly shows several lines of current, induction, and flow. The"forest" of brown lines of the flow begins at the intersection points of the lines of current and the lines of induction, as shown by the circles. The flow lines penetrate the body, pass out of the body and are closed as shown by the horizontal arrows. These closing lines are shown by the circles in Figure 2.


Fig. 1.


Fig. 2.
It is known $[1,2]$ that

$$
\begin{align*}
& |f|=W  \tag{1}\\
& S=W \cdot c  \tag{2}\\
& p=W / c, p=S / c^{2}  \tag{3}\\
& f=p \cdot c, f=S / c \tag{4}
\end{align*}
$$

The integral of the density by volume will be denoted as

$$
\begin{equation*}
A_{V}=\int_{V} A \cdot d V \tag{4a}
\end{equation*}
$$

The energy flow $S_{V}$ may exist also in a static electromagnetic field [13]. Therefore, the momentum flow $f_{V}$ exists also in a static electromagnetic field created by a direct current and permanent magnetic field.

The law of momentum conservation for a device interacting with the electromagnetic field can be written in the following form [13]:

$$
\begin{equation*}
-\frac{\partial}{\partial t}(J)=\frac{\partial}{\partial t}(p V)+f b \tag{5}
\end{equation*}
$$

where
$J$ is the mechanical momentum of the device,
$V$ is the volume of the device; the volume in which the electromagnetic field momentum interacts with the device, i.e. with charges and currents in this volume,
$b$ is the cross-sectional area of the body, along which the flows of energy and momentum propagate.

Equation (5) means that the total flux of momentum in the entire volume of the field is equal to zero.

It is known that the force acting on the device is defined by

$$
\begin{equation*}
F=-\frac{\partial}{\partial t}(J) \tag{6}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
F=\frac{\partial}{\partial t}(p V)+f b \tag{7}
\end{equation*}
$$

Combining (7) with (3) and (4), we get:

$$
\begin{equation*}
F=\frac{\partial}{\partial t}\left(\frac{S V}{c^{2}}\right)+\frac{S b}{c} \tag{8}
\end{equation*}
$$

Thus, if the device is in the flow of electromagnetic energy $S_{V}$, then it is influenced by force (8), depending only on the flow of electromagnetic energy $S_{V}$. This force exists also for a permanent flow $S_{V}$ and then

$$
\begin{equation*}
F=\frac{S b}{c} \tag{9}
\end{equation*}
$$

In this case, if the flow of electromagnetic energy flux is distributed in the material with relative permittivity $\varepsilon$ and relative permeability $\mu$, then in formulas (8) and (9) the light speed $c$ in a vacuum should be replaced by the electromagnetic wave speed $c_{S}$ in the material as follows:

$$
\begin{equation*}
c_{S}=\frac{c}{\sqrt{\varepsilon \mu}} \tag{10}
\end{equation*}
$$

Let us consider the case shown in Figure 1 when the vectors of electric field strength $\mathbf{E}$ and electric field strength $\mathbf{H}$ are perpendicular to each other. In this case there is

$$
\begin{equation*}
S=E H \tag{11}
\end{equation*}
$$

Let also allow the field in the device to be uniform and concentrated in some volume $V$. Then with equations (8), (10), and (11), the field can be expressed as follows:

$$
\begin{equation*}
F=\frac{\partial}{\partial t}\left(\frac{E H V \varepsilon \mu}{c^{2}}\right)+\frac{E H b \sqrt{\varepsilon \mu}}{c}, \tag{12}
\end{equation*}
$$

If, besides that, the field is permanent, then

$$
\begin{equation*}
F=\frac{E H b \sqrt{\varepsilon \mu}}{c} \tag{13}
\end{equation*}
$$

or

$$
\begin{equation*}
F=\frac{S b \sqrt{\varepsilon \mu}}{c} . \tag{13a}
\end{equation*}
$$

## 3. The Lorentz Force

Let us consider the magnetic Lorentz force acting on a body with charge $q$ moving at a speed $v$ perpendicular to the vector of the magnetic induction $B$ :

$$
\begin{equation*}
F_{L}=q v B . \tag{14}
\end{equation*}
$$

We shall neglect the induction of the intrinsic magnetic field of a moving charge compared with the induction of an external magnetic field. We shall also neglect its own momentum of a moving charge. Then we have to accept that force (14) is caused by the flow of the momentum of electromagnetic field that penetrates the body of the charge. Thus, from equations (13) and (14), we can obtain:

$$
\begin{equation*}
q v B=\frac{E H b \sqrt{\varepsilon \mu}}{c}, \tag{16}
\end{equation*}
$$

or for $B=\mu_{o} \mu H$ ( $\mu_{o}$ is the magnetic constant for a vacuum) there is

$$
\begin{equation*}
q v c=\frac{E b \sqrt{\varepsilon / \mu}}{\mu_{o}}, \tag{17}
\end{equation*}
$$

Consequently, inside the body there should be the electric field strength directed along the velocity and equal to

$$
\begin{equation*}
E=\frac{q v c \mu_{o}}{b \sqrt{\varepsilon / \mu}} . \tag{18}
\end{equation*}
$$

Let us note that

$$
\begin{equation*}
c \mu_{o}=\sqrt{\frac{\mu_{o}}{\varepsilon_{o}}} \approx 377 \tag{19}
\end{equation*}
$$

where $\varepsilon_{o}$ is the electric constant for a vacuum.
From (18) and (19) we find:

$$
\begin{equation*}
E=\frac{q v c \mu_{o}}{b} \sqrt{\frac{\varepsilon}{\mu}} \approx 377 \frac{q v}{b} \sqrt{\frac{\varepsilon}{\mu}} \tag{20}
\end{equation*}
$$

Consequently, inside a charged body moving in a magnetic field and being under the influence of Lorentz force there exists an intensity of electric field proportional to the movement speed.

## The example with an Electron

It has a charge $q_{o}=1.6 \cdot 10^{-19}$, classical radius $r_{o}=2.8 \cdot 10^{-15}$, square of the central section of electron $b_{o}=\pi r_{o}^{2}=25 \cdot 10^{-30}$. Also $E_{0} \sqrt{\varepsilon / \mu}=25 \cdot 10^{21} v$. One may also say that on the diameter of the electron along the speed direction there exists a potentials' difference: a voltage $U_{0}=2 E_{0} r_{0}=5 \times 10^{22} v \sqrt{\frac{\mu}{\varepsilon}}$. Considering the arguments of Feynman [13] on the internal forces of the electron, restraining the electron charges on the surface of the sphere, we can see that this voltage is the force that "pulls" lagging charges to their place on the sphere when they move under the action of the Lorentz force.

Thus, the Lorentz force can be considered as a consequence of both the existence of a pulse of an electromagnetic field and the law of conservation of momentum. At the same time, however, it is necessary to assume that inside the moving charged body there is an electric field of form (20) proportional to the speed of movement.

So, a charged body moving at a certain speed in a magnetic field turns out to be in an electromagnetic field with

- the flow of electromagnetic energy,
- electromagnetic pulse and
- momentum flux of the electromagnetic field.

It follows from the law of conservation of momentum that the time derivative of the mechanical impulse of this body (i.e. the force acting on the body) depends on

1) the time derivative of the electromagnetic field momentum and
2) momentum flux of the electromagnetic field.

This power is the power of Lorentz.

## 4. The Ampere Force

Let us consider the Ampere force acting on a conductor with the electric current $I$ moving at a speed $v$ perpendicular to the vector of the magnetic induction $\mathbf{B}$ :

$$
\begin{equation*}
F_{A}=I B L . \tag{21}
\end{equation*}
$$

If this force $F_{A}$ is caused by the momentum flux of the electromagnetic field penetrating the conductor, then from equations (13) and (21) we get:

$$
\begin{equation*}
I B L=\frac{E H b \sqrt{\varepsilon \mu}}{c} \tag{23}
\end{equation*}
$$

or for $B=\mu_{o} \mu H$, the reader can obtain the following expression:

$$
\begin{equation*}
I H L \mu_{o} \mu=\frac{E H b \sqrt{\varepsilon \mu}}{c} \tag{24}
\end{equation*}
$$

Therefore, the strength of electric field in this case will be equal to

$$
\begin{equation*}
E=\frac{I L \mu_{o} c}{b \sqrt{\varepsilon / \mu}} \tag{25}
\end{equation*}
$$

Qualitatively, this force can be explained by the fact that free electrons lag behind the body and accumulate in the "tail" of an accelerating body. This phenomenon was considered by Feynman for an accelerating electron [13]. The electrical resistance of the material inhibits the uniform distribution of charges. It consumes extra energy. Consequently, the movement of a charged body at a constant speed occurs with the expenditure of energy for heat losses. This ensures the constancy of the energy of the electric field inside a charged body.

If the resistivity of the conductor is equal to $\rho$ and the electric current density is equal to $j$, then

$$
\begin{equation*}
j=I / b \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
E=j \rho \tag{27}
\end{equation*}
$$

Then from (25)-(27) we get:

$$
\begin{equation*}
\rho=L \mu_{o} c \sqrt{\frac{\varepsilon}{\mu}} \tag{28}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{c}=\frac{\rho}{L \mu_{o}} \sqrt{\frac{\mu}{\varepsilon}} . \tag{29}
\end{equation*}
$$

Consequently, speed (29) of propagation of electromagnetic energy in a wire under the action of the Ampere force is less than the speed of light.

From the above, it follows that the Ampere force can be considered as a consequence of both the existence of a flux of an electromagnetic field pulse and the law of conservation of momentum.

## 5. The Khmelnik Force

On the basis of formula (12), it can be argued that there is another force that for brevity we will call the Khmelnik force (if, of course, no one has yet considered this force) [18]. In particular, it can be the power
of Lorentz or the power of Ampere. In other cases, however, it is not equivalent to these forces. Chapter 13 examines the experiments of Tamm, Graham and Lahoz, Ivanov GP, which can be explained by the existence of this force. These experiments were performed in stationary fields but with a variable strength $E$. In [18], a mental experiment is considered that works in static fields according to formula (13). Consider this problem.

Let us consider Figure 3 that shows a body located inside the solenoid with the direct current $I$. The body has covering electrodes under the direct voltage $U$. In this case, the body creates electromagnetic stationary field with the electric field strength $E$ and the magnetic field strength $H$. In the body, a flow of electromagnetic energy with density (11) appears that is shown in Figure 3 by the circles. This flow can be presented in the form of two spheres united in the body and threading it in the vertical direction. This flow creates force (13) acting on the body.


Fig. 3. The body inside the solenoid with the DC elctric current.
Let us consider in more detail the calculation of force (13), using for this purpose the following designations of body size shown in Figure 3: $L, d, h$. Let the body be made of magnetodielectrics with the magnetic permeability $\mu=400$, dielectric constant $\varepsilon=10$, saturation induction $B=0.5$. The magnetic intensity with maximum induction $H=$ $B /\left(\mu \mu_{o}\right)=0.5 /\left(400 \times 4 \pi \times 10^{-7}\right) \approx 1000$. Let also $U=30,000$, $h=0.2, d=0.5$. Then $b=h d=0.1, E=\frac{U}{d}=15,000$. Then with expression (13), we find:

$$
F=\frac{E H b \sqrt{\varepsilon \mu}}{c}=15,000 \times 1000 \times 0.1 \times \frac{\sqrt{10 \times 400}}{c} \approx \frac{10^{8}}{c} \approx 0.3
$$

Thus, we may expect that the device can be implemented. The author suggests for experimentalists to verify the generation of the Khmelnik force and to supplement its name by their own names.
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