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Abstract—Many companies start using could systems and
services to increase their productivity and decrease the cost
by migrating their applications, infrastructures, and data to
external cloud platforms. Using cloud systems leads to raise
the number of attacks on such systems. Protecting these cloud
platforms from different attacks becomes an essential task using
Intrusion detection systems (IDS). In general, IDS is used to
detect normal or abnormal network traffic packets. In this paper,
we proposed a hybrid intelligent IDS system based on a one-
dimensional Convolution Neural Network (1D-CNN) and Binary
Particle swarm Optimization (BPSO). BPSO is employed as a
wrapper feature selection to determine the most valuable features
and reduce the high dimensionality of collected data. While 1D-
CNN is employed as a binary classifier. We adopted a real dataset
called UNSW-NB15 to evaluate the proposed hybrid IDS. The
obtained results show the proposed system can detect normal
and abnormal packets with an accuracy equals 94.3%.

I. INTRODUCTION

Several companies start using cloud computing systems to
operate their applications and manipulate their data over the
internet. All could activities are accessed remotely over the
internet. In general, could computing systems help compa-
nies and end users from several issues related to installing,
maintaining, and securing their applications, infrastructures
and data [1], [2]. Protecting cloud computing systems from
abnormal traffic is needed. Several Cloud Service Providers
(CSP) start developing intelligent IDS to prevent illegitimate
entry to cloud computing systems. In simple, the main task of
IDS is to distinguish normal and abnormal traffics [3].

There are two types of IDS: Host intrusion detection sys-
tems (HIDS) and network intrusion detection systems (NIDS)
[4]. HIDS control all kind of attacks inside a local network
(e.g., LAN) by monitoring and analyzing all traffics comes
from local machines in order to detect abnormal traffic or
behavior [5]. While NIDS monitors all traffic comes from
outside network (e.g. WAN). Both types reports all abnormal
behaviors and illegitimate activity to the system administrator
and execute a set of protection activities to stop such attacks
or abnormal behaviors [3].

To keep cloud computing systems healthy and protected,
IDS examine each packet and classify it to normal or abnormal
one [6]. In general, IDS works in two methods: Anomaly and
misuse (signature)-based detection. Anomaly method tries to
detect any abnormal traffic that is deviates from the normal
one. While misuse method tries to detect any abnormal traffic
based on previous patterns of abnormal traffic patterns [7].
Building IDS is a complex process since the process of

detecting intrusion is considered as NP-Hard problem [8],
[9]. As a result, building intelligent IDS based on Machine
Learning (ML) methods and Soft Computing (SC) is needed.

Each IDS should have three attributes to secure any sys-
tem which are: Data confidentiality, Data integrity, and Data
availability [10]. Data confidentiality means that sensitive data
cannot be accessed by untrusted user. Data integrity means
that the data should be consistent and not tampered while
transmission process. Data availability means that the data can
be accessed any where any time securely. Figure 1 explores the
detection and response processes that is proposed by Denning
[11]. The detection process cannot be directly executing based
on the data available when the main task of IDS it to classify
all activity happen on the network due to several reasons such
as: huge amount of traffic data, unequal distribution of data,
shortage of available knowledge to recognize new types of
attacks, and shortage of stability [11]. In addition to that,
IDS did not have the ability to control a large number of
alarms, which needs more computational time and reduce the
detection rate [12]. Therefore, it is important to reduce the
data dimensionality before building IDS. To achieved this, FS
methods can reduce the data dimensionality and enhance the
overall performance of IDS.

Several exits IDS try to build an intelligent classification
system based on a set of historical data. Since network
traffic data is considered a high dimensionality data, several
researcher employed Feature Selection (FS) methods to en-
hance the data quality and reduce the dimensionality [13].
For example, Sarvari et al. [14] employed a modified Cuckoo
Search Algorithm (CSA) as a wrapper FS and Evolutionary
Neural Network (ENN) as a classification method. Thakkar
and Lohiya [15] applied seven different ML classifiers(i.e.,
Support Vector Machine (SVM), Naı̈ve Bayes (NB), Decision
Tree (DT), Random Forest (RF), k-nearest neighbours (kNN),
Logistic Regression (LR), and Artificial Neural Networks
(ANN)) to classify intrusions. The authors employed two
FS methods (i.e., Chi-Square, Information Gain (IG), and
Recursive Feature Elimination (RFE)). Almomani [16] applied
four warpper feature selection methods (i.e., particle swarm
optimization (PSO), grey wolf optimizer (GWO), firefly op-
timization (FFA) and genetic algorithm (GA)) to select the
most valuable features from intrusion detection dataset called
UNSW-NB15. The author applied two ML classifiers (i.e.,
SVM and J48).

The motivation of this paper is to investigate the perfor-
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Fig. 1. Processes of intrusion detection and response system [11].

mance of BPSO as a wrapper feature selection method with
CNN as a ML classifier to build an intelligent IDS.

The rest of this paper organized as following: Section II
explores the related works of ML and FS in the area of IDS.
SectionIII presents the proposed method. Section IV presents
the dataset (i.e., UNSW-NB15) used in this paper. Section VI
explores the obtained results and a deep discussion about it.
Finally, Section VII presents the finding and future work of
this paper.

II. RELATED WORKS

FS and ML have been widely used in different domains
successfully, such as software fault prediction [17], bioinfor-
matics [18], text categorization [19], and intrusion detection
[16]. There are many published papers that employ ML in clas-
sifying abnormal traffics in an IDS. In general, ML methods
try to find a robust model based on training data to classify
each packet. Figure 2 show a general pictorial diagram for
IDS based on ML methods. In this section, we will highlight
the main works that is related to intrusion detection. Aneetha
et al. [20] applied an online intelligent analysis system that
handles data collected from several devices. In general, IDS
can provide a robust solution in order to provide a secure
network against external attacks. IDS works as an elaborate
device to control and monitor all network traffic and handle
malicious traffic.

Most of the IDS is evaluated based on two criteria which
are accuracy of detecting class and stability of detection in
each class [21]. Detecting attacks is not an easy task due to
large number of packets received. Therefore, IDS should be
able to handle the coming data accurately and reduce the data
dimensionally [22]. ML consists of several algorithms such as
(SVM, DT, ANN, CNN, etc.) that makes computers to learn
from data to identify patterns (e.g., identify attacks) . ML first
tries to find out the best model that fit the training data by
reducing the classification error between actual and estimated
output. The trained model is simulated over a new data called

testing data. Building a robust model depends on several
attributes such as: learning algorithm, size of input data, and
quality of input data [22]. To enhance the overall performance
of ML model(s), removing irrelevant and redundant features
will enhance the learning process which reflect on the overall
performance of trained model.

Sivatha et al. [23] proposed a lightweight IDS based on a
hybrid method between Genetic algorithm (GA), ANN and
DT. GA is used as a wrapper feature selection method, while
ANN and DT are hybridized in a single classifier called
neurotree. The authors employed their proposed method over
NSL-KDD datasets. The GA selects 14 valuable features out
of 41. The proposed method shows a great performance with
accuracy equals 98.38%.

Shahri et al.[22] proposed a ML model as an IDS based
on a combination between SVM and GA . In this work, the
authors employed GA as a wrapper feature selection, while
SVM as a ML classifier. The obtained results show that GA
can reduce 75.6% (i.e., 10 features out of 41) of the collected
features. Moreover, the authors classified the selected features
into three categories based on its importance (i.e., first priority,
second priority, and third priority). The author’s simulated
their proposed model over KDD’99 dataset and the obtained
results show a high accuracy (97.3%) of detecting abnormal
packets with false alarm rate equals to 0.017.

Yang et al. [24] highlighted the importance of wrapper
feature selection algorithm for building a lightweight IDS. The
authors employed a modified haphazard mutation hill climbing
as a search method. Yinhui et al.[25] applied a wrapper FS
called gradually feature removal (GFR). The authors applied
their FS method over KDD Cup dataset. The obtained results
of GFR select 19 features out of 41. Moreover, the authors
applied SVM as a ML classifier and the performance was
98.62%.

Selvakumar et al. [26] applied a firefly algorithm as a filter
and wrapper FS methods. Moreover, the authors applied their
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Fig. 2. IDS with ML procedure.

proposed method over the KDDCUP 99. The obtained results
show that the performance of ML classifiers is improved with
FS. Al-Yaseen [27] applied firefly algorithm as a wrapper FS
method with SVM. The proposed system first removes the
irrelevant features, which enhanced the performance of SVM.
The obtained accuracy of the proposed IDS is 78.89%.

This paper tries to employ a wrapper feature selection based
on BPSO and CNN as a classifier. It aims to employ the
proposed method over UNSW-NB15 dataset.

III. PROPOSED METHOD

A. Binary PSO

Particle Swarm Optimization (PSO) algorithm proposed in
1995 by Kennedy and Eberhart [28]. PSO tries to simulate
the social behavior of organisms (e.g., fish schooling). In
simple, PSO consists of a set of solutions (particles) that are
exploring the search space. Each solution has a position, which
is adjusted based on two factors: internal memory for each
particle and the location of the best particle in the search space.
Each solution has two variables: position xid and velocity vid
based on the position of the best obtained solution pi and
the position of best solution in the neighborhood pg . Where
i refers to the solution in the population (i = 1, . . . , Sn),
n is the size of population, d refers to the dimension index
of a solution (d = 1, . . . ,m), and t refers to the number
of iterations. The position and velocity for each solution is
updated based on Eq. (1) and Eq. (2), respectively. Where the
variable w refers to a positive inertia weight, r1 and r2 are two
randomly generated numbers between [0,1] at each iteration,
and c1 and c2 are the degree of influence of pid and pgd on
the particles velocity, respectively. To control the velocity of
each solution to be in the search space, the velocity variable
v should be within range of [vmin, vmax].

vid(t+1) = wvid(t)+c1r1[pid(t)−xid(t)]+c2r2[pgd(t)−xid(t)].
(1)

xid(t+ 1) = xid(t) + vid(t+ 1). (2)

Fig. 3. The pseudo-code for Particle Swarm Optimization.

The particles in a continuous version of PSO move or update
their positions based on Eqs. (1) and (2). While in BPSO,
the variables values have either 0 or 1. Many research papers
adopted BPSO to handle any binary optimization problems
[29]. To convert continuous PSO to BPSO, a sigmoid transfer
function (TF) is needed [29]. The continuous value is used as
an input to TF in order to generate a probability value that
switch each value to 0 or 1 in the position vector based on on
Eq. (3):

S(vid(t+ 1)) =
1

1 + e−vid(t)
(3)

where V d
i refers to the velocity value of the dth dimension

in the ith vector, and t refers to the current iteration. Eq. (4)
presents the updating procedure for the current particle based
on probability value S(vid(t + 1)) that is obtained from Eq.
(3):

xid(t+ 1) =

{
1 if rand(0.0, 1.0) < S(vid(t+ 1))
0 otherwise

(4)
where xd

i (t + 1) refers to the element in the dth dimension
in the ith position in the next iteration, rand() refers to a
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function that generates a random number between [0,1]. Table
I explores the internal parameters setting used in BPSO. Figure
4 presents the overall performance of the BPSO for a single
iteration. In this paper, we employed kNN as an internal
classifier for selected features due to its simplicity and less
execution time.

TABLE I
THE PARAMETERS SETTING FOR BPSO.

Parameters Values
Number of iterations (t) 1500
Swarm size (Sn) 60
vmax 1
vmin 0
degree of influence (c1) 1.75
degree of influence (c2) 1.75
Inertia weight (w) 0.9

Fig. 4. An example of a BPSO for a single iteration.

B. CNN
One of the most well-known feedforward neural networks

is Convolutional neural networks (CNNs), which mainly used
in image processing [30]. CNN has an outstanding perfor-
mance due to employing the convolutions concept. In simple,
convolutions work by filtering the input data (e.g., image,
row data, etc.) to small areas. CNN mainly used in image
processing as two-dimensional (2D). However, 1D CNN exist
can be employed successfully for row of data (e.g., time series
processing). In this paper, we employed 1D CNNs to detect
intrusions. Figure 5 explores the basic structure of 1D-CNN.
The structure of 1D-CNN is quite similar to 2D CNN (i.e.,
convolutionReLU-MaxPooling). In 1D, the convolutions are
1D in order to handle each feature in a separate manner. For
classification purpose, a fully connected layer is used to predict
the output. Dropout layer is used to prevent overfitting [31].

IV. DATASET

In this paper, we used a public intrusion dataset called
UNSW-NB1 that is collected by Moustafa et al.[32]. The

dataset is a hybrid one that has actual current normal net-
work operation and synthetic modified attack. The dataset has
been collected using an attack generation tool called IXIA
PerfectStorm. The dataset has nine types of modified attacks
and real ones. The original dataset has 49 features. However,
in this work we used only 43 input features and single output
feature.

V. PERFORMANCE MEASURE

To evaluate the performance of proposed method, we em-
ployed four metrics which are: true positive (TP), true negative
(TN), false positive (FP) and false negative (FN). Moreover,
the confusion matrix as shown in Figure 6 is used to calculate
true positive rate (TPR), true negative rate (TNR), false
positive rate (FPR) and false negative rate (FNR). Based on
these metrics, five factors are calculated which are: accuracy
(See Eq.(5), Specificity (See Eq.(6), Precision (See Eq.(7),
Recall (See Eq.(8), and F-Measure (See Eq.(9)).

Accuracy =
TP + TN

TP + FP + FN + TN
(5)

Specificity =
TN

TN + FP
(6)

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

F −Measure =
2× (Recall × Precision)

Recall + Precision
(9)

VI. RESULTS AND ANALYSIS

In this paper, all experiments were performed on 3.80
GHZ, i7 CPU, 16.0 GB RAM, and Windows 10 operating
system. All codes are implemented using MATLAB 2019a
environment.

Table II explores the selected features for 11 independent
runs. From the obtained results, we can see that BPSO can
reduce the dimensionality of the data between 48% up to
82%. We believe that data reduction will enhance the overall
performance of ML by eliminating the irrelevant features from
the original dataset. While Table III evaluates the selected
features in Table II based on Accuracy, Specificity, Precision,
Recall, and F-Measure. It is clear that the performance of
Run10 outperforms other experiments in terms of accuracy
(i.e., 92%), and precision (i.e., 86%). Moreover, the BPSO
reduces the data dimensionality 80% of the original data.

Table IV explores the performance of four ML classifiers
(i.e., 1D-CNN, kNN, SVM, and DT) using the 10 selected
features from BPSO. It is clear that the performance of CNN
outperforms other classifiers based on the accuracy (i.e., 0.943)
and precision (i.e., 0.930). While the worst performance comes
from SVM with accuracy equals 0.850.

The obtained results show that the combination between
1D-CNN and BPSO can improve the performance of IDS in
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Fig. 5. Standard 1D-CNN.

Fig. 6. Confusion matrix.

detecting abnormal packets in a simple, accurate, and robust
manner.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we employed a hybrid method between 1D-
CNN and BPSO to detect the abnormal packets. In simple,
BPSO is used as a wrapper features selection method, while 1-
CNN is used as ML learning classifier. The proposed method
is evaluated over a public dataset called UNSW-NB15. The
obtained results show that the performance of the proposed
method outperforms other ML classifiers (SVM, kNN, and
DT) with an accuracy equals 94.3%.

In future works, we will examine the performance of
different wrappers feature selection algorithms such as Bi-
nary Genetic Algorithm (BGA), Binary Gray Wolf Optimizer
(BGWO), and Binary Ant Colony Optimization (BACO).
Examining these methods will give us a better understanding
about the most valuable features that affect on the performance
of ML classifiers.
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