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Abstract—In the context of the fifth generation of mobile tech-
nology (5G), multiple technologies will converge into an unified
end-to-end (E2E) system. For this purpose, Software Defined
Networking (SDN) is proposed as the networking paradigm that
will integrate all network segments and heterogeneous optical
and wireless network technologies together with massive storage
and computing infrastructures.

The Control Orchestration Protocol (COP) is presented as
a unified Transport API solution for joint cloud and network
orchestration, allowing interworking of heterogeneous control
planes to provide provisioning and recovery of QoS-aware E2E
services. E2E QoS is guaranteed by provisioning and restoration
schemes, which are proposed for optical circuit/packet switch-
ing (OCS/OPS)restoration by means of signal monitoring and
adaptive modulation, and adaptive route control, respectively.

The proposed solution is experimentally demonstrated in an
international multi-partner testbed which consists of a multi-
domain transport network comprising OCS and OPS domains
controlled by OpenFlow and GMPLS control planes and a
distributed cloud infrastructure. The results show the dynamic
provisioning of IT and network resources and recovery capabil-
ities of the proposed architecture.

I. INTRODUCTION

oftware Defined Networking (SDN) is consolidated as the

most promising candidate to fulfill the stringent require-
ments of the upcoming fifth generation of mobile technology
(5G). SDN is aimed to achieve the integration and conver-
gence of all network segments and heterogeneous optical and
wireless network technologies together with massive storage
and computing infrastructures. SDN promotes the separation
between control and data planes through the definition of com-
mon abstractions and well defined Application Programming
Interfaces (APIs). Many different SDN controllers implemen-
tations have emerged in the last few years, each one with

Manuscript received June X, 2016.

Arturo Mayoral, Ricard Vilalta, Raul Mufioz, Ramon Casellas, Ri-
cardo Marthez, Michela Svaluto and Josep M. Fabrega are with CTTC, Spain
(e-mail: arturo.mayoral @cttc.es).

Alejandro Aguado, Shuangyi Yan and Dimitra Simeonidou are with Uni-
versity of Bristol, United Kingdom.

Jose Maria Gran and Victor Lopez are with Telefonica I+D, Spain.

Pavel Kaczmarek, Rafal Szwedowski, Thomas Szyrkowiec and Achim Aut-
enrieth are with ADVA Optical Networking.

Norboru Yoshikane, Takehiro Tsuritani and Itsuro Morita are with KDDI
R&D Laboratories, Japan.

Masaki Shiraiwa and Naoya Wada are with NICT, Japan.

Masato Nishihara, Toshiki Tanaka, Tomoo Takahara and Jens C. Rasmussen
are with Fujitsu LTD, Japan.

Yuki Yoshida and Ken-ichi Kitayama are with Osaka University, Japan.

its own proprietary northbound interfaces (NBIs), increasing
complexity to design upper control applications which are
forced to implement a different protocol library for each SDN
controller implementation. Moreover, for complex scenarios
where multiple network domains and different transport layers
are involved, a single monolithic controller is not a feasible
solution. In this context, SDN orchestration has been proposed
as a feasible and scalable solution for multi-domain, multi-
technology network scenarios to provide end-to-end (E2E)
network services, enabling to apply inter-domain coordinated
actions based on the intelligent correlation of multiple network
information sources [1].

The need of coordination between different control planes
and SDN solutions, has driven the definition of a common
transport API, which may serve as a common interface for
different SDN controllers (and other control technologies) to
enable E2E transport services by reducing complexity of hier-
archical orchestration architectures. The Optical Internetwork-
ing Forum (OIF) and Open Networking Foundation (ONF)
presented the results of their Global Transport SDN Prototype
Demonstration [2] last year, where several SDN controllers
and hierarchy levels were analyzed, as a result, a Transport
API is being standardized at ONF. The Control Orchestration
Protocol (COP), proposed in [3], has been developed within
the STRAUSS project to address these requirements by of-
fering a common set transport services (i.e., topology service,
connectivity provisioning and path computation) shared among
multiple control systems.

The COP abstracts a set of control plane functions com-
monly used by SDN controllers, allowing the interworking
of heterogeneous control plane paradigms (e.g., OpenFlow
(OF) or GMPLS/PCE). The proposed COP provides a com-
mon NorthBound / SouthBound Interface (NBI/SBI) for SDN
controllers allowing different SDN controllers to be orches-
trated using a single common protocol but also enabling
hierarchical recursive orchestration approaches [4]. Moreover,
COP enables the joint orchestration of cloud (i.e., computing,
storage) and network resources by allowing the provisioning of
EZ2E transport services between Virtual Machines (VM) across
multiple network domains.

This paper extends the work presented in [5]. In summary,
it provides a detailed description of the Control Orchestration
Protocol and the experimental validation of an integrated
orchestration of IT and heterogeneous network resources for
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Fig. 1: Proposed LIGHTNESS-STRAUSS scenario

E2E transport services’ provisioning and recovery with QoS.
The E2E recovery mechanism has been previously presented in
[6], however neither QoS-aware E2E transport was considered
nor the COP was employed. In this paper we present the
provisioning and QoS recovery results in an experimental
multi-partner testbed (Fig.1) with distributed Data Centers
(DCs) and multi-domain Optical Circuit/Packet Switching
(OCS/OPS) networks, covering Spain, U.K., Germany and
Japan. Data plane quality of transmission (QoT) monitoring is
integrated into the control plane for the first time to monitor
cross-domain connections, which enables both per-domain and
E2E QoS recovery.

II. CONTROL ORCHESTRATION PROTOCOL (COP)

The COP provides an abstract and technology neutral
definition of a set of control services: provisioning, topol-
ogy discovery and path computation services. The COP has
been designed for the E2E service provisioning across multi-
domain, multi-layer and multi-technology network scenarios,
to this aim, the modeled objects and operations are not coupled
to a specific network technology but they abstract a set of
common control functions applicable to different networks.

The COP data model is described in YANG (Yet Another
Next Generation) modeling language. YANG can be used to
model both configuration data as well as state data of network
controllers. COP also uses RESTconf as transport protocol
using JSON encoding for data transmission. RESTconf is an
HTTP based protocol for accessing data defined in YANG [7],
using datastores defined in NETCONF [8].

Asynchronous notifications of the monitored optical param-
eters are also modeled in the COP definition models, using
Websockets as transport protocol. The open-source implemen-

tation of the COP is available for use and contribution in the
STRAUSS project Github repository [9].

In the following subsections we introduce the different
services supported by COP with has been defined in different
YANG data models.

1) Call Service: The COP service call is defined as the
E2E provisioning interface. It is based on the concept of
Call/Connection separation where a service its supported by a
set of effective connections established in the network. The
Call object formalize the intent of a service provisioning
between two Endpoints, it defines the type of service that is
requested or served (e.g., DWDM link, Ethernet E2E transport,
MPLS), the Traffic Engineering (TE) parameters requested for
the service (e.g., bandwidth, QoS class, latency) and may also
include filtering parameters or matches (i.e., MAC, IP or TCP
headers) which specifies the granularity of the services to be
served.

The Call object also includes the list of effective Con-
nections created in the data plane, to implement the E2E
service. A Connection is single network domain scoped,
however multiple connections may be established within a
single domain. The Connection includes the path across the
network topology that the data traverses, which may be fully
described or abstracted depending on the orchestration/control
schemes used.

The Call service provides the interface for E2E provisioning
services but also includes monitoring capabilities for already
deployed connections/calls. The COP allow an external entity
to subscribe to the notification services of another control
entity, through Websockets, to asynchronously receive infor-
mation about the state of the calls controlled by the control
entity.
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2) Topology Service: The COP allows to retrieve the
topological information about the network, by providing a
technology agnostic information model for the description of
topology elements: Nodes, Edges and EdgeEnds.

The information model is arranged on a tree structure
which base node is a Topology object which includes as
leafs a list of the nodes and edges representations included
in the related network. A Node must contain a list of ports
or edgeEnds and their associated switching capabilities. An
Edge object is defined as the connection link between two
EdgeEnds. Due to the need of conforming to a common model
among different transport network technologies, the definition
of the three main objects described (Node, Edge, EdgeEnds) is
extensible, featuring polymorphism programming concept, to
define specific Node and Edge types. So far, the COP includes
the definition of DWDM and Ethernet nodes and edges which
defines the technology related switching capabilities for now
packets, wavelengths.

3) Path Computation Service: The Path Computation ser-
vice provides an interface to request and return Path objects
which contain the information about the route between two
Endpoints. These operations are modeled as Remote Procedure
Calls (RPCs) in the YANG definition and they are included
into the operations subset of the RESTCONF API. Path com-
putation is highly related to the previous group of resources.
In the service Call, the Connection object has been designed
to contain information about the traversed Path. The Path
model is the same in both, the service Call and at the Path
Computation. Furthermore each component in the Path object
is represented as an Endpoint with TE information associated
to it.

Multi-domain SDN Orchestrator

[ Orchestration Controller ]

REST

e pmmm e m—m—m——— e e e e e e e e — - = -

"I CONTROL ORCHESTRATION PROTOCOL (COP) A\

Fig. 2: Multidomain SDN Orchestrator ABNO-based architec-
ture

III. INTEGRATED NETWORK AND IT SDN
ORCHESTRATION ARCHITECTURE

Figure 1 shows the integrated cloud and heterogeneous
network scenario. The proposed scenario includes a distributed
Data Center (DC) infrastructure placed in two different loca-
tions and managed by different institutions (LIGHTNESS and
CTTC). DCs are interconnected by and heterogeneous trans-
port network, consisting on isolated administrative OPS/OCS
domains. Each network domain is controlled either by an SDN
controller, an Optical Network Hypervisor (ONH) or an Active
Stateful PCE (AS-PCE).

On top of the control plane the multi-domain SDN Orches-
trator (MSO) is responsible for coordinating the different con-
trollers to provide E2E network services [1]. Figure 2 shows
the MSQO’s architecture based on the IETF ABNO specification
[10]. It integrates the COP as southbound interface to com-
municate with the different controllers. Each domain provides
its abstracted topology (node abstraction) through the COP
Topology Service. All topological information is gathered by
the Topology Manager MSO’s component which is responsible
to compose the multi-domain abstracted topology. The inter-
domain connectivity is pre-loaded into the MSO by static
configuration files. Figure 3 shows the topology composed by
the SDN orchestrator.

The COP also has been integrated as a northbound interface
of the MSO enabling the SDN IT and network orchestrator
(SINO) to request E2E connectivity services between the
endpoints defined in the abstracted multi-domain topology.
The SINO was first introduced in [11] and it is responsible
of providing joint orchestration of IT and network resources
through the distributed cloud infrastructure and the MSO.

Finally, network service monitoring is enabled at the MSO
and the SINO. The MSO architecture includes the OAM
Handler component which is responsible of process the COP
asynchronous notifications. The MSO subscribes the Notifica-
tion Servers available on each domain controller through two
different services: updateServiceCall and removeServiceCall.
The former, keep the MSO update with changes on the already
established calls on every domain, the later notifies the MSO
when a call has ceased to be operative. The SINO also
subscribes the MSQO’s updateServiceCall notification service
to keep up-to-date information about its requested network

services.
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Fig. 3: Abstracted network and distributed datacenter scenario.

IV. DYNAMIC VIRTUAL MACHINE AND END-TO-END
TRANSPORT SERVICE DEPLOYMENT WITH QOS
PROVISIONING

This section presents the experimental validation of the
proposed integrated IT and SDN orchestration architecture
using COP as unified transport APIL. The first evaluation
consist on the dynamic creation of two VMs distributed among
the two DC locations included in the reference scenario, and
the provisioning of a E2E transport service to interconnect the
virtual instances. Figure 4a shows the provisioning workflow
which involves the orchestration of computing and network
resources to offer an E2E system.

E2E QoS capabilities are introduced by the definition of
two QoS classes (Table I). Each QoS class defines a certain
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Fig. 4: IT and End-to-End connectivity provisioning.

packet loss rate (PLR) for OPS domains, and a certain OSNR
for OCS domains, for a given bandwidth request. The SDN
orchestrator will translate the high level QoS classes into
the corresponding parameters in the call requests sent to the
different SDN controllers.

The provisioning of the VMs is requested to each re-
sponsible cloud controller implemented by OpenStack. The
network service is requested to the MSO through the COP
Call service by requesting the creation of a new Call (ID: 1)
between the network Endpoints to which the VMs are attached,
specifying the QoS class (Fig. 5, trafficParams). The MSO
computes the path across the different domains and issues
a call creation request (IDs: 00001,00002,0000,00004) to the
involved domain controllers. Those calls represent the abstract
connections provisioned on each domain and , once they are
established, they are included in the connections list of the E2E
Call. Figure 4b shows the Wireshark captures at the integrated
cloud and network orchestrator and at the SDN orchestrator.

= JavaScript Object Notation: application/json
= Object
=l Member Key: "trafficparams”
= object
= Member Key: "qosClass”
string value: gold
Member Key: "callid”
= Member Key: "zend"
= object
= Member Key: "routerid”
string value: 00:00:00:00:00:00:00:dd
= Member Key: "interfacerd”
string value: 64
= Member Key: "endpointId”
string value: E_a
=l Member Key: "aend”
= object
= Member Key: "routerrd”
string value: 00:00:00:00:00:00:00:aa
= Member Key: "interfacerd”
string value: 64
= Member Key: "endpointId”
string value: A_a
Member Key: "transportLayer”
Member Key: "match"

Fig. 5: E2E QoS tranport service request (Call Object).

OCS Domains D(?nll)asins
QoS Class OSNR PLR
< 23 dB (PM-16QAM,
Gold 224Gbls) <0.1%
. < 14 dB (PM-QPSK,
Silver 112 Gbls) < 4%

TABLE I: QoS classes

V. PER-DOMAIN AND END-TO-END SERVICE RECOVERY
WITH QOS

Figure 6 shows three conducted experiments for QoS recovery:
in an OPS domain (scenario A), in an OCS domain (scenarios
B, C) and finally E2E QoS recovery (scenario D).

A. Per-domain QoS recovery through adaptive route control
in the OPS network

Figure 7 shows the experimental setup of the OPS domain at
the NICT premises in Japan. The OPS nodes used are optical
packet and circuit integrated nodes [12], including one SOA-
based 4 x 4 OPS. In the control plane, an OF-based SDN
controller is used to control the OPS nodes. Four OPS nodes
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Fig. 6: Per-domain and E2E service recovery with QoS work-
flow



JOURNAL OF OPTICAL COMMUNICATIONS AND NETWORKING, VOL. X, NO. X,

with optical packet counters are used, including OF agents and
OPS transmitters and receivers.

C

Optical packe‘t SDN controller

counter #2
— T -

<---"7T -
Lo g
K = Yool Optlcal packet
OPS TX 5 I countey’
/e Flowl /
S wes

Packet
congestio

Optical packet

counter
Flow2

Fig. 7: OPS domain.

The OF agent periodically reads and provides to the SDN
controller the optical packet count information that is mea-
sured. In this use case (scenario A), two E2E connections
are setup involving the OPS domain, flowl with a packet
occupancy rate of 10% and flow2 with a packet occupancy
rate of 2%. In this case, the PLR for flowl measured by a
tester is around 4%. When we increase the packet occupancy
rate of flow2 from 2% to 6%, the optical packet counter of OPS
node 4 reaches the pre-defined threshold indicating packet
congestion. Figure 8 shows the measured packet counts of
Node 4. With the increase of the packet occupancy rate, the
packet count at OPS node 4 is finally smaller than 17000, the
OF agent attached to OPS node 4 detects packet congestion
and sends an alarm to the SDN controller. The SDN controller
receives the alarm and then issues the route adaption for the
switching table of node 2, in order to improve the PLR. After
the route control, the obtained PLR for flowl measured by
the traffic tester is reduced from around 4% to 0.1%. The
route adaptation is announced to SDN orchestrator via the
COP notification mechanism which employs WebSockets as
transport technology.

B. QoS recovery in an OCS domain

For same BER performance, the required OSNR value will
relax when a signal with a lower order modulation format
is used [13]. Figure 9b shows the tested OSNR vs. BER
curve for our 28Gbaud PM-QPSK and PM-16QAM trans-
mitters (Txs). QPSK requires an OSNR value about 9dB
less than 16QAM at HDFEC threshold (3.8E-3). Moreover,
OSNR monitoring of a circuit flow can detect the OSNR
degradation for optical links. The receiver-side error-vector-
magnitude (EVM) based monitor provides in-band OSNR

OFC2016 SPECIAL ISSUE 5
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monitoring without deploying new hardware [14]. With these
monitoring information, the COP can orchestrate multi-domain
EZ2E service efficiently and reconfigure the network according
to the traffic and link conditions to maintain QoS. Figure 9c¢
shows the performance of OSNR monitor for both QPSK
and 16QAM Txs. The monitor notifies the SDN controller,
when the OSNR is degraded up to a threshold specified by
the multi-domain orchestrator during the provisioning. Then
SDN controller reconfigures the link either to use another path
(scenario B) or to adopt a lower order modulation format
signal with a multi-format transceiver (scenario C). Figure
9a shows the experimental setup for the OCS domain. At
node A, 10 carriers with QPSK or 16QAM are launched into
the optical network. The 28Gbaud QPSK/16QAM transmitter
with central wavelength at 1548.9nm is connected to the OPS
domain with an integrated OPS/OCS interface. The signals
are transmitted 175km from node A, through node B toward
D, and demultiplexed at node D for coherent detection. The
coherent receiver deploys an EVM-based OSNR monitor. ASE
noise is added between node A and B to emulate the OSNR
degradation. By adding more ASE noise to the link, the
monitored OSNR will decrease to a threshold of 23dB. Then
the monitor instructs the SDN controller to reconfigure the
link. In scenario B, the SDN controller reconfigures the optical
path from node A to node D to the direct route with a reduced
distance link. In this scenario, the total link bitrate will not
change, but the SDN orchestrator is notified about the new
connection. In scenario C, the QPSK/16QAM Tx is instructed
by the SDN controller to reconfigure its modulation format
from 16QAM to QPSK, to provide a bitrate of only half of
the initial value. Recovered constellation diagrams are shown
as insets in Figure 9a for both 16QAM and QPSK. The SDN
orchestrator is notified of the new bitrate.

C. E2E QoS recovery

When a transport domain is unable to recover itself from
a failure, or QoS cannot be ensured, it sends a request to
the SDN orchestrator to perform an end-to-end QoS recovery
(Fig.6, scenario D), involving all the available domains in
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EVM-based in-band OSNR monitored for PM-QPSK and PM-16QAM.

order to find an alternative route that satisfies the required
QoS.

Figure 10 shows the conducted experiment. First the IT and
Network orchestrator subscribes the updateCallService and re-
moveCallService services of the MSO through the correspond-
ing URL (/restconf/streams/serviceName), the same process is
performed by the MSO to each domain controller. When the
MSO receives the notification from the removeCallService of
Domain C, it calculate the new E2E path (excluding Domain
C) which satisfies the required QoS (A-D-E) and it requests
the necessary call deletions (IDs: 00002, 00003), modifications
(IDs: 00001, 00004) and the establishment of a new call in
Domain D (ID: 00005) to the corresponding SDN controllers.
Once the E2E service is restored, it informs the cloud and
network orchestrator about the E2E call modification (ID:1).

IT-NET-ORCH  MSO (ABNO) HTTP 333 GET /restconf/streanms/updateCallService
MSO (ABNO) IT-NET-ORCH  HTTP 267 HTTP/1.1 101 Switching Protocols
MSO (ABNO) KDDI HTTP 321 GET /restconf/streams/updateCallService
KDDI MSO (ABNO) HTTP 249 HTTP/1.1 101 Switching Protocols
MSO (ABNO) UNIV-BRISTOL HTTP 321 GET /restconf/streams/removeCallService
UNIV-BRISTOL M5O (ABNO) HTTP 253 HTTP/1.1 101 Switching Protocols
KDDI M50_(ABNO) Websocket 87 WebSocket Text [FIN |
UNIV-BRISTOL M50 (ABNO) WebSocket 87 WebSocket Text [FIN |
UNIV-BRISTOL M50 (ABNO) WebSocket 57 WebSocket Text [FIN
= JavaScript Object Notation: application/json ﬂ updateServiceCall
£ Object -
5 Member Key: "callId" ﬂ updateServiceCall
String value: 00003 removeServiceCall

@ Member Key: “"connections”

M50 (ABNO) KDDI HTTP 381 DELETE /restconf/config/calls/call/00002/
KDDL MSO (ABNO) HTTP 57 HTTP/1.1 200 Successful operation

MSO (ABNO) UNIV-BRISTOL HTTP 381 DELETE /restconf/config/calls/call/00003/
UNIV-BRISTOL MSO (ABNO) HTTP 57 HTTP/1.1 200 Successful operation
IT-NET-ORCH ADVA HTTP 670 POST /restconf/config/calls/call/00005/
ADVA IT-NET-ORCH HTTP 242 HTTP/1.1 200 OK

MSO (ABNO) CTTC HTTP 653 PUT /restconf/config/calls/call/00004/
cTTC MSO (ABNO) HTTP 57 HTTP/1.1 200 Successful operation

MSO (ABNO) LIGHTNESS HTTP 676 PUT /restconf/config/calls/call/00001/
LIGHTNESS MSO (ABNO) HTTP 57 HTTP/1.1 200 Successful operation

MSO (ABNO) IT-NET-ORCH WebSocket 105 WebSocket Text [FIN] [MASKED]

Fig. 10: E2E recovery traffic capture.

VI. CONCLUSION AND FUTURE WORK

To have a common interface between the vendordAZs pro-
prietary SDN controllers and the operator SDN orchestrator
(COP) is the unique realistic solution. The use of COP between

the SDN network orchestrator and control layers allows the
simplification and optimization, in terms of scalability and
compatibility between the different modules which compose
the SDN architecture. COP unifies all the orchestration func-
tionalities into a single protocol paradigm. The proposed COP
provides a common NBI API so that all domain controllers
can be orchestrated using a single common protocol.

This paper has presented the Control Orchestration Protocol
(COP) as a transport API solution for the joint orchestration of
cloud and heterogeneous network resources. An integrated IT
and network orchestration which implements COP is presented
for the dynamic provisioning and restoration of QoS-aware
E2E services between IT resources deployed in a distributed
cloud computing infrastructure.

The proposed architecture has been demonstrated in a multi-
partner international control and data plane testbed, by two
experimental evaluations: the dynamic provisioning of E2E
IT and network resources across the aforementioned network;
and E2E QoS assurance, including per-domain and end-to-end
QoS recovery based on data-plane QoT monitoring. We have
succesfully demonstrated both evaluations and further studies
on COP need to be performed.

Future work will be related in the study of the COP perfor-
mance, as well as the usage of byte-ordered protocols using
YANG data models, such as gRPC or protobuff, in order
to enhance COP performance. Moreover, COP can be easily
extended to support technology specific properties, including
wireless and optical transport for example.
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