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ABSTRACT
Low-Code Development Platforms have emerged as the next-gen-
eration, cloud-enabled collaborative platforms. These platforms
adopt the principles of Model-Driven Engineering, where models
are used as first-class citizens to build complex systems, and model
transformations are employed to keep a consistent view between
the different aspects of them. Due to the online nature of low-code
platforms, users expect them to be responsive, to complete complex
operations in a short time. To support such complex collaboration
scenarios, the next-generation of low-code platforms must (𝑖) offer
a multi-tenant environment to manage the collaborative work of
engineers, (𝑖𝑖) provide a model processing paradigm scaling up to
hundreds of millions of elements, and (𝑖𝑖𝑖) provide engineers a set of
selection criteria to choose the right model transformation engine
in multi-tenant execution environments.In this paper, we outline
three research lines to improve the performance of reactive model
transformations on low-code platforms, by motivating our research
with a case study from a systems engineering domain.

CCS CONCEPTS
• Software and its engineering→Model-driven software en-
gineering.
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1 INTRODUCTION
In recent years a new generation of cloud-enabled collaborative soft-
ware development tools, Low-CodeDevelopment Platforms (LCDPs),
have emerged allowing citizen developers with no or little prior
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Figure 1: From LCDP to LCEP

programming experience to design and implement full-fledged ap-
plications in a couple of hours, instead of weeks, and thus allow
shorter time-to-market and time-to-value cycles.

LCDPs adopt the recent theoretical and practical advancements
of Model-Driven Engineering (MDE). On these platforms citizen
developers [45] build models of the software, by refining its opera-
tion on diagrams with different levels of abstraction, using domain-
specific editors. Moreover, they use model transformations to derive
platform-specific source code, tests, or configuration artifacts from
the models to realize their systems as fully operational applications.

At the same time, Model-Based Systems Engineering (MBSE)
has been successfully applying MDE techniques in designing and
implementing complex systems. In recent years, several industrial
vendors started to develop cloud-enabled products for MBSE [23].
Their functionality covers the whole life-cycle of modeling, com-
bines multi-domain models from different repositories, and offers a
collaborative platform for engineers from various disciplines.

In order to benefit from the cloud-enabled collaborative prop-
erties of LCDPs in systems engineering, these platforms need to
be adapted for MBSE needs and challenges, and their performance
should be improved in two respects: number of users, who concur-
rently and collaboratively work on different parts of the model,
and scalability w.r.t. the size of models in the range of hundreds of
millions of elements. The characteristics of model transformations on
collaborative platforms should be studied to derive several selection
criteria that can be used to assess state-of-the-art model transforma-
tion engines, to find the most suitable one for the given transforma-
tion context and execution environment. As illustrated by Figure 1,
addressing these challenges will contribute to the advancement
of LCDPs to Low-Code Engineering Platforms (LCEPs) [45] with
advanced model processing and transformation capabilities.

In this paper, we outline three research lines by mapping the
aforementioned challenges into research directions motivated by
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Table 1: Model transformation and query approaches

Model
Transformation

Model
Query

Lazy [47] [30, 44]

Incremental [13, 49] [6]

Reactive [5, 36] -

Parallel [10, 11, 31, 46] [7, 30]

Distributed [3, 11] [42]

previous experiences from an industrial project. The paper is struc-
tured as follows: Section 2 introduces the related work, Section 3
shows a motivating example for the research, Section 4 outlines
the research lines, including the main directions of advancement,
Section 5 concludes the paper.

2 RELATEDWORK
In this section, we summarize how different model transforma-
tion and query approaches address the scalability challenge for
very large and complex models (Section 2.1), what methods re-
searchers used to assess the performance of model transformation
engines (Section 2.3). Besides, we introduce some related work
on multi-tenant patterns to leverage scalable cloud architectures
while maintaining separation between the tenants (Section 2.2). Fi-
nally, we conclude the section by positioning ourselves to research
directions that have not been explored yet (Section 2.4).

2.1 Model transformation and query
approaches

Both Kolovos et al. in [27] and Bucchiarone et al. in [8] have listed
scalability of model transformations as one of the key challenges
in MDE. Efficiently running model transformations, in terms of
memory use and execution time, on models with hundreds of mil-
lions of elements is a challenging task. The challenge is multiplied
in the case of distributed models and distributed execution envi-
ronments. Although model transformations is a widely researched
area, state-of-the-art tools lack in performance even for mid-sized
models [8].

In order to address scalability in model transformations, several
execution models have been proposed and implemented, as Table 1
shows it. In lazy mode, transformation rules are executed only if
they are used by other rules [47]. In target incremental transforma-
tions target models are updated according to changes in the source
model [13, 49]. Incremental transformations are usually executed
faster, than batch transformations, which recompute the whole
target model. Reactive model transformations are executed as reac-
tions for events emitted by event sources, and they can combine
incrementality with lazy evaluation [5, 36].

Model transformations are computation heavy operations. In or-
der to make themmore scalable, different parallelization techniques
have been proposed.

Tisi et al. implemented a task-parallel engine for ATL in which
each thread executes a different transformation rule and works
on the whole source and target models [46]. Due to several con-
straints of the ATL language, the application of transformation
rules is highly independent of each other, which is beneficial for
the parallel execution of transformations. However, due to tech-
nical restrictions of the Eclipse Modeling Framework they used,
target element creation, adding values to multi-valued collections,
creating and reading traceability links need to be synchronized.

Burgueno et al. introduced the LinTra framework for model-
to-model (M2M) transformations [10, 11]. The framework adopts
the principles of the Linda coordination language that follows the
Blackboard approach. In this approach, processes communicate via
tuples in shared memory. LinTra cuts the source model into parti-
tions and transforms them in a data-parallel way in a master-slave
architecture. The master process coordinates the work of the slaves
that execute the transformation rules on the model partitions [9].

Mezei et al. proposed a parallelization approach based on the
offline dependency check of transformation rules [31]. Two trans-
formation rules are in metaconflict if their match may conflict ac-
cording to the metamodel items used in the rules. Those rules that
are not in metaconflict can be grouped into independence blocks
because they can be executed in parallel. Consecutive blocks may
not be conflict-free, thus they implemented several heuristics to
avoid and resolve conflicts in VMTS [29].

In order to overcome the memory limitations of a single ma-
chine, and leverage the benefits of a cluster, consisting of many
processing nodes, several distributed model transformations have
been proposed.

Benelallam et al. implemented distributed M2M transformations
in ATL on MapReduce [3]. They equally distributed the source
model among the worker nodes in the map phase. Each node applies
the full transformation code for the subset of the source model they
are assigned to. They call this phase local match-apply. In the reduce
phase, worker nodes are responsible for building the partial target
models into a full target model, by resolving the missing references
in them (global resolve).

Burgueno et al. adapted the LinTra framework for distributed
operation [11]. They experimented with different task and data
allocation strategies in the cluster of two nodes. E.g., source and
target models, and transformation processing nodes are on the
same or different machines.

Model query approaches. A model transformation rule consists
of a precondition, that can be a graph pattern or model query,
whose match on the source model activates the transformation
action which translates the source model elements into target model
elements. In order to achieve scalable model transformations for
very large models, scalable model queries should be employed. To
this end, several approaches have been developed in the literature.

Tisi et al. proposed the lazy evaluation of OCL collection query
operations, by providing their lazy execution algorithms and im-
plementation [44]. Madani et al. proposed a lazy implementation
of chained OCL queries in Epsilon Object Language based on the
Java Stream API [30]. The benefits of lazy evaluation are twofold.
On one hand, they postpone the computation until needed. On the
other hand, they enable the processing of infinite collections.
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To further improve the evaluation of OCL queries in Epsilon,
Madani et al. provided parallel implementations for first-order OCL
operations in a data-parallel approach by creating a job for each
model element and submitting it to a thread pool executor [30].
Furthermore, they extended these operations with short-circuiting
thus further improving the processing time.

Bergmann et al. proposed incremental graph pattern matching
on EMF models [6] by implementing the Rete algorithm [21]. In
the Rete algorithm, a network of nodes is constructed from the
graph pattern. In the network, each node caches the matches of
the subpattern they are assigned to. The benefit of the algorithm is
the incrementality and the ability to react to changes in the source
model. However, intensive caching causes a large memory foot-
print, and updating the Rete network has computation complexity
also. In order to improve it, Bergmann et al. proposed a parallel
implementation of incremental pattern matching [7]. They split the
Rete network into containers, where each of them is responsible for
matching a set of subpatterns. Each container runs on a separate
thread and communicates via message queues. The advantage of
this approach is, the update propagation of the network is spread
between the containers, thus the computation can complete faster,
than in the single-threaded implementation.

All the aforementioned model query techniques can leverage
only the computational power of a single machine. To overcome
this limitation, Szárnyas et al. proposed IncQuery-D, a distributed
incremental model query framework in the cloud [42]. The frame-
work implemented a distributed Rete network, where each machine
stores a subset of the Rete nodes which communicate with each
other to update their local caches. They proposed a distributed
termination protocol to know if a model change has propagated
through the whole network.

2.2 Multi-tenant architectures
In multi-tenant architectures, multiple customers (tenants) use the
same computation resource, application or database instance, while
they see it as a highly configurable and isolated environment. The
benefits of these architectures are the high utilization of compu-
tation resources and improved maintenance in the deployment of
applications. Although multi-tenancy is a widely researched topic
in Software as a Service (SaaS) applications [12, 20, 33], there is little
research on their application in MDE, especially for model trans-
formations. The nearest application areas we found were model
checking and formal verification. Hu et al. proposed the Verifica-
tion as a Service (VaaS) concept in a multi-tenant architecture, that
hosts verification software in the cloud which can be composed to
verify a software model on demand [24]. They store the verification
software, models, and results in databases. They implemented a
workflow to compose a verification application for each tenant by
retrieving components from the databases, linking and compiling
them together, and deploying the executable code on provisioned
cloud infrastructure. The deployed environment can be used by the
tenant to verify software models.

2.3 Model transformation performance
evaluation

Researchers followed different strategies to assess the performance
of model transformation engines. One strategy is to implement cus-
tom model transformations on custom metamodels [31, 36, 47]. The
advantage of this approach is the quick implementation; however,
the results are difficult to be compared.

Second strategy is to use a repository like ATL Transformation
Zoo1, that contains a collection of model transformation cases
and metamodels [10, 46]. A similar strategy is to adopt cases from
workshops and contests, like AGTIVE [39], GraBats [16] and Trans-
formation Tool Contest (TTC, [39]). TTC is an annual contest of
model transformation engines on constantly changing case stud-
ies [3, 11, 13]. The advantage of this strategy is, the performance of
different implementations can be compared with each other. How-
ever, there is no benchmark workflow that would automatically
evaluate the case studies on the transformation tools. To address
this shortcoming, a benchmark can be designed that is able to ex-
ecute a set of model transformation rules on source models with
varying sizes and collect run-time metrics during the process on
different engines. Calvar et al. used the VIATRA CPS benchmark to
evaluate the performance of ATL incremental transformations [13].
Although the benchmark has some technical descriptions,2 it has
not been published in the literature yet.

Varró et al. proposed a graph transformation benchmark, a spe-
cial case of model transformations [50]. They defined the paradigm
features of graph transformations, e.g., pattern size, maximum de-
gree of nodes (fan-out), number of matchings, length of transforma-
tion sequence, to describe the characteristics of a transformation
rule. Besides, they investigated how tool features, e.g., parallel rule
execution, ’as long as possible’ rule application, multiplicity-based
optimization, parameter passing between consecutive rule applica-
tions, influence the runtime of model transformations. Although
they applied the benchmark in a transformation case on several
tools, as runtime metrics they only measured the execution times
of the pattern matching and transformation phases.

Benelallam et al. presented four model query and transformation
benchmarks along three dimensions [4]: the context and objectives
of the benchmark, the complexity of the models and metamodels
that were used to assess the engines, the complexity and types of
queries and transformations which were run on the engines. From
the four benchmarks, one of them was only for model queries (the
Train Benchmark framework [43]), one was for queries and trans-
formations, and two of them were for transformations only. Besides,
to the best of our knowledge, only one of the four benchmarks was
published in the literature in detail.

Szárnyas et al. proposed the Train Benchmark framework [43] to
assess the scalability of model query engines for validating graph
patterns on large graph models. The framework focuses on the
query performance evaluation of well-formedness validation con-
straints in the railway domain. Although the benchmark contained
a model manipulation step, to correct the validation error in the
model, it did not focus on measuring the model transformation
itself, but the performance of the query.

1https://www.eclipse.org/atl/atlTransformations
2https://github.com/viatra/viatra-cps-benchmark/wiki

https://www.eclipse.org/atl/atlTransformations
https://github.com/viatra/viatra-cps-benchmark/wiki
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2.4 Summary
To achieve responsive low-code platforms, we need scalable reactive
model transformations that are able to quickly react to events which
occur on the platform, e.g., derived views of the model need to be
updated due to a change in the model. On the one hand, these
transformations are executed automatically, if a triggering event
occurs. On the other hand, if many events concurrently occur, and
the transformation actions are long-running tasks, then congestion
in their processing can arise quickly, which hinders the performance
of the platform. To achieve scalable reactive model transformations
on LCDPs, state-of-the-art reactive transformation approaches need
to be improved.

As previously shown, many model transformation approaches
have been already researched, however, there is little empirical
experience about their combinations, e.g., parallel or distributed
approach in combination with reactive transformations. Parallel
extension of reactive transformations could improve the conges-
tion shortcoming of sequential execution of transformation rules
and offer better throughput of the engine. Furthermore, reactive
transformations could be combined with different data and task
distribution strategies ([3, 11]), to leverage the benefits of multiple
computation nodes.

Since LCDPs are cloud-native collaboration platforms, they have
to adopt the multi-tenant architecture patterns to separate the ten-
ants from each other, while maintaining high computation resource
utilization. As shown before, multi-tenant patterns have been ex-
tensively researched for SaaS applications, however, to the best of
our knowledge, there is little research done on their specialization
for MDE, especially for model transformations.

Multi-tenant platforms have different load characteristics than
non-multi-tenant ones, since tenants should be isolated from each
other, while the underlying computation resources are shared be-
tween them. Besides, reactive transformations are executed as reac-
tions for events and so they are expected to complete quickly, to
have a reactive and responsive platform. To the best of our knowl-
edge, there is no benchmark in the literature, that could be used to
assess the performance of reactive model transformation engines
on multi-tenant platforms. Benchmarks have the advantage that
they define a uniform methodology along which engines can be
evaluated. The methodology includes the source and target meta-
models, the source models with varying size and complexity, the
transformation rules that are executed on the models upon the
occurrence of the triggering events described by a reactive scenario.
Several runtime metrics are collected that characterize the behavior
of the transformation engines in the different transformation cases.
Moreover, if the benchmark framework orchestrates the execution
of the measurements, then the evaluation can be automatically
repeated which raises the validity of the measurements.

3 MOTIVATING EXAMPLE
In safety-critical domains the correct behavior of the systems is
crucial, otherwise, a malfunctioning system can cause accidents
that may harm human lives and result in major financial losses.
To minimize this risk, Model-Based Systems Engineering (MBSE)
has been successfully applying MDE techniques in designing and
implementing complex safety-critical systems. Such systems are
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Figure 2: Validation and verification workflow

realized by the collaborative work of engineering teams, each fo-
cusing on different aspects of the system: requirements analysis,
system design, validation, and verification. In the systems engineer-
ing V-model [22], model transformations are frequently used means
to derive formal models from the high-level design models to prove
their correctness and adherence to the system requirements and
specifications.

In this paper, as a motivating example, we use an industrial case
study from the aerospace domain. In this domain, engineers use the
Systems Modeling Language (SysML, [34]), the standard modeling
language in systems engineering. The language has been used to
design, analyze, and validate complex systems in safety-critical
domains [15, 37]. Both structural, and dynamic, behavioral, tim-
ing aspects of the system can be modeled in this language. Recent
advancements in modeling tools have enabled the testing and sim-
ulation of models. However, due to the safety-critical nature of the
aerospace domain, model-based testing is not enough to prove the
correctness of the system, because it can only show the presence
of errors in the models, not their absence. Thus, in these cases,
formal methods (model checking) have to be applied. Formal meth-
ods use precise formalisms to prove the correctness of behavioral
models by evaluating formal expressions (properties) on every exe-
cution trace of the model. If the model violates the property then a
counterexample trace is returned from the model checker.

Figure 2 illustrates how LCDPs can be used as cloud-based, collab-
orative modeling tools in a validation and verification workflow of
systems engineering models. Systems engineers design the behav-
ioral models (state machines, activity diagrams, sequence diagrams)
on LCDP 1 , and run static checks or simulate them 2 . If the models
are structurally correct, then engineers prepare them for formal
verification. They define properties to be checked on the model and
transform the properties and the models for the input formalisms
of different model checkers 3 , e.g., UPPAAL [2] and Theta [48].
The formal models (e.g., timed automata, control-flow automata)
and queries (e.g., CTL or LTL expressions [14]) are forwarded to
model checkers 4 . The model checkers evaluate the query on the
model and return the verification result 5 . If the model violates
the checked property, then a counterexample trace is returned as
well. These artifacts are back-annotated to the original formalism
and returned to the user 6 , who can inspect them and correct the
engineering model accordingly.
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Due to the inherent complexity of safety-critical domains, the
models of such systems are very complex. The challenge is multi-
plied in the case of product lines where products are constructed
from shared component models. However, their specializations and
unique combinations can result in very large and complex models
in the range of hundreds of millions of elements. To guarantee the
correctness of the system and provide short validation and veri-
fication feedback loop, only those parts of the models should be
revalidated 2 that are influenced by the model update. Moreover,
in step 3 , only the changed parts of the source model should be
transformed to the formal target model. Although several reactive
model transformation engines have been developed in the past,
they are not able to scale for models in this range [8]. Thus further
research is needed to address this challenge and provide a scalable
continuous validation and verification workflow for engineers.

Furthermore, these systems are designed by the collaborative
work of multiple systems engineering teams, who work in a com-
plex, cloud-based low-code environment. Although these platforms
need to be customized for the users’ needs, they are usually de-
ployed on the same physical machine in the cloud. Therefore, the
computational resources are shared among the users who may
perform resource-intensive operations e.g., model transformation
or formal verification. In order to achieve fair resource allocation,
while maintaining users’ isolation, multi-tenant architectures for
model transformations have to be adopted.

Finally, to achieve high-productivity engineering platforms, that
can run transformations efficiently, in terms of model size, change
frequency, and the number of users using the same transformation
engine, Key Performance Indicators (KPI) that characterize reactive
model transformations on multi-tenant architectures should be
identified. From the KPI metrics, several selection criteria can be
constituted, that can be used to assess the different reactive model
transformation engines and choose the most suitable one in the
given transformation context and execution environment.

4 RESEARCH LINES
In order to address the challenges that were introduced in Sec-
tion 1 and highlighted in the motivating example, we map them to
research lines, illustrated by Figure 3.

In order to raise the number of users who collaboratively run
model transformations on the platform, while maintaining high
resource utilization, and keeping users isolated from each other,
we will explore multi-tenant model transformations. To further ad-
vance the scalability of model transformations for models in the
size of hundreds of millions of elements, we aim to improve the
performance of reactive model transformations by extending them
for parallel execution. Finally, we will define a multi-tenant, reac-
tive model transformation benchmark to evaluate the performance
of state-of-the-art reactive model transformation engines by an-
alyzing the characteristics of reactive model transformations on
multi-tenant platforms and deriving selection criteria from them
to be used for the assessment of the engines. The goal is to have a
multi-tenant collaborative platform where engineers can efficiently
run parallel reactive model transformations, using the most suitable
engine for their transformation cases.

4.1 Multi-tenant Model Transformations
Collaborative modeling has become an emerging topic. In systems
engineering, many engineers from different disciplines work to-
gether to design and build the system. During the collaborative
work, similarly to our running example, each team focuses on differ-
ent aspects of the system, thus maintaining a coherent, consistent
picture of the models is essential.

Traditionally in collaborative modeling, rich client applications
are used to design, analyze, validate, and verify the models. Model
repositories are used to keep track of changes in the models and to
make them available for the whole team. Due to the advancements
in cloud infrastructures and supporting technologies, there has
been a paradigm shift in recent years; the functionality of rich
client modeling applications is gradually moving to the cloud. The
advantages of the new paradigm are:

(1) resource-intensive operations are run in an environment,
where computational resources are elastically scalable,

(2) heavy-weight applications can be deployed in the cloud,
(3) platform is accessible for everyone with a lightweight client.

Although the cloud offers elastically scalable computation re-
sources, these resources are on one hand finite, on the other hand,
they are shared among multiple customers, tenants, that led to the
development of multi-tenant patterns. Fehling et al. proposed three
multi-tenancy patterns that differ in the level of isolation they offer
between the tenants: shared component, tenant-isolated component,
dedicated component [20].

The shared component pattern offers the least degree of isolation
between the tenants. Every tenant uses the same instance of the
application or machine, and only minor configuration differences
might be between them. The application is unaware that multiple
tenants use it, thus if one of them puts a heavy workload on the
application, then it negatively influences the experience of others.

In the tenant-isolated component pattern, tenants share the same
application instance, however, an identifier is used to differentiate
and isolate them from each other. They receive a highly customized
application for their needs, with performance monitoring to avoid
unequal resource consumption, and with isolated data access to
ensure each tenant uses the application as if they were its sole user.
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In the dedicated component pattern every tenant receives a sep-
arate application stack with separate data stores, thus ensuring
complete isolation and no resource sharing between them.

Mietzner et al. proposed the horizontal and vertical combinations
of multi-tenancy patterns in cloud infrastructures [32]. Horizontal
combinations in the application layer mean, how tenant-aware
and non-tenant-aware services can communicate with each other,
whereas vertical combinationsmean how tenant-aware applications
can be deployed on non-tenant-aware providers.
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Figure 4: Tenant-isolated model management service

In order to advance LCDPs and make them scalable for the num-
ber of users and the number of tenants, we are planning to adopt
the tenant-isolated component and dedicated-component patterns
for LCDPs to support various model manipulation use cases with
many tenants on the same platform.

First of all, we will separate the model management engine from
the low-code platform, due to the high resource need of model
management operations. The model management engine is respon-
sible for loading the model from model repositories into memory,
performing transformations on them, and persisting the results in
model stores. We introduce a model management service, in which
different model management engines can be used. The service is
horizontally combined with the low-code platform using either
the (1) dedicated component or the (2) tenant-isolated component
multi-tenancy pattern, as depicted in Figure 4.

In scenario (1) the service deploys a dedicated management
engine for each tenant which offers a high degree of isolation. The
engines are started exclusively for the tenants without any resource
sharing between them. It is beneficial for the tenants because they
are the sole users of the engine. However, the underlying resources
may not be utilized the best and economies of scale may not be
achieved [20], if the tenant does not use the full capacity.

In scenario (2) the service deploys management engines that are
shared between the tenants. Tenants use the management engines
as if they were their sole users, while the underlying computation
resources are shared between them. In this setting various model
management optimizations can be performed in order to avoid
degraded performance caused by a spike in the workload of a tenant.
E.g., load identical models only once in memory, track changes in
the model according to which tenant made it, off-load infrequently
usedmodels tomodel repository. Moreover, with cloud provisioning
and decommissioning, the available computation resources can be
elastically scaled, however, their cost implications should be covered
by the tenants. Besides, these operations may have severe impacts

on ongoing model manipulation processes, thus they have to be
scheduled accordingly.

Since LCDPs are collaborative platforms, multiple engineers use
them concurrently which imposes several challenges:

• keeping the model consistent among the users in various
views, analysis and edit operations,

• maintaining short response time and high throughput of
user operations,

• maintaining the high availability of the platform.

The challenges are manifold in the case of model transforma-
tions. In model transformations, the intermediate results of the
transformations can be kept in memory to achieve a shorter ex-
ecution time to react to changes in the source model. Besides, if
the source model is simultaneously accessed by multiple users and
operations (e.g., model analysis, code generation, transformation),
then it must be synchronized between the operations.

We are planning to investigate how different locking (e.g., [17])
and lock-free concurrent access mechanisms, researched by the
databases community, can be applied for model management, es-
pecially for model transformations, to achieve short response time
and high throughput, while keeping the models consistent.

Moreover, we are planning to experiment with the aforemen-
tioned multi-tenancy patterns, to see how they can be horizontally
combined between the LCDP and the model management service.

4.2 Parallel Reactive Model Transformations
Reactive programming provides abstractions to express event-driven
applications in which data and computation dependencies are man-
aged automatically [1]. These applications react to events emitted
by external event sources without an explicit notion of time or prior
knowledge of the sequence of events. Paton and Díaz surveyed
active database systems, that provide a knowledge model and exe-
cution strategy for supporting reactive behavior in databases [35].

Reactive model transformations adopt principles from reactive
programming for model transformations. In the modeling environ-
ment, events are created from changes in the model, which cause
new matches for the transformation precondition (pattern), which
in turn activates the transformation action.

As for our motivating example, reactive model transformations
offer a quick and efficient way to continuously derive formal models
from the behavioral engineering models. It is due to the fact that
reactive transformations are automatically executed upon changes
in the source model, and they update the target model following the
traceability links between the two models. In this way, engineer-
ing and formal models are synchronized and can be continuously
verified to find design errors sooner.

To justify it, let us consider the SysML state machine to Timed
Automata transformation. A SysML state machine includes several
Regions that contain States and Transitions. Transitions con-
nect the different States, and can have guard Constraints, while
States may have state invariant Constraints, that must be true
as long as the State is active. A timed automaton is a Template
that consists of several Locations and Edges. Edges connect the
Locations and they can have guard, while Locations can have
invariant Expressions that must be true as long as the Location
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Figure 5: Source, target and traceability metamodels excerpt

is active [38]. The translation of the corresponding elements is il-
lustrated by dashed arrows in Figure 5. During each transformation
action, a traceability link (SysML2TATrace) is created, in order to
update the target model according to changes in the source model.

Some state-of-the-art transformation engines provide reactive
model transformation modes, e.g., the Reactive ATL [36], and Event-
driven Virtual Machine (EVM) [5] in VIATRA [49].

Bergmann et al. proposed the EVM concept for reactive model
transformations in VIATRA [5]. EVM contains a set of rule spec-
ifications, which consists of the model transformation action and
the precondition of that action as graph pattern. If a precondition
matches the model, then it is an activation. The EVM contains a
scheduler which fires the transformation actions, depending on the
life-cycle of the activation.

TM 2 

EVM1 EVM2 EVM3

model change

 query 
match set

 query 
match set

TM 1 TM 3 

Source 
Model (SM)

Target 
Model (TM)

Incremental 
Query Engine

Figure 6: Parallel reactive model transformations

In order to achieve better execution time of reactive model
transformations in parallel, we are going to extend the EVM for
task-parallel execution mode. The incremental query engine, de-
picted in Figure 6, receives changes from the model and updates
its cache of the partial graph pattern matches, following the Rete
algorithm. After that, the engine forwards the updated query match
sets (appeared, disappeared, updated pattern matches) to the EVM
instances. The rule specifications (tasks) are distributed among the

EVM instances and so each of them is waiting for matches of differ-
ent preconditions. If an activation appears, then the corresponding
action is fired, which results in a change in the target model.� �

1 v a l t r a n s i t i o n 2 E d g eRu l e = c r e a t e R u l e ( )
2 . name ( " t r a n s i t i o n I n s t a n c e R u l e " )
3 . p r e c o n d i t i o n ( t r a n s i t i o n I n s t a n c e )
4 . a c t i o n ( Ac t i v a t i onS t a t eEnum . CREATED) [
5 / / c r e a t e a new edge in the t a r g e t model
6 v a l edge = c r e a t e Ch i l d ( t emp la t e , Template . Edge , Edge ) ;
7 v a l s ou r c e = t r a n s i t i o n . s ou r c e ;
8 v a l t a r g e t = t r a n s i t i o n . t a r g e t ;
9 edge . s ou r c e = ge tTrgTrace ( sou r c e ) as Lo c a t i on ;

10 edge . t a r g e t = ge tT rgTrace ( t a r g e t ) as Lo c a t i on ;
11 / / c r e a t e t r a c e a b i l i t y l i n k
12 c r e a t e T r a c e ( t r a n s i t i o n , edge ) ;
13 ] . a c t i o n ( Ac t i v a t i onS t a t eEnum .UPDATED) [
14 / / f i n d edge in t a r g e t model
15 v a l edge = ge tT rgTrace ( t r a n s i t i o n ) as Edge ;
16 v a l s ou r c e = t r a n s i t i o n . s ou r c e ;
17 v a l t a r g e t = t r a n s i t i o n . t a r g e t ;
18 / / update l o c a t i o n s
19 edge . s ou r c e = sou r c e == n u l l ?
20 nu l l : g e tT rgTrace ( s ou r c e ) as Lo c a t i on ;
21 edge . t a r g e t = t a r g e t == n u l l ?
22 nu l l : g e tT rgTrace ( t a r g e t ) as Lo c a t i on ;
23 ] . a c t i o n ( Ac t i v a t i onS t a t eEnum . DELETED ) [
24 / / f i n d edge in t a r g e t model
25 v a l edge = ge tT rgTrace ( t r a n s i t i o n ) as Edge ;
26 v a l t emp l a t e = edge . pa ren tTemp la t e ;
27 / / remove edge from con t a i n e r
28 t emp l a t e . edge . remove ( edge ) ;
29 v a l t r a c e = ge tT r a c e ( t r a n s i t i o n ) ;
30 / / remove t r a c e a b i l i t y l i n k
31 removeTrace ( t r a c e ) ;
32 ] . b u i l d ( ) ;� �

Listing 1: Transition’s reactive transformation rule

Listing 1 shows the rule of the Transition to Edge reactive trans-
formation (transition2EdgeRule). As a precondition to the rule,
a simple graph pattern is referred, that matches if a Transition
in the source model is created, removed or its source or target
States are updated. To illustrate the proposed method above, this
rule can be assigned to an EVM instance running on a separate
thread. The instance is going to be monitoring the Transition
pattern’s match set and run the corresponding actions. A similar
rule allocation can be done for the State to Location transfor-
mation (state2LocationRule) as well. Since the create and the
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update transformation actions of the transition2EdgeRule de-
pend on the state2LocationRule, thus their executions should be
scheduled accordingly. Besides, the target model should be handled
in transactions to guarantee its consistency. Finally, the impera-
tive code shown in Listing 1 may be derived from a declarative
representation that may allow for more effective static analysis.

Challenges of task-parallel reactive transformations are:
• dependencies between themodel transformation rules should
be discovered to find the independent ones [18],

• the concurrent editing of the target model from multiple
EVM instances requires transactional model processing and
locking mechanisms to guarantee its consistency,

• alternatively, different lock-freemechanisms should be adopted
for reactive transformations [40, 41].

4.3 Multi-tenant, Reactive Model
Transformation Benchmark

Althoughmanymodel transformation engines have been developed
in the last decades [19, 26] there is no de-facto benchmark to com-
pare their performance. The Transformation Tool Contest (TTC)
aims to address this shortcoming by organizing an annual contest to
evaluate the performance, verifiability, conciseness and understand-
ability of transformation tools in several challenging case studies.
Although some of them evaluate incremental transformations, they
are not always reactive transformations that are automatically acti-
vated for events created by the application or external sources.

As it was shown in the motivating example, in order to find
the transformation engine that performs the best according to the
needs of systems engineers on collaborative platforms, state-of-
the-art reactive transformation engines should be compared along
a set of selection criteria that are derived from the characteris-
tics (Key Performance Indicators, KPIs) of parallel reactive model
transformations on multi-tenant platforms.

KPIs of reactive model transformations in single-threaded exe-
cution mode are: (𝑖) initial memory need to cache the source model,
due to the underlying incremental model queries, (𝑖𝑖) model change
type (add, remove, update), (𝑖𝑖𝑖) size of the model change (num-
ber of elements), (𝑖𝑣) frequency of model changes, (𝑣) complexity
of the transformation (memory and CPU footprint). Further KPIs
to examine, due to the proposed parallel execution mode of re-
active transformations: (𝑣𝑖) degree of independence between the
transformation rules, (𝑣𝑖𝑖) number of transformations running in
parallel, (𝑣𝑖𝑖𝑖) model synchronization time overhead between con-
flicting rule applications. Some further KPIs to consider in the
multi-tenant execution environments are: (𝑖𝑥) number of tenants
using the same transformation engine, (𝑥) degree of isolation be-
tween them, (𝑥𝑖) load profile of model transformation engines under
concurrent transformation requests, (𝑥𝑖𝑖) maintenance overhead
of provisioning operations on model transformation engines, to
leverage the elastic resource allocation benefits of the cloud.

From these KPIs, several evaluation criteria can be constructed
to assess the performance of model transformation engines in par-
allel reactive execution mode, on multi-tenant collaborative plat-
forms. Some example evaluation criteria are: (𝑖) how do the size
and frequency of source model changes influence the memory and
CPU consumption of the transformation engine, (𝑖𝑖) how quickly

Benchmark orchestrator
Transformation 

engine
Transformation

description

Source 
model n

Source 
model n

Source 
model

Reactive 
scenario n

Reactive 
scenario n

Reactive 
scenario

Benchmark result 

Figure 7: Reactive model transformation benchmark

is the engine able to react to changes in the model, (𝑖𝑖𝑖) how many
transformations can run in parallel per second, (𝑖𝑣) how much
synchronization overhead does the resolution of conflicting rule
applications cause, (𝑣) how many tenants can the same model trans-
formation engine serve, (𝑣𝑖) how do cloud provisioning operations
on model transformation engines affect their performance.

In order to support the evaluation of reactive model transforma-
tion engines, we propose a high-level overview of a benchmark,
depicted in Figure 7. The architecture consists of:

• the transformation descriptions, which describe the transfor-
mation cases in a unified format,

• the reactive scenarios that describe the frequency, size and
type of changes that should be made on the source models,

• the source models on which the model transformations are
executed,

• the transformation engines, which execute the given transfor-
mation on the source model according to the transformation
rule and the changes made in the model,

• the benchmark orchestrator that controls the workflow. Se-
lects the source model and transformation in a format the
transformation engine expects it, runs the reactive scenario
on the model to exercise the reactivity of the transformation
engine, and measures the run-time metrics of the engine
(e.g., transformation execution time, memory and CPU use,
number of parallel transformations per second, etc.),

• the benchmark results summarize the run-time metrics of the
transformation cases on the engines.

In order to design and implement the benchmark, we are going
to build on the previous work of Izsó et al. with MONDO-SAM, an
extensible MDE benchmark framework [25]. We are going to adopt
the workflow stages and primitives for our needs and will reuse its
support for metrics calculation and visualization on diagrams.

Similar to Langer et al. [28], we are going to implement a generic
API for the workflow and implement adapters for each transfor-
mation engine. Similar to the Train Benchmark framework [43],
we will design models and transformations with growing size and
complexity to exercise the model transformation engines.

The goals of the benchmark are:
(1) to define a set of evaluation criteria to compare reactive

model transformation engines on multi-tenant platforms,
(2) to support the selection of the most suitable engine in the

given transformation and application context,
(3) to provide means to repeatably measure runtime metrics of

state-of-the-art reactive model transformation engines.
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Table 2: Summary of research lines and challenges

Addressed challenge and summary of the derived research line Research objectives

M
ul
ti-
te
na
nt

m
od

el
tra

ns
fo
rm

at
io
ns

(R
L1
)

Improve the scalability of model transformation engines for
multi-tenant platforms, while keeping the tenants isolated.
Adopt and experiment with different horizontal combinations
of multi-tenancy patterns for model management engines in
conjunction with LCDPs.

(RO1.1.) Isolation of tenants while maintaining fair
resource distribution between them.
(RO1.2.) Tenant-aware model management services
with optimized memory and model access.
(RO1.3.) High-throughput lock-free and lock-based
concurrent model access mechanisms.

Pa
ra
lle
lr
ea
ct
iv
e

m
od

el
tra

ns
fo
rm

at
io
ns

(R
L2
)

Improve the scalability of model transformations for frequently
changing models with hundreds of millions of elements.
Adopt reactive model transformations for parallel execution
mode in order to be able to quickly react to frequent changes
in very large models.

(RO2.1.) Find the independent model transformation
rules that can be executed in a task-parallel execution
mode to achieve high degree of parallelism.
(RO2.2.) Transactional model management with model
synchronization primitives to allow parallel model
editing and guarantee model consistency.
(RO2.3.) Alternatively, adopt different lock-free
mechanisms for reactive transformations.
(RO2.4.) If the task-parallel execution does not provide
satisfactory results, then the data-parallel approach has
to be studied for reactive transformations.
(RO2.5.) Exploit declarative languages and static
analysis to derive efficient imperative transformation
code.

M
ul
ti-
te
na
nt
,r
ea
ct
iv
e

m
od

el
tra

ns
fo
rm

at
io
n
be
nc
hm

ar
k

(R
L3
)

Characterize reactive model transformations on multi-tenant
low-code platforms to select the most suitable transformation
engine in the given context.
Design and implement a novel model transformation
benchmark for reactive transformations on multi-tenant
platforms with increasingly more complex transformation
rules and models.

(RO3.1.) Empirically identify the Key Performance
Indicators of reactive model transformations on
multi-tenant platforms.
(RO3.2.) Derive evaluation criteria that can be used to
assess the model transformation engines.
(RO3.3.) Design transformation rules and models that
are similar in complexity to real-world scenarios.
(RO3.4.) Implement a benchmark workflow that runs
the transformation rules on the engines using the
source models along the reactive scenario descriptions.

4.4 Summary of research lines and challenges
Table 2 summarizes the research lines together with the challenges
they address and the open questions within each of them.

5 CONCLUSION
In this paper, we outlined three research lines to address scalability
and productivity challenges in Low-Code Development Platforms.
We used a model validation and verification workflow to highlight
the challenges in a real-world scenario. Besides, we provided a
mapping of the challenges to research lines:

• adoption of multi-tenant architecture patterns for model
transformations on low-code platforms, to improve the scal-
ability in terms of number of users,

• parallel reactive model transformations, to improve the scal-
ability of model transformations in terms of model size,

• multi-tenant, reactive model transformation benchmark, to
increase productivity by providing different selection criteria
that can be used to assess the performance of reactive model
transformation engines on multi-tenant platforms.

As future work, the practical solutions of the research lines
are going to be integrated to IncQuery Server, a scalable query

evaluation middleware in the cloud [23]. The goal is to enhance
the middleware into a collaborative, multi-tenant engineering plat-
formwith advanced reactive model transformation capabilities over
cloud-based model repositories.
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