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ABSTRACT

The wintertime warm Arctic–cold Eurasia (WACE) temperature trend during 1990–2010 was character-

ized by accelerating warming in the Arctic region, cooling in Eurasia, and accelerating autumn/winter Arctic

sea ice loss.We identify two atmospheric circulationmodes over the NorthAtlantic–northernEurasian sector

that displayed strong upward trends over the same period and can explain a large part of the observed decadal

WACE pattern. Both modes bear a close resemblance to well-known teleconnection patterns and are rela-

tively independent from variability in Arctic sea ice cover. The first mode (PC1) captures the recent negative

trends in the North Atlantic Oscillation and increased Greenland blocking frequency, while the secondmode

(PC2) is reminiscent of a Rossby wave train and reflects an increased blocking frequency over the Urals and

north Asia. We find that the loss in the Arctic sea ice and the upward trends in PC1 and PC2 together account

for most of the decadal Arctic warming trend (.80%). However, the decadal Eurasian cooling trends may be

primarily ascribed to the two circulationmodes alone: all of the cooling in Siberia is contributed to by PC1 and

65% of the cooling in East Asia by their combination (the contribution by PC2 doubles that by PC1). En-

hanced intraseasonal activity of the two circulationmodes increases blocking frequencies overGreenland, the

Ural region, and north Asia, which drive anomalous moisture/heat flux toward the Arctic and alter the

downward longwave radiation. This also weakens warm advection and enhances advection of cold Arctic

airmasses towards Eurasia.

1. Introduction

Surface air temperature (SAT) has been rising at a

much higher rate in the Arctic than in other regions of

the globe, a phenomenon referred to as Arctic amplifi-

cation (AA; Serreze et al. 2009; Screen and Simmonds

2010; Cohen et al. 2014; Walsh 2014). Concurrently,

the Arctic sea ice extent has been decreasing at rates

that are unprecedented in both the satellite record and

paleoreconstructions (Kinnard et al. 2011). Interest-

ingly, midlatitude continents, and particularly Eurasia,

have instead displayed cooling trends in SAT over re-

cent decades (Cohen et al. 2014). A similar pattern

was also observed during the early twentieth century

(1920s–30s; Johannessen et al. 2004). This phenomenon,

characterized by warming and cooling trends, respectively,

in the Arctic region and the midlatitudes, is termed warm

Arctic–cold continent (WACC; Overland et al. 2011;

Cohen et al. 2014; Chen et al. 2018) or more specifically,

warm Arctic–cold Eurasia (WACE; Mori et al. 2014).

The wintertime WACC/WACE in recent decades

(1990–2010) has been accompanied by remarkable

changes in the atmospheric circulation and occurrence

of extreme weather events. Examples include the

weakening of the meridional temperature gradient and

zonal winds at midlatitudes (e.g., Francis and Vavrus

2015; Chen et al. 2018) and an increase in atmospheric
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blocking frequency over the Urals, Greenland, and Si-

beria (Luo et al. 2016a; Ye et al. 2018; Chen et al. 2018).

Additionally, anticyclone activity and the frequency

of cold extremes over Eurasia have both intensified in

recent years (e.g., Zhang et al. 2008; Overland et al.

2011; Zhang et al. 2012; Cohen et al. 2010, 2014).

The WACC/WACE temperature pattern and the

increased number of midlatitude wintertime cold ex-

tremes have drawn significant scientific attention. Nu-

merous studies have linked recent cold midlatitude

winters to the decline in Arctic sea ice (e.g., Honda et al.

2009; Petoukhov and Semenov 2010; Liu et al. 2012;

Inoue et al. 2012; Cohen et al. 2014, and references

therein). For Eurasia, the Barents and Kara Sea (BKS)

region emerges as being of particular relevance in

terms of both atmospheric circulation and sea ice cover

anomalies (e.g., Honda et al. 2009; Petoukhov and

Semenov 2010; Zhang et al. 2012; Inoue et al. 2012; Tang

et al. 2013;Mori et al. 2014; Zhang et al. 2018). Increased

Ural blocking frequency and persistence may play an

important role in warming the BKS and cooling Eurasia

(Luo et al. 2016a; Yao et al. 2017; B. Luo et al. 2017).

This leads to a complex feedback loop, since increased

atmospheric blocking frequency may be contributing to

accelerating sea ice loss in the BKS (Gong and Luo

2017) yet is itself influenced by the sea ice loss in the

region (Luo et al. 2016a). Mori et al. (2014) identified

the WACE pattern as the second empirical orthogonal

function (EOF) of SAT variability over the Arctic–

Eurasian sector, excited directly by the sea ice decline

over the BKS. Additional proposed mechanisms con-

tributing to the WACE pattern include internal atmo-

spheric variability (e.g., McCusker et al. 2016; Sun et al.

2016; Ogawa et al. 2018), the poleward shift of the

oceanic front in the Gulf Stream region (Sato et al. 2014;

Simmonds and Govekar 2014), anomalies in Eurasian

snow cover (Xu et al. 2018) and manifestations of

independent phenomena that jointly contribute to an

anomalous temperature dipole (Ye et al. 2018). Others

have analyzed the low-frequency variability in the

WACE pattern. Sung et al. (2018), for example, have

highlighted the existence of a strong interdecadal vari-

ability, associated with the modulation of Rossby waves

by the mean-flow conditions in the North Atlantic sec-

tor, altered atmospheric baroclinicity over the Gulf

Stream region, and changes in the Atlantic meridional

overturning circulation.

The large variety of physical explanations proposed

for theWACE pattern is part of the broader uncertainty

concerning Arctic–midlatitudes linkages. A number of

mechanisms for the impacts of AA and sea ice loss on

the midlatitudes have been proposed, including the

modulation of the storm tracks (e.g., Overland et al.

2011), of the eddy-driven jet stream (Francis and Vavrus

2015), of planetary waves (e.g., Petoukhov and Semenov

2010; Tang et al. 2013), and of the North Atlantic Os-

cillation/Arctic Oscillation (NAO/AO; e.g., Alexander

et al. 2004; Screen et al. 2014). However, large un-

certainties remain concerning the robustness and mag-

nitude of these linkages (Cohen et al. 2014), with

contrasting results in the literature (e.g., Barnes 2013;

Barnes and Screen 2015; Perlwitz et al. 2015; Cattiaux

et al. 2016; McCusker et al. 2016; Sigmond and Fyfe

2016; Sun et al. 2016). The sea ice loss in the Arctic has

been considered in a recent study as an unimportant

factor for the Eurasian cold winters (Blackport et al.

2019). This conclusion is based on examining the di-

rection of oceanic heat flux and the interaction between

sea ice and the overlying atmosphere. Another recent

study by Luo et al. (2019) suggests that the influence of

the Arctic sea ice loss and warming depends on the

background state of the atmospheric potential vorticity.

Such finding further underscores the complex processes

involved in the Arctic–midlatitudes linkages.

Here, we seek to address this outstanding challenge

by analyzing potential midlatitude and Arctic drivers

of the WACE pattern, and quantifying their respective

contributions. We specifically identify two modes of

atmospheric variability over the NorthAtlantic–Eurasia

region that had distinct influences on theWACEpattern

during the period 1990–2010. The first mode is domi-

nated by an NAO/AO-like pattern. The second mode

is a zonal wavelike pattern reminiscent of a combination

of Ural blocking and NAO pattern (Luo et al. 2016b;

Zhong et al. 2018), although here we do not focus on the

relationship between Ural blocking and the WACE

pattern. Previous studies have found a close associa-

tion between similar atmospheric circulation modes and

the WACE pattern (e.g., Luo et al. 2016a; Yao et al.

2017). In our study, we build upon these results by

specifically investigating the two modes’ intraseasonal,

interannual and decadal variability, and linking the

shorter-term relationship between the two modes and

the WACE pattern to the latter’s decadal trends. We

further provide a quantitative analysis of the contribu-

tion by the two modes to theWACE trend. The analysis

highlights the physical processes underlying this in-

terplay and separates the footprint of the modes from

that of regional sea ice loss. The search for modes spe-

cifically relevant to the WACE pattern, as opposed to

canonical modes such as the NAO or the AO, provides

the flexibility to identify targeted variability patterns

thatmay result from the interactions between previously

known circulation features. Moreover, the seamless

analysis of variability at multiple time scales provides

novel insights into the origin of the WACE pattern.
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Section 2 describes the data and statistical methods.

The two atmospheric circulation modes and their respec-

tive contributions to theWACE pattern are discussed in

sections 3 and 4, respectively. Section 5 investigates the

processes that mediate the impacts of the two circulation

modes. Section 6 discusses the impacts of local sea ice

loss on the WACE pattern. Finally, section 7 provides a

discussion and summary of the major findings.

2. Data and methodology

a. Datasets and atmospheric circulation indices

Atmospheric fields for 1980–2017 are taken from the

European Centre for Medium-Range Weather Fore-

casts (ECMWF) ERA-Interim dataset (Dee et al. 2011).

We use both daily and monthly mean fields of several

dynamic and thermodynamic quantities. The daily fields

are obtained by averaging 6-hourly values. Winter of a

specific year includes December of the preceding year

through to February of the year itself (DJF). We define

the recent WACE pattern as the trend of the SAT over

the Arctic and northern Eurasia during 1990–2010. The

choice of temporal range follows Chen et al. (2018) and

readers are referred to Cohen et al. (2014) for a com-

prehensive review of the WACE phenomenon.

We integrate the ERA-Interim fields with a variety of

other data sources: the monthly mean geopotential height

at 500hPa (Z500) from the National Aeronautics and

Space Administration’s MERRA-2 reanalysis (Gelaro

et al. 2017); the Climatic Research Unit’s (CRU) high-

resolution SAT data (CRU TS v. 4.01; Harris et al. 2014);

and monthly sea surface temperature (SST) and sea ice

concentration (SIC) from the Hadley Centre Sea Ice and

SeaSurfaceTemperaturedataset (Rayner et al. 2003).Daily

sea ice fraction is instead taken fromERA-Interim; to avoid

confusion, we also refer to this as SIC in our analysis.

The monthly indices of AO/NAO, east Atlantic pat-

tern (EA), Polar/Eurasia pattern (POL), east Atlantic/

west Russia Pattern (EA/WR), Pacific–North American

teleconnection (PNA), Scandinavia pattern (SCAND),

and Niño-3.4, as well as the daily NAO index, are pro-

vided by the Climate Prediction Center of the National

Oceanic and Atmospheric Administration (NOAA). The

Siberian high (SH) intensity index is defined as the cosine

latitude-weighted area-mean SLP over 408–608N, 808–
1208E [the same domain as in Wu and Wang (2002)].

Extreme cold days (T10p) are the days in each winter

below the 10th percentile of the daily ERA-Interim

SAT distribution over all the winters during 1980–2017

at every grid point. Daily wave activity flux (WAF) at

250hPa is computed following Takaya and Nakamura

(2001). The atmospheric blocking frequency is calculated

following Lejenäs and Økland (1983) and Tibaldi and

Molteni (1990). To remove trends in the data, the time

series are first smoothed with a 5-yr running average.

The new time series is then subtracted from the origi-

nal series, and the least squares linear method is used

to remove the linear trend. Trends are estimated us-

ing the Theil–Sen trend estimate, and their significance

is assessed by the Mann–Kendall nonparametric test

for monotonic trends [see Mondal et al. (2012) for de-

tailed descriptions of both methods]. To remove high-

frequency fluctuations, time series and temporal fields

are also smoothed with a 5-yr running average before

computing their trends. The detrended fields/time series

of the variables of interest exhibit moderate negative or

near-zero one-year-lag autocorrelations. This suggests

that serial correlation does not have to be accounted for

when computing the trends in the raw fields/time series.

However, since the smoothed fields/time series exhibit

relatively large one-year-lag autocorrelations, significance

of the trends of these smoothed fields/time series is as-

sessed using the raw fields/time series. Finally, the signifi-

cance of regressions and composite anomalies is evaluated

using the Student’s t test.

b. Defining two wintertime atmospheric circulation
modes

The first two leading modes of atmospheric wintertime

variability are identified by applying an EOF analysis to

the Z500 field over 208–908N, 908W–1608E (Figs. 1a,c).

This domain covers most of the Arctic, North Atlantic,

and Eurasia, and emphasizes the atmospheric circulation

structures over the region of interest for the WACE

pattern. Similar results are obtained when the domain for

the EOF analysis is extended westward to 1208W and

southward to 108S (Fig. S1 in the online supplemental

material). The two leading modes explain respectively

30% and roughly 18% of the total variance and are well

separated according to theNorth et al. (1982) test. Similar

spatial patterns are obtained when using the Z500 field

from theMERRA-2 reanalysis (Fig. S2). Throughout the

paper, the seasonal principal components of the two

modes are referred to as Z500-PC1/PC2; references to the

polarity/sign of the modes correspond to the spatial

loadings shown in Figs. 1a and 1c. The EOF approach we

adopt, while widely used in describing atmospheric vari-

ability, facilitates an objective depiction of the temporal

evolution of the two atmospheric circulation modes and

thus allows for an easier assessment of their impacts on

the recent WACE pattern.

To study the intraseasonal variability of the two

modes, we first construct their daily standardized indices

(Z500-D1/D2, respectively) by projecting the daily Z500

anomaly field onto the respective DJF Z500 anomaly
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patterns for years with high versus low PC values (sec-

tion 3a). and normalizing by their standard deviation.

We then define positive events of each atmospheric

circulation mode. An event occurs when same-sign

values of Z500-D1/D2 persist for at least 7 and at

most 21 consecutive days, and the maximum/minimum

value during this time is above a specific threshold. The

7-day persistence requirement ensures the detection of

persistent events and is partly based on visual in-

spection. The 21-day upper limit is intended to separate

different events, which may occur consecutively. In-

spection of the evolution of the Z500-D1/D2 indices

during the identified events indicates that the maximum

index values can be viewed as the peaks of the events

(Fig. S3). Reasonable changes in these requirements do

not qualitatively alter our results. The threshold value to

define positive events is set at 11.5s. Events aremerged if

their maximum values occur less than seven days apart.

An event is discarded if the maximumZ500-D1/D2 value

occurs closer to the first day or last day of the event than

one-fourth of the event duration. This excludes those

events that have an unusually rapid development or de-

cay during their life cycles and are not representative

of the typical temporal evolution of the two modes.

To investigate the contribution of the circulation

modes to SAT trends, we adopt a procedure conceptu-

ally similar to that of Iles and Hegerl (2017). First, both

the SAT and the Z500-PC1/PC2 are detrended to min-

imize the impact of preexisting trends in the time series

on the results. Next, regression coefficients of the SAT

time series against Z500-PC1/PC2 are obtained, and

linear trends in the original SAT time series and Z500-

PC1/PC2 during 1990–2010 are estimated. Finally, it is

assumed that the relationship between the time series in

FIG. 1. The (a),(b) first and (c),(d) second EOF modes of winter geopotential height at 500 hPa (Z500) during

1980–2017. The principal components (PCs; Z500-PC1/PC2) in the right panels are normalized with respect to their

own standard deviations s. Solid (dashed) red curves denote linear trends (s decade21) during 1990–2010 (1980–

2017) based on Theil–Sen trend estimate. Trend significance is assessed based on theMann–Kendall nonparametric

test formonotonic trends (see text). The dashed black curves denote 5-yr running averages. Horizontal dashed lines

indicate 60.5s.
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terms of covariability at shorter time scales also holds

for longer time scales. The contribution by Z500-PC1/

PC2 to the SAT trends is thus estimated by multiplying

the trends of Z500-PC1/PC2 during 1990–2010 with the

regression coefficients. This method is also used to es-

timate the contribution of the sea ice to the SAT trends.

3. Two distinct wintertime atmospheric circulation
modes

a. Description of the modes

The first atmospheric mode resembles the AO/NAO

(Fig. 1a), as well as the ‘‘Z500 extremes’’ pattern in

Johnson et al. (2018). The corresponding PC (Z500-PC1,

Fig. 1b) correlates strongly with the AO/NAO indices

(r 5 20.93/20.8) and the SCAND pattern (r 5 0.68,

Table 1). However, the partial correlation with the

SCANDpattern adjusted for the AO/NAOdependence

is significantly smaller (r , 0.2), suggesting that the re-

lationship of Z500-PC1 with SCAND primarily mirrors

that with the AO/NAO. The first circulation mode also

exhibits a weak relationship with ENSO (Table 1) and a

strong correlation with atmospheric blocking frequency

over eastern Canada–Greenland (red lines; Fig. 2c).

The second circulation mode is characterized by a

zonal wavelike pattern (Fig. 1c), reminiscent of the one

in Zhong et al. (2018), albeit based on monthly com-

posite anomalies in their study. The corresponding PC

(Z500-PC2, Fig. 1d) exhibits moderate correlations with

the EA/WR pattern (r 5 20.55) and NAO (r 5 0.67),

and a higher correlation with the SH (r 5 0.74). The

correlation with ENSO is again weak (Table 1), while a

strong link emerges with blocking frequency across

northern Eurasia (blue line; Fig. 2c).

Both the Z500-PC1 and Z500-PC2 display strong in-

terannual variability and decadal trends. The strongest

upward trends coincide with the timing of the recent

WACEpatternduring 1990–2010 (0.9s decade21 forZ500-

PC1, continuous red line in Fig. 1b and 0.7s decade21 for

Z500-PC2, continuous red line in Fig. 1d; see also section 2a

here and Fig. 2 in Cohen et al. 2014). This immediately

points to a possible connection between the three. The

strong upward trend in Z500-PC1 is consistent with the

concomitant negative trend in the NAO (Iles and Hegerl

2017). The trends in both PCs during the entire 1980–2017

period are much weaker (0.2s decade21 for Z500-PC1,

dashed red line inFig. 1b, and 0.3s decade21 forZ500-PC2,

dashed red line in Fig. 1d). This is also true for the

TABLE 1. Correlation coefficients between EOF PCs of the DJF

Z500 field and climate indices. Correlation coefficients significant

at the 5% (1%) level are in italic (italic and bold). All fields are

detrended according to the method described in the text.

EOF PCs

Index DJF Z500-PC1 DJF Z500-PC2

AO 20.93 0.28

NAO 20.8 0.67

EA 0.43 20.6

PNA 0.08 0.19

EA/WR 20.21 20.55

SCAND 0.68 20.16

POL 20.5 20.07

Niño-3.4 0.19 20.18

SH 20.11 0.74

FIG. 2. (a) Climatology (1980–2017; red curve) and trend (days

per winter season decade21) of the longitudinal sector atmospheric

blocking frequency during the period 1980–2017 (black curve) and

1990–2010 (blue curve). Red asterisks indicate that the trends are

significant at the 10% level. (b) Composite longitudinal sector at-

mospheric blocking frequency for years above 10.5s (thick lines)

and below20.5s (thin lines) of Z500-PC1/PC2 (red and blue lines,

respectively). Asterisks indicate that the composite frequencies are

significantly different at the 5% level between the two groups of

years. Units are days per winter season. (c) Correlation coefficients

of the longitudinal sector atmospheric blocking frequency with the

Z500-PC1/PC2 (red and blue lines, respectively). The dashed lines

denote significance at the 5% level.
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atmospheric blocking frequency over eastern Canada–

Greenland, the Ural region, and north Asia (blue vs

black lines in Fig. 2a). Indeed, both Z500-PC1 and Z500-

PC2 have exhibited a decrease from about 2010.

Both circulation modes exhibit close relationships with

canonical variability patterns and regional atmospheric

blocking frequencies. They also combine features of cir-

culation patterns discussed in previous studies (e.g., Luo

et al. 2016a; B. Luo et al. 2017; Yao et al. 2017; Gong and

Luo 2017; Zhong et al. 2018). Thus, they appear to result

from the complex interplay of several distinct circulation

features.

b. Associated large-scale patterns

Figure 3 displays the composite differences in DJF-

mean values of several fields between high and low

values of Z500-PC1 (left) and Z500-PC2 (right). As al-

ready noted, the first mode is closely associated with the

AO/NAO pattern (Figs. 3a,e). However, when com-

pared to the conventional AO pattern, the Arctic center

of action in the SLP composite extends farther into

Eurasia. The UV300 composite reveals an anticyclonic

anomaly centered over Greenland (Fig. 3c), associated

with more frequent Greenland blocking (thick red line,

Fig. 2b)—in turn closely linked to the polarity of the

NAO (e.g., Woollings et al. 2010; Davini et al. 2012).

The North Atlantic jet is shifted southwestward during

the positive phase of Z500-PC1 (not shown) in agree-

ment with what is seen during the negative NAO. As

discussed in section 5c(1), the anticyclonic anomaly over

Greenland plays an important role in enhancing the

moisture transport toward the Arctic region.

The zonal wavelike Z500 pattern that characterizes

the second mode (Fig. 3b) is less evident in the SLP

field (Fig. 3f). The SLP composite indicates a stronger

SH, consistent with the strong correlation discussed

above. The UV300 composite (Fig. 3d) highlights an

intense anticyclone located over western Russia. This

anticyclone is a key modulator of the moisture transport

toward BKS and the surrounding region (section 5c).

The positive phase of the second circulation mode is

further associated with increased blocking frequencies

FIG. 3. (left) Composites of (a) Z500 (gpm), (c) horizontal wind at 300 hPa (UV300; m s21), and (e) sea level pressure

(SLP; hPa) anomalies constructed for Z500-PC1 using the years above10.5s minus below20.5s. (right) As in the left

panels, but for Z500-PC2. Composite anomalies significant at the 5% level are stippled (red vectors for UV300).
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over northern Eurasia (thick blue line, Fig. 2b). The

placement of the anticyclone and the blocking anoma-

lies suggests that Ural blocking activity is an essential

part of the zonal wavelike Z500 pattern, as also dis-

cussed in previous studies (e.g., Luo et al. 2016b). In

contrast to the first mode, the positive phase of the

secondmode corresponds to a northeastward shift of the

North Atlantic jet (not shown).

Overall, the two circulation modes therefore corre-

spond to very different large-scale circulation patterns,

preferred moisture pathways, and atmospheric blocking

activity, underlying their distinct contributions to the

WACE temperature pattern.

4. Impacts of the two atmospheric circulationmodes
on interannual and decadal Arctic–Eurasian
wintertime temperatures

a. Interannual temperature variability

To reveal the impacts of the two modes of wintertime

atmospheric circulation on the interannual variability of

FIG. 4. Regression of (a),(c) surface air temperature (SAT; 8C) and (b),(d) cold extremes

frequency (T10p; days per winter season) against Z500-PC1 in (a) and (b) and Z500-PC2 in

(c) and (d) with trends removed before the computation. See text for the description of T10p.

Stippling indicates significance at the 5% level. See text for details of the boxes in (a) and (c).
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the SAT, all the fields are detrended before the analysis

(section 2a). The SAT anomalies associated with Z500-

PC1 are characterized by a tripole (Fig. 4a), resembling

the footprint of the negative NAO/AO (e.g., Hurrell

1996; He et al. 2017; Iles and Hegerl 2017). The fre-

quency of cold temperature extremes over a large swath

of northernEurasia is very sensitive to themode (Fig. 4b).

The SAT anomaly pattern associated with Z500-PC2

is very different and reflects the mode’s wavelike structure

(Fig. 4c). The strong warming over BKS and its sur-

rounding areas stands in stark contrast to the strong cool-

ing over East Asia. Significant decreases in the frequency

of cold temperature extremes is observed in high-latitude

Russia during the positive phase of the mode, while in-

creases occur over Greenland, south of Iceland, and in

the southern portion of the analysis domain (Fig. 4d).

b. The warm Arctic–cold Eurasia decadal
temperature pattern

The SAT patterns associated with the two circulation

modes exhibit strong temperature anomalies over the

Arctic–Eurasian sector, albeit with differences in the

exact locations of the largest regression values. To better

understand the contributions of the two modes to the

WACE pattern, the standardized area-mean SAT and

T10p are computed for eastern Canada–Greenland

(108–908W, 558–808N), BKS (308–1108E, 708–858N),

Siberia (808–1208E, 508–658N), and East Asia (808–1208E,
408–508N) (boxes in Figs. 4a,c). The domains are selected

to match areas with large decadal trends (Fig. 5a). The

separation of Siberia and East Asia is necessary as the

two modes have distinct impacts on the temperatures

in these two regions (Fig. 4).

The standardized time series of area-mean SAT/T10p

over the four regional domains are depicted in Fig. 6a.

The SATs over eastern Canada–Greenland (solid red

curve) andBKS (dashed red curve) exhibit strong upward

trends during the period 1990–2010. In sharp contrast to

this, the time series of the SAT in Siberia (solid blue

curve) and East Asia (dashed blue curve) are character-

ized by downward trends during the same period. These

contrasting SAT trends are characteristic of the recent

WACE temperature pattern. Both the warming and

cooling trends are much smaller for the entire period

(1980–2017, see Table 2). The cooling trends become

particularly weak, suggesting that the 1990–2010 WACE

period inEurasia is not representative of the temperature

trends over 1980–2017. During the WACE period, the

time series of T10p in Siberia (solid green curve) andEast

Asia (dashed green curve) also feature upward trends.

We next estimate the fractional contribution of the

two modes of wintertime atmospheric circulation to

trends in the SAT during the recent WACE period,

following the procedure outlined in section 2b. We find

that over 40% of the SAT trends over eastern Canada–

Greenland and BKS during 1990–2010 are explained by

Z500-PC1 (44.9%) andZ500-PC2 (41.6%), respectively.

The two atmospheric circulation modes thus account

for a substantial fraction of the Arctic surface warming

trend. The recent cooling trend in Siberia is pre-

dominantly due to the first circulation mode. The ex-

plained cooling trend is actually stronger than the

observed one, indicating that other processes, including

the second circulation mode, must have partly offset the

effect of the first circulation mode. Over East Asia, the

explained percentages during the same period are roughly

20.3% and 44.9% for the first and second modes, re-

spectively. Some of these features reflect the negative

NAO trend during 1989–2013, that led to large cooling

trends in northern Eurasia (Iles and Hegerl 2017).

However, the cooling trend over East Asia is more

strongly tied to the second circulation mode rather than

to the NAO-like first circulation mode (see also the re-

gressions in Fig. 4a,c). The two atmospheric circulation

modes are independent by construction, and together

they therefore explain essentially the whole recent winter

cooling trend over Siberia and a very large part of that

over East Asia.

In terms of cold temperature extremes, the upward

trend in T10p in Siberia is largely linked to the first

FIG. 5. (a) Linear trend of winter SAT (K decade21) in ERA-

Interim data using the Theil-Sen trend estimate. Linear trend of

winter SAT (K decade21) as contributed to by (b) Z500-PC1,

(c) Z500-PC2, and (d) their sum. See text for details about the

estimation of trend contribution. Stippling indicates significance at

the 5% level.
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circulation mode (see also Fig. 4b), which, as for the

winter cooling trend in the same region, overestimates

the observed changes. An atmospheric circulation

pattern similar to this mode has indeed been associ-

ated with increased cold extremes over the land areas

in the Northern Hemisphere during the recent so-

called warming hiatus (Johnson et al. 2018). The link

between the two modes and the increase in East Asian

T10p frequency is less evident. Both atmospheric cir-

culation modes provide small contributions (,20%) to

the T10p trend in this region, and the contribution of

the second circulation mode to the winter cooling

trend is much stronger than its contribution to the

upward trend in cold temperature frequency. Such a

difference suggests that the processes leading to the

mean winter temperature trend are likely different

FIG. 6. (a) Area-mean time series of SAT for Barents–Kara Seas (BKS; dashed red), eastern Canada–Greenland

(solid red), Siberia (solid blue), and East Asia (dashed blue). The solid (dashed) green line denotes the area-mean

time series of T10p for Siberia (East Asia). (b) Area-mean time series of sea ice cover for BKS (solid red for DJF;

dashed red for ON) and Baffin Bay/Labrador Sea (solid black for DJF; dashed black for ON). Time series are

normalized with respect to their own standard deviations and smoothedwith a 5-yr running average. Trend units for

the sea ice are s decade21. Vertical dashed lines in (a) denote the years of 1990 and 2010, respectively. See text for

details about the estimates of explained percentage of trends in SAT by Z500-PC1/PC2 and sea ice during 1990–

2010, indicated in the legends. ON 5 October and November; DJF 5 December–February.
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from those leading to the increased cold extremes

frequency in East Asia.

A procedure similar to the one adopted for the trend

contributions can be used to construct the spatial trend

patterns associated with the two DJF Z500 modes.

The observed spatial SAT trend during 1990–2010 is

characterized by strong warming in eastern Canada–

Greenland and the BKS area, and cooling across north-

ern Eurasia, and particularly Siberia–East Asia (Fig. 5a;

as found in many previous studies, e.g., Cohen et al.

2014; Chen et al. 2018). The spatial patterns of SAT

trend associated with Z500-PC1 and Z500-PC2 do not

individually resemble the WACE pattern (cf. Fig. 5a

with Figs. 5b,c). Z500-PC1 misses the strong warming

over the BKS and the surrounding land areas (Fig. 5b).

In fact, the AO/NAO trend during the WACE period

cannot explain the warming in the Arctic (He et al.

2017). The strongest cooling trend is also shifted

northward. Z500-PC2, on the other hand, misses the

strong warming in eastern Canada–Greenland and the

cooling across Europe and Siberia (Fig. 5c). However,

the linear sum of the two spatial temperature trends

(Fig. 5d) closely matches the reanalysis-based WACE

pattern (Fig. 5a). The primary difference is a weaker

warming over the Arctic. There are multiple plausible

reasons for this discrepancy. The combination of the two

atmospheric circulation modes accounts for only half of

the total variance of the atmospheric circulation over

the Arctic–Eurasian sector. Other wintertime drivers

may thus contribute to the Arctic surface warming.

Local sea ice loss is an obvious candidate for an addi-

tional warming mechanism (section 6). Since wintertime

sea ice is only weakly correlated with the two atmo-

spheric circulation modes (Table 3, see also section 6), it

may drive a relatively independent contribution to the

warming trend in the Arctic.

The warming trends in eastern Canada–Greenland

and BKS during the 1990–2010 WACE period are

roughly double those during the whole 1980–2017 period

(Table 2). The cooling trends in Siberia and East Asia

during the WACE period are about 8 times larger than

those during the whole period considered here. More-

over, all of the latter trends are near zero.We thus suggest

that the warming trend in the Arctic during the WACE

period represents an accelerated decadal warming em-

bedded in a long-term warming trend. In contrast, the

cooling trend over Eurasia during the WACE period

emerges as a strong decadal anomaly with a lower sta-

tistical significance, which has partly reversed after 2010

(Fig. 6a). This matches the weakening or even reversal of

the decadal upward trend in both atmospheric circulation

modes after 2010 (Figs. 1b,d), further supporting their

close link to the WACE pattern.

5. Physical interpretation of the WACE pattern
and intraseasonal variability of the two
atmospheric circulation modes

a. Intraseasonal versus longer-term variability in the
modes

The two leading atmospheric circulation modes dis-

cussed above provide a strong contribution to the recent

WACE temperature pattern. We elucidate this contri-

bution by analyzing how these two circulation modes

drive the surface temperature anomaly patterns on

intraseasonal scales. The winter-mean Z500-D1/D2

values exhibit similar temporal evolutions to the Z500-

PC1/PC2 (cf. Figs. 1b,d and 7). The correlation co-

efficient between the two is 0.97 (0.86) for the first

(second) mode. This suggests that the long-term signa-

ture of the two modes results from recurring features on

intraseasonal time scales. As for the PCs, the trend of

the winter-mean Z500-D1/D2 during the recent WACE

period (i.e., 1990–2010) is significantly larger than that

during the whole period (i.e., 1980–2017). This suggests

TABLE 2. Linear trends of the winter-mean SAT (s decade21) for the period 1980–2017 over various regions as estimated from ERA-

Interim data and reconstructed from the regressionmethod as described in the text. Values in parentheses denote trends computed for the

period 1990–2010. ERA-Interim trends significant at the 10% (1%) level are in italic (italic and bold). BKS 5 Barents Kara Sea; ON 5
October and November; DJF 5 December–February.

Regional SAT

Sources for trends

Eastern Canada–Greenland

DJF SAT

BKS DJF

SAT

Siberia DJF

SAT

East Asia

DJF SAT

ERA-Interim 0.5(1.2) 0.5(0.9) 20.08(20.6) 20.08(20.6)

DJF Z500-PC1 0.1 20.04 20.12 20.02

DJF Z500-PC2 20.12 0.17 0.01 20.12

BKS ON Sea ice 0.2 0.04 20.34 20.15

BKS DJF Sea ice 20.08 0.43 20.21 20.26

Baffin Bay/Labrador Sea ON Sea ice 0.15 20.34 0.08 0.04

Baffin Bay/Labrador Sea DJF Sea ice 0.19 20.21 0.0 0.07
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that the WACE pattern matched an increased occur-

rence of the positive phases of the two atmospheric

circulation modes on intraseasonal scales. This is also

consistent with previous studies that found an increased

blocking frequency over the Ural region during 1979–

2013 (e.g., Luo et al. 2016a).

b. Drivers of intraseasonal surface temperature
variability in the Arctic

Winter SAT variability in the Arctic region is driven

strongly by downward longwave radiation (DLW),

which relates to the poleward transport of heat and

moisture (e.g., Graversen et al. 2011; Woods et al. 2013;

Graversen and Burtu 2016; Lee et al. 2017; Messori et al.

2017; Messori et al. 2018). In particular, recent studies

have examined the impacts of different NAO phases

with or without the concomitant presence of Ural

blocking on poleward moisture intrusions and DLW

(e.g., Gong and Luo 2017; B. Luo et al. 2017). Here, we

analyze the link between polewardmoisture flux and the

DLW/SAT in the context of the two atmospheric cir-

culation modes described in section 3. Since surface

TABLE 3. Correlation coefficients between area-mean sea ice and Z500-PC1/PC2, SAT, and T10p over various regions. Correlation

coefficients significant at the 5% (1%) level are in italic (italic and bold). All fields are detrended according to the method as described in

the text. BKS 5 Barents Kara Sea; ON 5 October and November; DJF 5 December, January and February.

Area-mean sea ice

DJF

Z500-PC1

DJF

Z500-PC2

BKS DJF

SAT

Eastern Canada–

Greenland DJF SAT

Siberia

DJF SAT

Siberia DJF

T10p

East Asia

DJF SAT

East Asia

DJF T10p

BKS ON 20.56 0.29 20.07 20.43 0.52 20.5 0.26 20.23

BKS DJF 0.0 20.22 20.65 0.12 0.26 20.18 0.38 20.21

Baffin Bay/Labrador

Sea ON

20.02 0.3 0.1 20.47 20.21 0.33 20.13 0.04

Baffin Bay/Labrador

Sea DJF

20.33 0.31 0.25 20.78 0.0 0.08 20.25 0.11

FIG. 7. DJF-mean Z500 daily projection index (bars) for (a) Z500-PC1 and (b) Z500-PC2.

Filled circles denotes events with the maximum daily projection index (shown as y-axis values)

above 1.5s. The detailed procedures for computing the daily projection index and detecting

events are provided in section 2b. Solid black lines represent 5-yr running averages of the sea-

sonal-mean daily projection indices. Trends of the solid black lines are indicated in the legends.
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DLW is tightly coupled to the SAT (Vargas Zeppetello

et al. 2019), we do not attempt to distinguish cause and

effect between the two, nor do we seek to separate the

SAT anomalies due to the DLW anomalies that are

purely forced by the atmospheric circulation from the

contribution by the SAT–DLW coupling. The lead–lag

regression coefficients of area-mean 850-hPa tempera-

ture (T850), DLW, 850-hPa specific humidity (Q850),

and SAT against the vertical integral of the atmo-

spheric moisture flux along 658N, 408–1008W for eastern

Canada–Greenland (Fig. 8a) and along 658N, 208–658E
for the BKS (Fig. 8b) are computed. In eastern Canada–

Greenland, the maximum regression coefficient for all

variables is found when the atmospheric moisture flux

leads by 1 day (i.e., lag 21 in Fig. 8a). Similar relation-

ships can be found for T850, DLW, Q850, and SAT in

the BKS (Fig. 8b). However, the regression coefficient

of SAT peaks when atmospheric moisture flux leads by

2 days. These results point to the poleward moisture flux

driving Arctic SATs.We leverage this in section 5c below

to better understand the physical processes associated

with the evolution of the two atmospheric circulation

modes and their impacts on the Arctic SAT.

c. Life cycles of the two atmospheric circulation
modes

To analyze the life cycle of the two circulation modes,

composites of SLP, Z500, WAF, moisture flux, DLW

and SAT are constructed with respect to the peak daily

Z500-D1/D2 (day 0) over the positive events (see sec-

tion 2b and Figs. 7, 9, 10, S4, and S5). A similar analysis

can be found in Luo et al. (2016b) and Gong and Luo

(2017), but we focus here on positive events of the two

atmospheric circulation modes rather than specifically

on Ural blocking events. At the same time, as also noted

in Fig. 2, the Z500-PC2 exhibits a relatively strong cor-

relation with blocking frequency across northern Eura-

sia, including the Ural region.

FIG. 8. Lead–lag regression coefficients of SAT (solid red), specific humidity at 850 hPa

(Q850; solid blue), surface downward longwave radiation (DLW; solid black), and air tem-

perature at 850 hPa (T850; dashed red) against vertically integrated northward water vapor

flux along (a) 408–1008W at 658N and (b) 208–658E at 658N. All fields are normalized with

respect to their standard deviations prior to computing the regressions.
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1) THE AO-LIKE CIRCULATION MODE (Z500-D1)

(i) Development and mature phase. A sizeable

blocking-like anticyclonic anomaly is centered over south

Greenland on day 29 (Fig. 9a, see also Fig. 3c). This

circulation anomaly leads to moisture convergence,

enhanced DLW, and surface warming over eastern

Canada and part of Greenland. Waves emanate from

the region to the east of the United States and Canada

(vectors, Fig. 9a), leading to a net wave activity flux

convergence over the Atlantic. On day 23, a largely

barotropic dipole circulation pattern is seen in both SLP

FIG. 9. Composite anomalies of various atmospheric fields based on the positive events of the first Z500 mode. Days lagging or leading

the events (indicated at the top of each panel) are determined with respect to the day when the pattern projection index is largest (day 0).

(left) SLP (shading; hPa), Z500 (contours; gpm), and wave activity flux at 250 hPa (WAF250; only vectors with positive zonal component

are displayed; m2 s22) anomalies. (right) Vertical integral of water vapor flux (WVF; arrows; onlyWVF vectors with a positive meridional

component are displayed between 908W–08E, 458–908N; kg m s21), DLW (contours; Wm22), and SAT (shading; K) anomalies.
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and Z500 anomalies (Fig. 9c). At the peak of the event, a

hemisphere-wide dipole in Z500/SLP is seen, corre-

sponding to a negative NAO over the North Atlantic

(Fig. 9e). A strong WAF emanates from the North At-

lantic and Greenland and propagates poleward. The

poleward propagation may contribute to strengthening

the anticyclonic anomaly over the Arctic (similar to the

poleward wave propagation associated with cyclonic

wave breaking, which drives negative NAO events and

an anticyclonic anomaly over Iceland; e.g., Benedict

et al. 2004). During the same period, from day29 to day

0, the above circulation features lead to stronger wa-

ter vapor transport toward eastern Canada–Greenland

(vectors, Figs. 9b,d,f), and large positive DLW and SAT

anomalies in the region (contours and shading, respec-

tively, in Figs. 9b,d,f). The warming also extends to the

FIG. 10. As in Fig. 9, but for positive events of the second Z500 mode. Only WVF vectors with a positive meridional component are

displayed between 08–1508E, 458–908N.
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BKS. The circulation anomalies lead to opposite DLW

and SAT features in northern Eurasia, due to the weaker

airmass advection from the North Atlantic.

(ii) Decay phase. A strong ridge is evident over

Siberia and the surrounding areas on day 13 (Fig. 9g).

The anticyclonic circulation is shifted to the west over

Baffin Bay. This leads to weaker water vapor transport

(vectors, Figs. 9h,j), a smaller DLW anomaly, and a

weaker warming (contours and shading, respectively,

Figs. 9h,j) over Greenland. Stronger water vapor trans-

port, larger DLW anomalies and a stronger warming are

instead found over the Baffin Bay/Labrador Sea. At the

same time, the cold anomalies in northern Eurasia in-

tensify and extend southward in the following days. This

is caused by a ridge over western Russia followed by the

weakening of the high-latitude anticyclonic anomalies in

Z500 and SLP, which favors the southward penetration

of cold Arctic air masses. Such evolution likely accounts

for the close relation between the Z500-PC1 circulation

mode and the frequency of T10p in Siberia (Fig. 4b). On

day 19, the cyclonic anomaly in the North Atlantic

weakens significantly and the anticyclonic anomaly over

Baffin Bay effectively blocks the moisture transport

toward Greenland and the surrounding region (Fig. 9i).

Both the warming anomalies in eastern Canada and

Greenland and cooling anomalies in northern Eurasia

also weaken.

(iii) Temporal evolution of climate indices. While

the northward moisture flux (solid green curve,

Fig. 11a) and the NAO index (dashed green curve) are

in phase with Z500-D1, other parameters such as

DLW (solid blue curve) and SAT (solid red curve) lag

by about one day in eastern Canada–Greenland. The

maximum in Q850 (dashed blue curve) is found from

day 21 to day 11. The SATs in Siberia (dashed red

curve) and East Asia (short-dashed red curve) lag the

circulation pattern index by several days. The largest

anomalies in SAT in the decay period are associated

with the establishment of the ridge over western

Russia as discussed above. Similarly, the enhance-

ment of the SH (solid black curve) is found mostly

during the decay period, in association with strong

cold anomalies in northern Eurasia. The net impacts

during the entire period on the SH are thus small. This

explains the low correlation between the Z500-PC1

and the SH index (Table 1).

2) THE MID–HIGH-LATITUDE WAVELIKE

CIRCULATION MODE (Z500-D2)

(i) Development and mature phase. A weak wave

pattern is seen over the North Atlantic–Eurasian sector

on day 29 (Fig. 10a). The wave structure significantly

strengthens in the following days (Fig. 10c). In its mature

phase, awell-definedwave structure is seen, accompanied

by a strong eastward WAF propagation (Fig. 10e). The

wave source is over the western North Atlantic, and the

waves are absorbed in the BKS region and northern

Eurasia. Wave trains emanating from the North Atlantic

can interact with surface highs over Eurasia, modulating

their strength and location through a complex interplay

(cf. Takaya and Nakamura 2005; Sung et al. 2018). In our

composites, the wave propagation is concomitant to the

intensification of a broad high-pressure region spanning

northern Eurasia and a strengthening of the water vapor

transport toward BKS and the surrounding areas, lead-

ing to stronger DLW (Figs. 10c–f). The high pressure

likely reflects blocking activity across a broad swath of

northern Eurasia, in agreement with previous studies

highlighting the contribution of blocking to the emer-

gence of the WACE pattern (Luo et al. 2016a,b).

However, we note that the anomaly is more geograph-

ically extended than the Ural blocking shown in Luo

et al. (2016a,b). The circulation anomalies over the

North Atlantic indicate the development of a positive

NAO, as also discussed in previous studies (Luo et al.

2016b; Gong and Luo 2017). In a study by Sato et al.

(2014), a similar wave pattern is excited by the oceanic

front in the Gulf Stream region, which leads to warming

in the Arctic and a cooling over northern Eurasia.

However, the cyclonic anomaly over the North Atlantic

sector in our study is located farther to the east. Con-

current changes include warming over the BKS and

surrounding areas and a cooling in Siberia and East

Asia. The cooling anomalies are contributed to by the

cold advection from the Arctic region induced by the

sizable blocking high anomaly. The cold anomalies

reach as far as southern China. Similar anticyclonic

circulations have been associated with cold air out-

breaks in East Asia and Japan (Hori et al. 2011).

(ii) Decay. Thewave structure decays in the following
days (Figs. 10g,i), as do the anomalies of water vapor

transport, DLW, and SAT over the BKS and the sur-

rounding areas (Figs. 10h,j). The decay of the wave

structure is mirrored in the WAF over the North At-

lantic. Importantly, the cooling anomalies over East

Asia and south China are still strong, due to the persis-

tence of the positive Eurasian SLP anomaly and the

continued northerly cold air advection.

(iii) Temporal evolution of climate indices. The

northward moisture flux (solid green curve, Fig. 11b)

and the NAO index (dashed green curve) are in phase

with Z500-D2. The simultaneous growth of the positive

NAO structure and the blocking high over northern
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Eurasia is slightly different from previous studies that

find the positive NAO preceding the growth of a Ural

blocking high (Gong and Luo 2017), and reflects the

difference between the analyzed atmospheric circula-

tion modes. In contrast, the DLW (solid blue curve)

and SAT (solid red curve) in BKS lag Z500-D2 by one

and two days, respectively. Interestingly, the DLW and

Q850 anomalies in the BKS (dashed blue line in

Fig. 11b) remain relatively stable between about

day 22 and day 13. This leads to relatively strong SAT

anomalies in the region during the same period. The

cooling anomalies in East Asia are strongest during

the decay phase of the events. This relates to the

strong intensification of the SH during the decay

phase, although some degree of intensification is seen

throughout the life cycle of the mode, accounting for the

high correlation between Z500-PC2 and the SH index

(Table 1).

FIG. 11. Temporal evolution from day29 to day19 of area-mean composite anomalies as

shown in Figs. 9 and 10 with respect to the positive events of (a) the first Z500 and (b) the

second Z500 modes. Also depicted are Siberian high (SH) index (solid black curve), Q850

(dashed blue curve), Z500 projection index (dashed black curve), and northwardWVF (solid

green curve) along a particular longitudinal section [408–1008W at 658N for (a) and 208–658E
at 658N for (b)]. See text for the definition of the SH index. All fields are normalized with

respect to their standard deviations. Domains for eastern Canada–Greenland and BKS are

108–908W, 558–808N and 308–1108E, 708–858N, respectively. Domains for Siberia and East

Asia are 808–1208E, 508–658N and 808–1208E, 408–508N, respectively.
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6. The impact of Arctic sea ice on the WACE
pattern

a. The role of Arctic sea ice in the warming associated
with the two atmospheric circulation modes on
intraseasonal scales

Arctic sea ice can potentially influence local and re-

mote SATs on intraseasonal time scales. It is therefore

important to examine whether the influence of the two

atmospheric circulation modes on the SATs is associated

with anomalies in sea ice cover that in turn may affect

SSTs and turbulent heat fluxes. In eastern Canada–

Greenland, a negative moisture flux divergence (i.e.,

convergence) anomaly is seen mostly during the in-

tensification of the first atmospheric circulation mode

(Fig. 12a; solid and dashed black curves), with peak at day

0. Both the DLW (solid blue curve) and temperature

anomalies (solid red curve) peak the day after. The SIC

exhibits weak decreases throughout the period and spe-

cifically during the decay of the circulation mode (dashed

blue curve). In association with the slight decreases in sea

ice, the SST (short-dashed red curve) is characterized by a

weak cooling. However, the turbulent heat fluxes (dashed

and solid green curves; note that downward fluxes are

positive and only the turbulent heat fluxes over theArctic

Ocean are considered in the domain average) have rela-

tively large positive anomalies, in phase with the circu-

lationmode. Both the timing and the sign of the turbulent

heat flux anomalies suggest that the SAT warming is not

primarily influenced by the surface conditions (i.e., SST

and SIC). In other words, the SAT warming in the Arctic

region associated with the first circulation mode is pri-

marily driven directly by the atmospheric circulation and

the associated moisture/heat flux, rather than by local

variations in sea ice cover.

In the BKS region, the strongest negative moisture

flux divergence is seen on day24 (solid black curve) and

the moisture flux divergence exhibits pronounced vari-

ations in the following days. The T700 anomaly peaks at

day21 (long-dashed red curve) while the SAT (solid red

curve) and DLW anomalies (solid blue curve) peak to-

gether at day 2. The turbulent heat fluxes (dashed and

FIG. 12. As in Fig. 11, but where different atmospheric variables are plotted. These include

sensible heat flux, latent heat flux, sea ice concentration, and moisture flux divergence. Do-

mains for eastern Canada–Greenland and BKS are 108–908W, 558–808N and 308–1108E, 708–
858N, respectively. Only the turbulent heat fluxes over theArctic Ocean are considered in the

domain average.
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solid green curves) exhibit positive anomalies between

day 25 and day 5, with a peak at day 22. The SIC de-

crease (dashed blue curve) gradually intensifies during

the whole period. The SIC decrease is comparatively

stable after day 9, with relatively large negative tur-

bulent heat flux anomalies while the SAT anomalies

weaken (Fig. S6b). The turbulent heat fluxes, and spe-

cifically the latent heat flux, display negative anomalies

after day 5 in association with relatively large sea ice

loss. However, this occurs during the decay phase of

the circulation mode, and positive turbulent heat flux

anomalies are seen throughout most of the life cycle of

the circulation mode. By the same reasoning as above,

we thus argue that the SAT warming in the BKS region

associated with the second circulation mode is primarily

driven directly by the atmospheric circulation and the

associated moisture/heat flux.

b. Winter Arctic sea ice loss

Winter-mean sea ice cover in both the BKS and

Baffin Bay/Labrador Sea regions correlates relatively

closely with SATs, but weakly with the Z500-PC1/PC2

(Table 3). This suggests potentially independent impacts

of the atmospheric modes and sea ice on Arctic SAT, in

analogy to what was found on intraseasonal time scales

(section 6a). The apparent decoupling of the winter sea ice

variability from the two atmospheric circulation modes

may be partly explained by the strong link of winter SIC to

the preceding autumn sea ice conditions (r 5 0.62 for the

BKS and r5 0.7 for the Baffin Bay/Labrador Sea region).

The winter sea ice in the BKS and Baffin Bay/

Labrador Sea has been decreasing in recent decades

(Fig. 6b; see also Cavalieri and Parkinson 2012). The

decrease in the BKS spans the whole 1980–2017 period,

while the Baffin Bay/Labrador Sea region shows no

evident trend after 2005. Their independent contribu-

tion to the Arctic warming during the recent WACE

period (i.e., 1990–2010) can be estimated using the same

method as for the circulationmodes. The results indicate

that the local winter sea ice loss accounts for 36.4%

(56%) of the recent warming trend in eastern Canada–

Greenland (BKS), confirming the relevance of sea ice

loss for the recent warming trend in the Arctic (Honda

et al. 2009; Mori et al. 2014; Ogawa et al. 2018). Com-

pared to the circulation modes, local sea ice cover

changes thus drive a larger contribution to the warming

trend in BKS but a smaller contribution in eastern

Canada–Greenland. However, the correlation between

sea ice cover and Eurasian SATs is very weak, with only

winter sea ice in BKS exhibiting a moderate correlation

with winter SAT in East Asia (Table 3). Moreover, this

moderate correlation may not indicate that the winter

BKS sea ice leads to cold winters in East Asia. A

regression analysis for the winter BKS sea ice finds

persistent circulation anomaly patterns over autumn

and winter in the Northern Hemisphere extratropics,

including an anticyclonic anomaly over BKS–northern

Russia (Fig. S7). This suggests that the circulation

anomaly patterns driving the cooling anomalies in East

Asia are not due to the winter BKS sea ice forcing. Note

that these regression circulation patterns are different

from the two circulation modes.

This analysis comes with two caveats. First, sea ice var-

iability is also impacted by the atmospheric circulation and

thus the trend contribution of the Arctic sea ice to Arctic

SATs may be overestimated. Second, we have not con-

sidered potential feedbacks of the winter sea ice loss onto

the two atmospheric circulation modes—for example,

through the modulation of Ural blocking frequency (Luo

et al. 2016a) or lagged effects. However, as discussed

above such feedbacks are likely weak, at least for the

two circulation modes considered in the present study.

c. Autumn Arctic sea ice loss

The autumn sea ice in BKS correlates strongly with

the Z500-PC1 (r 5 20.56) but weakly with the Z500-

PC2 (r 5 0.29; Table 3). It also exhibits relatively

strong relationships with the SAT in eastern Canada–

Greenland and Siberia. In contrast, the autumn sea ice

in Baffin Bay/Labrador Sea correlates weakly with both

circulation modes. The role of BKS autumn sea ice in

driving the winter atmospheric circulation variability is

still debated, as a wide range of atmospheric responses

to Arctic sea ice forcing are found in model experiments

(Cohen et al. 2014). To further examine the association

between the autumn BKS sea ice and the two atmo-

spheric circulation modes, histograms of the Z500-D1/

D2 as well as the joint probability distribution with re-

spect to low and high sea ice years are displayed in

Fig. 13 for detrended fields. The distribution of the

Z500-D1 is systematically shifted toward positive values

in low sea ice years (10 lowest years) compared to high

sea ice years (10 highest years) in the BKS (Fig. 13a).

This suggests that the positive phase of the Z500-EOF1

pattern tends to occur more frequently and/or with

greater intensity during winters preceded by low sea ice

cover in the BKS, as also emphasized by the shift toward

more positive values in the joint probability density

distribution (cf. Figs. 13c,d). Such relationship is not

found for Z500-D2 (Figs. 13b,c,d). This relationship is

discussed further in section 7.

7. Discussion and conclusions

We have identified two distinct modes of winter at-

mospheric circulation over the North Atlantic–northern
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Eurasia that contributed to the WACE pattern during

1990–2010. The first mode resembles the AO/NAO

pattern and Greenland blocking, albeit with regional

differences. The second mode is characterized by a sta-

tionary wave pattern at mid–high latitudes and corre-

lates strongly with atmospheric blocking frequency in

northern Eurasia. Both modes reflect circulation fea-

tures identified in previous studies looking at Eurasian

and Arctic SAT anomalies (Luo et al. 2016a; Zhong

et al. 2018).

The two modes exhibit significant upward trends

during the 1990–2010 WACE period that weaken or

reverse after 2010. Our analysis indicates that both

circulation modes contribute to the WACE pattern, al-

beit in different ways. The AO-like circulation mode

explains a large portion of the surface warming trend in

eastern Canada–Greenland and the majority of the

cooling trend in Siberia. This circulation mode also

exhibits a close relationship with the frequency of daily

temperature extremes over northern Eurasia. The sec-

ond circulation mode instead accounts for a large por-

tion of the surface warming trend in the BKS region. It

also contributes strongly to the cooling trend in East

Asia (about twice as much as the first circulation mode)

and correlates strongly with the SH intensity. Collec-

tively, these two circulation modes explain a substantial

portion of the Arctic warming trend and the majority of

the Eurasian cooling trend during the recent WACE

period (1990–2010). The local Arctic sea ice variability

during winter is relatively independent of the two cir-

culation modes and roughly accounts for the missing

portion of the Arctic warming trend.

The origin of the recent trends in the two circulation

modes has not been addressed in the present study. The

greenhouse effect may not be the major driver of de-

cadal AO/NAO variability (Gillett and Fyfe 2013), and

indeed the recent downward trend in the NAO may be

primarily driven by tropical SST anomalies (Ding et al.

2014). The strong association between the NAO/AO

and the first circulation mode discussed in the present

study suggests that its recent trend could also be rela-

tively independent of anthropogenic forcing. Regarding

the second circulation mode, similar mid–high-latitude

wavelike structures can be found in Sato et al. (2014) and

Sung et al. (2018). The driving mechanisms of such

patterns are warming SSTs in the Gulf Stream region in

FIG. 13. (top) Histogram of daily projection index of (a) Z500-EOF1 and (b) Z500-EOF2

during 1980–2017 with respect to low and high BKS sea ice years for October and November

during 1979–2016. (bottom) Joint probability density distribution of daily projection indexes

of Z500-EOF1/EOF2 during 1980–2017 with respect to (c) high and (d) low BKS sea ice years

for October and November during 1979–2016.
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the former study and changes in mean-flow condition in

the North Atlantic in the latter [see also discussion in

section 5c(2)]. The exact driving mechanism for the

second circulation mode should be studied further.

Winter-mean values of daily indices of the two modes

are consistent with the two principal components in

terms of recent upward trends. This suggests that re-

curring intraseasonal atmospheric circulation patterns

resembling these two circulation modes play an impor-

tant role in driving the recent WACE pattern. The sec-

ond mode resembling a wavelike pattern is likely also a

strong driver of the recent intensification of the SH

(Jeong et al. 2011). We have further analyzed the in-

traseasonal evolution of the two circulation modes.

Their growth and decay exert a strong influence on the

meridional moisture advection pathways, which in turn

affect the surface radiation and thus the temperature

over the Arctic region. Their impact on the cold tem-

perature anomalies over the Eurasian continent is me-

diated by atmospheric blocking anomalies and the

resulting northerly cold air advection.

The interplay between the atmospheric circulation

modes and sea ice cover is partly still an open question.

While we found the variability of winter sea ice in the

Arctic to be relatively independent of the two modes,

they canmodulate temperatures in the region and hence

have a lagged effect on sea ice. In recent years (from

about 2010), the warming trend in both the BKS and

eastern Canada–Greenland has largely ceased, with

even a weak cooling trend seen in the latter (Fig. 6a).

The downward trend in Z500-PC2 over these years

(Fig. 1d) may explain the hiatus of the BKS warming,

by offsetting the expected warming caused by the de-

creasing trend in BKS sea ice (Fig. 6b). The downward

trend in Z500-PC1 (Fig. 1b), along with the seemingly

stable sea ice cover in the Baffin Bay/Labrador Sea

(Fig. 6b), may explain the cooling trend in eastern

Canada–Greenland. On the other hand, the sea ice itself

may affect the circulation modes, and indeed we found a

significant correlation between autumn BKS sea ice

cover andZ500-PC1. This raises the question of whether

the upward trend in Z500-PC1 during theWACE period

and the subsequent decline may be partly driven by

autumn sea ice loss. Arctic sea ice variability has been

associated with AO/NAO-like structures in both ob-

servations and model experiments. However, the forced

atmospheric responses inmodel experiments are diverse

(Cohen et al. 2014), suggesting a large uncertainty in this

linkage. Furthermore, the Z500-PC1 has transitioned

to a decreasing trend in recent years (Fig. 1b) notwith-

standing the continued decrease in autumn BKS sea ice

cover (Fig. 6b). In other words, the decreasing trend of

autumnBKS sea ice cannot explain the abrupt change of

the trend in Z500-PC1 in recent years. This indirectly

suggests that the Arctic sea ice may not be a primary

factor driving the decadal variations in Z500-PC1. In

fact, the robustness of the linkage between the autumn

BKS sea ice and the winter NAO has recently been

questioned (Kolstad and Screen 2019; Blackport and

Screen 2019). Moreover, both the November BKS sea

ice loss and negative winter NAO can be forced by

November Ural blocking anomalies (Peings 2019),

which suggests that the relationship between them is

generated by a common driver. Furthermore, Blackport

et al. (2019) argue for minimal influence of reduced

Arctic sea ice on cold winters in the midlatitudes (see

also Fyfe 2019). Finally, with the apparent end of the

positive trends in the two circulation modes around

2010, the Eurasian cooling trends characteristic of the

WACE period have been replaced by warming trends.

We obtain a quantitative overview of these links by

comparing the SAT trends over various regions for the

period 1980–2017, as computed from the ERA-Interim

data and reconstructed from the two circulation modes

and the Arctic sea ice (Table 2). DJF sea ice in eastern

Canada–Greenland (BKS) contributes strongly to local

warming, more so than DJF Z500-PC1 (PC2). Thus, the

local DJF sea ice plays an important role in the Arctic

warming in both the long-term and the recent WACE

period. The ERA-Interim winter cooling trend in Sibe-

ria and East Asia is extremely small, and broadly con-

sistent with the trends reconstructed from the DJF

Z500-PC1/PC2. However, the trends reconstructed

from the October–November (ON)/DJF BKS sea ice

indicate relatively strong winter cooling in Siberia and

East Asia. Thus, BKS sea ice anomalies would lead to

continuous cooling in Siberia and East Asia if it were the

major driver of the winter temperature trends in these

regions, suggesting that it is not a strong driver of the

decadal winter cooling in Eurasia during the WACE

period. This finding is broadly consistent with the results

in Blackport et al. (2019), who found no impacts of

Arctic sea ice on the recent midlatitude cold winters.

We conclude that the recentWACE pattern is strongly

driven by two distinct atmospheric circulation modes.

These account for the majority of the cooling trends

over Eurasia and are relatively independent of the Arctic

sea ice anomalies. The warming trend in the Arctic is

partly contributed to by the twomodes and partly driven

by local sea ice loss. The upward trends in the two cir-

culation modes, which largely ceased around 2010,

may be a manifestation of decadal variability. Under-

standing their origin is useful both for unraveling the

causes of the recent WACE pattern and for gleaning

new insights into possible regional temperature trends in

the coming decades.
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