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Résumé : 
Dans l’espace tridimensionnel du noyau cellulaire, le génome des 

mammifères est organisé en structures qui s’entrecroisent de manière 
hiérarchique à différentes échelles : des nucléosomes, au sein desquels la double 
hélice de l’ADN s’enroule autour des octamères d’histones, jusqu’aux territoires 
chromosomiques. Parmi cet éventail de structures de la chromatine se trouvent 
des unités d’organisation génomique d’une taille de l’ordre de la mégabase ou 
légèrement moins, appelés domaines d’association topologique (topologically 
associating domains) ou TADs. Les TADs se définissent comme domaines de la 
chromatine dans lesquels les interactions sont plus fréquentes qu’avec les 
régions situées en dehors de ces unités au sein d’une population de cellules. Il a 
été proposé que ces domaines endossent des fonctions importantes pour le 
génome, particulièrement dans le contexte de la régulation de l’expression des 
gènes en cis. En effet, il est communément admis que les éléments de régulation 
distants tels que les enhancers doivent être amenés en étroite proximité spatiale 
de leur promoteurs cibles de manière dynamique, suggérant de ce fait une 
fonction pour des conformations préexistantes de la chromatine telles que les 
TADs. 

 
Au cours de ces dernières années, des efforts considérables ont été investis 

pour la caractérisation des TADs ainsi que dans la dissection des mécanismes par 
lesquels ces domaines se forment et sont maintenus. En particulier, des études 
basées sur l’utilisation combinée de techniques d’immunoprécipitation de la 
chromatine et de capture de conformation chromosomique ont identifié CTCF 
et le complexe cohésine comme étant des facteurs d’une importance majeure 
pour l’organisation du génome en TADs. Ces protéines architecturales sont 
absolument fondamentales pour l’extrusion de boucles (loop extrusion), qui 
représente le modèle prédominant pour expliquer la formation des boucles de 
la chromatine et des TADs. Dans cette optique, le complexe cohésine tire la fibre 
de chromatine de manière processive jusqu’à ce qu’il rencontre des sites CTCF 
en orientation convergente, formant ainsi une structure en boucle qui peut 
rester stable pendant un certain temps. 

 
Dans le génome, les sites CTCF sont typiquement enrichis à la limite des 

TADs et, avec le complexe cohésine, il est à présent clair qu’ils participent à la 
formation des frontières entre les TADs. Néanmoins, des questions restent sans 
réponses dans ce contexte à l’heure actuelle. Typiquement, est-ce que la force 
d’une frontière pourrait être modulée en augmentant le nombre d’éléments de 
frontière qu’elle contient et est-ce qu’une frontière pourrait exercer sa fonction 
en dehors de son contexte d’origine ? 
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Dans cette étude, nous avons utilisé différentes régions du locus murin 

HoxD comme un paradigme de frontières topologiques avec pour objectif 
d’étendre la connaissance au sujet de la formation de ces frontières. 
Premièrement, nous avons tiré parti du complexe de gènes HoxD, qui se trouve 
lui-même à une frontière riche en CTCF et en gènes située entre deux TADs. Nous 
avons analysé des duplications internes du cluster augmentant le nombre 
d’éléments associés à la frontière HoxD, comprenant des sites de liaison à CTCF 
et des promoteurs de gènes. Avec ces duplications, nous avons observé une 
diminution des contacts établis entre les gènes proximaux à la frontière des TADs 
(qui sont capables d’interagir avec les deux TADs chez le wild-type) et le TAD 
situé au-delà du segment dupliqué, indiquant un renforcement de la frontière in 
situ. 

 
Comme approche secondaire, nous avons analysé différentes intégrations 

ectopiques d’éléments de frontière provenant du locus HoxD dans le but de 
déterminer s’ils sont capables de fonctionner en dehors de leur contexte 
génomique originel. En bref, nous avons d’abord observé que les protéines 
architecturales sont recrutées au niveau de leurs sites de liaison sur les éléments 
de frontière déplacés. De plus, nous avons remarqué que des contacts se sont 
établis entre les éléments intégrés et les régions environnantes, typiquement 
restreints dans les limites des TADs dans lesquels les intégrations ont eu lieu. Ces 
contacts représentent la formation de nouvelles boucles dans la plupart des cas. 
En accord avec ces observations, nous avons noté une augmentation significative 
de l’insulation entre les régions à présent séparées par l’intégration comparé aux 
situations wild-type correspondantes. Collectivement, ces données suggèrent 
fortement que des éléments de frontière intégrés à des positions ectopiques 
sont capables de causer des altérations locales du paysage architecturel dans 
leur nouveau contexte. 
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Summary: 
Within the three-dimensional space of the nucleus, mammalian genomes 

are organized into structures that are intertwined in a hierarchical manner at 
different scales: from nucleosomes in which the DNA double-helix is wrapped 
around histone octamers to chromosome territories. Among this range of 
chromatin structures are sub-megabase or megabase-scale units of genomic 
organization, called topologically associating domains or TADs. TADs are defined 
as chromatin domains in which the interactions are more frequent than with 
regions located outside of such units within a cell population. These domains 
were proposed to hold important functions in the genome, particularly in the 
context of gene cis regulation. Indeed, it is generally understood that distant 
regulatory sequences such as enhancers need to come in close spatial proximity 
to their target promoters in a dynamic manner, hence suggesting a function for 
pre-existing chromatin conformations such as TADs. 

 
Over the past years, tremendous efforts have been invested in the 

characterization of TADs as well as in the dissection of the mechanisms by which 
they are formed and maintained. In particular, studies using combinations of 
chromatin immunoprecipitation and chromosome conformation capture 
techniques found CTCF and the cohesin complex to be factors of major 
importance regarding the organization of the genome into TADs. These 
architectural proteins are fundamental for loop extrusion, which represents the 
prevailing model to explain the formation of chromatin loops and TADs. In this 
view, the cohesin complex pulls the chromatin fibre until it reaches convergent 
CTCF sites, thereby forming a loop that remains stable for a certain amount of 
time. 

 
In the genome, CTCF sites are typically enriched at the limit between TADs 

and, together with the cohesin complex, they are known to participate in the 
formation of TAD boundaries. Nevertheless, it remained unclear whether the 
strength of a boundary could be modulated by increasing the number of the 
boundary elements it contains, and whether a boundary could function outside 
of its original context. 

 
In the present study, we used different regions of the murine HoxD locus as 

a paradigm of topological borders with the aim of extending the knowledge 
about the formation of such boundaries. We first took advantage of the HoxD 
gene cluster, which is itself located at a CTCF and gene-rich boundary between 
two TADs. We analyzed intra-cluster duplications increasing the number of 
boundary-associated elements including CTCF-binding sites and gene promoters 
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within the HoxD TAD boundary. Upon duplication, we observed a decrease in the 
contacts established between genes that are proximal to the TAD border (which 
are able to interact with both TADs in the wild-type situation) and the TAD 
located beyond the duplicated segment, which is indicative of an increase in the 
strength of the boundary in situ. 

 
As a second approach, we analyzed several ectopic integrations of 

boundary elements originating from the HoxD locus in order to determine if they 
are able to function outside of their original genomic context. In brief, we first 
observed that the architectural proteins were recruited at the level of their 
binding sites on the relocated boundary elements. In addition, we observed an 
establishment of contacts between the integrated elements and the surrounding 
regions, which were typically restricted to the welcoming TADs and most often 
represented the formation of new loops. Consistent with these observations, we 
noticed a significant increase in insulation between regions located across the 
integration sites compared to the corresponding wild-type situations. Taken 
together, these data strongly suggest that ectopically integrated boundary 
elements are able to cause local alterations of the architectural landscape in a 
novel context. 
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Introduction: 
1. The hierarchical organization of genomes at a glance 

Within the cell nucleus, mammalian genomes display a remarkably defined 
organization in interphase, with different levels of structures that are 
intertwined with respect to one another in a hierarchical manner (Fig. 1) 
(reviewed in Sivakumar, de las Heras, and Schirmer 2019). At the smallest scale, 
the wrapping of 146 base pairs (bp) of DNA around histone octamers produces 
nucleosomes. As the most fundamental units of the so-called chromatin fibre, 
nucleosomes are important for both the compaction and the regulation of the 
genome depending on various post-translational modifications of the histone 
tails or the incorporation of histone variants (reviewed in Bannister, Falcão, and 
Castelo-Branco 2017). 

 
With the advent of microscopy and sequencing-based methods to study 

chromatin architecture (such as DNA-FISH and Hi-C, respectively; see further) 
(reviewed in Kempfer and Pombo 2020), it is now clear that the genome also 
displays a remarkable organization at larger scales, giving rise to structures that 
are collectively referred to as higher-order features of genome organization 
(Sivakumar, de las Heras, and Schirmer 2019). Typically, looping and 
condensation (e.g. phase separation; see further) events occur between regions 
of the chromatin fibre that can be quite distant on the linear genome (Finn and 
Misteli 2019). While some of these interactions are purely structural, like anchor 
points, others can be related to the gene-regulation process, as in the case of 
enhancer-promoter contacts (Bonev et al. 2017). 

 
At the sub-megabase or megabase-scale, depending on the considered 

genomic region, the genome is partitioned in self-interacting segments, called 
topologically associating domains or TADs (Dixon et al. 2012; Nora et al. 2012; 
see further for details). At the next level, TADs sharing similar chromatin states 
(e.g. histone modifications status and chromatin opening, which relate to gene 
activity) tend to fold together within the nucleoplasm, forming the so-called 
compartments. In brief, two main compartments, called A and B, are formed by 
the association of active or inactive TADs, respectively (Lieberman-Aiden et al. 
2009; Dixon et al. 2012; Eagen, Hartl, and Kornberg 2015). 

 
Finally, at the largest possible scale, the chromosomes themselves are not 

randomly located within the nucleoplasm, but instead occupy their own 
prefered locations, referred to as chromosome territories (Bolzer et al. 2005; 
reviewed in Cremer and Cremer 2010). 
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Figure 1: Modified from (Finn and Misteli 2019). Schematic representation of the various 
levels of genome organization. Note that the different features of genome architecture that 
are represented are not drawn to scale with respect to one another. 
 
2. 3C-based techniques to study chromatin interactions 

Given the central importance of understanding the structural framework 
underlying gene regulation, a large set of techniques are now available to study 
higher-order genome architecture (Kempfer and Pombo 2020). The majority of 
these techniques can be subdivided in two main categories, which are (1) 
imaging-based techniques, for instance DNA fluorescent in situ hybridization 
(DNA-FISH) (e.g. M. Cremer et al. 2008), and (2) chromosome conformation 
capture (3C)-based technologies (de Wit and de Laat 2012). 

 
Imaging or microscopy-based techniques enable to characterize chromatin 

architecture at virtually any scale and in individual cells. Nevertheless, these 
techniques are generally limited to the study of a reduced number of chromatin 
regions at a time because of limitations in the different fluorescent probes that 
can be used simultaneously to visualize them (Mayer et al. 2005; M. Cremer et 
al. 2008; Ni et al. 2017). As a consequence, they are nowadays mainly applied to 
confirm the results obtained using other, higher throughput methods (Giorgetti 
and Heard 2016; e.g. Rodríguez-Carballo et al. 2017; Kempfer and Pombo 2020). 

 
In contrast, recent developments of 3C such as Hi-C allow the detection of 

chromatin contacts genome-wide in a cell population, based on sequencing 
(Lieberman-Aiden et al. 2009; de Wit and de Laat 2012). All chromosome 
conformation capture techniques rely on a common procedure called proximity 
ligation. In brief, the chromatin is crosslinked by a formaldehyde treatment, 
which fixes protein-mediated interactions, digested using a restriction enzyme 
and ligated producing hybrid DNA molecules. The term “hybrid” means that 
these molecules are constituted by two parts, each of which originate from 
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regions that can be quite distant on the linear genome but were in close spatial 
proximity with one another (e.g. interacting chromatin segments). These DNA 
molecules are then reverse crosslinked before further processing and analysis by 
either qPCR or sequencing, depending on the technique (Dekker et al. 2002; 
Dostie et al. 2006; Zhao et al. 2006; Splinter et al. 2011; van de Werken et al. 
2012; reviewed in Sati and Cavalli 2017). 

 
In 3C-based techniques, the ligation events joining DNA fragments of 

different origins with respect to the linear genome are used to evaluate contact 
or interaction frequencies. The principle is the following: the more often two 
chromatin regions are actually interacting in the cell population under study, the 
more often their DNA will be crosslinked and proximity ligated, and the higher 
will be the observed interaction frequency. Hence, this signal is an average 
estimated probability of interactions between chromatin regions in the analyzed 
cell population (reviewed in de Wit and de Laat 2012; Giorgetti and Heard 2016). 

 
The most commonly used 3C-based techniques are 4C-seq and Hi-C (Fig. 2) 

(Lieberman-Aiden et al. 2009; Splinter et al. 2011; van de Werken et al. 2012). 
4C-seq stands for circular chromosome conformation capture (4C is also the 
acronym of 3C-on-chip; a version using microarrays) coupled with high-
throughput sequencing (Zhao et al. 2006; Splinter et al. 2011; van de Werken et 
al. 2012). As its name suggests, 4C-seq is based on the production of circular 
hybrid DNA molecules thanks to an additional round of restriction-ligation, 
performed after reverse crosslinking. An inverse PCR (i.e. with primers in 
divergent orientation) is then carried out using primers recognizing a region of 
interest called the viewpoint. The PCR-amplified molecules, referred to as 4C-
seq libraries, are finally analyzed by sequencing. Thereby, 4C-seq enables to 
score interactions taking place between the viewpoint and all other regions of 
the genome (“one versus all” strategy) (Splinter et al. 2011; van de Werken et al. 
2012). 

 
In contrast, Hi-C does not rely on the use of specific primers to score 

interactions between chromatin regions. In Hi-C, only one round of restriction-
ligation is performed and includes the incorporation of biotinylated nucleotides 
at hybrid junctions. The hybrid molecules are then sheared in small fragments 
by sonication. The presence of biotin at the level of hybrid junctions enables to 
enrich the solution in hybrid DNA molecules so as to maximize their sequencing. 
In this way, Hi-C allows to detect the contacts occurring between any region of 
the genome and any other region (“all versus all” strategy) (Lieberman-Aiden et 
al. 2009). 
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Depending on what these techniques measure, the data can be visualized 

in different ways. Typically, because Hi-C scores contacts occurring between any 
pair of genomic regions, the data are generally represented in the form of a 
heatmap. In Hi-C heatmaps, the interactions are projected in diagonal and their 
relative frequencies are color-coded. Since 4C-seq measures interactions 
between the viewpoint and any other region of the genome, contact frequencies 
are represented in the form of a quantitative linear track (see examples on Fig. 
2) (Ing-Simmons and Vaquerizas 2019). 

 
Of particular interest, the recent identification of TADs and of 

compartments was made possible by the development of the Hi-C technique 
(Lieberman-Aiden et al. 2009; Dixon et al. 2012; Nora et al. 2012). As continuous 
domains of increased interaction frequencies, TADs appear as on-diagonal 
pyramids in Hi-C heatmaps. In contrast, compartments are discontinuous and 
therefore appear as an off-diagonal checkerboard pattern. 
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Figure 2: Modified from (Kempfer and Pombo 2020). Overview of Hi-C and 4C-seq. Crosslinked 
and restriction enzyme-fragmented chromatin serves as starting material for both techniques. 
In Hi-C, the ends of the DNA fragments are labelled with biotin. This is followed by ligation and 
sonication. The solution is then enriched in hybrid DNA molecules thanks to a streptavidin 
pull-down before sequencing. Below is shown an idealized heatmap representation of Hi-C 
data, where the color tone reflects the frequency of interaction; modified from (Eagen 2018). 
TADs appear as on-diagonal (continuous) pyramidal domains of increased interaction 
frequencies, constituted by many chromatin loops. Compartments form an off-diagonal 
(discontinuous) checkerboard pattern. In 4C-seq, an additional round of restriction-ligation is 
performed after reverse crosslinking, resulting in the production of circular hybrid DNA 
molecules. A viewpoint-directed inverse PCR is then carried out prior to sequencing. 4C-seq 
data are displayed in the form of a quantitative linear track, in which the height of the signal 
represents the interaction frequency. The position of the 4C-seq viewpoint is highlighted by a 
red arrowhead. 
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3. Topologically associating domains as units of genome organization 
As previously mentioned, TADs are intermediate-scale units of genome 

organization, ranging from 40 kilobases to 3 megabases in size (Dixon et al. 2012; 
Nora et al. 2012; Rao et al. 2014). They are defined as domains of increased 
interaction frequencies among a cell population, in which each cell displays a 
particular set of loops that are highly dynamic over time and vary along 
differentiation pathways (Nagano et al. 2013; Dixon et al. 2015; Bonev et al. 2017; 
Finn et al. 2019). Beyond intra-domain variations (see intra-TAD dynamics 
further), the limits of TADs are mostly maintained among different cell types and 
are largely conserved across vertebrate species (Dixon et al. 2012; Vietri Rudan 
et al. 2015; Lazar et al. 2018). 

 
3.1 Properties and features associated with TAD boundaries 
The limits between TADs, which are most often referred to as TAD 

boundaries or borders, are defined as DNA regions that prevent most chromatin 
contacts from going across them (Dixon et al. 2012; Nora et al. 2012; Rao et al. 
2014). 

 
TADs and their boundaries are usually identified by either of two distinct 

computational approaches (Dixon et al. 2012; Crane et al. 2015; Kruse et al. 2016; 
Shin et al. 2016). Both kinds of TAD/boundary-calling algorithms start from 
genome-wide contact distributions, generally Hi-C matrices (e.g. Kruse et al. 
2016). In the first variant, a drastic change in contact directionality (expressed 
by a “directionality index”) is used to identify the boundaries between adjacent 
TADs. The principle is the following: considering two TADs separated by a 
boundary region, a chromatin segment that is close on the left of the border will 
mostly interact with the left TAD, namely towards the left. The opposite contact 
directionality will be observed for a chromatin segment on the right-hand side 
of the boundary. The zone of contact directionality transition corresponds to the 
boundary (Dixon et al. 2012). The second variant is directly based on the 
definition of TADs as domains in which the interactions are more frequent than 
with regions located in a different TAD. In this approach, average contact 
frequencies are measured along a Hi-C matrix using sliding windows of given 
sizes, producing the so-called “insulation index”. Significant depletions of 
contacts, seen as a local minima of the insulation index, enable to identify the 
borders between adjacent domains (Crane et al. 2015; Shin et al. 2016). 

 
Ever since the identification of TADs and of their boundaries, researchers 

have sought to determine what could be driving their formation. In this quest, it 
was shown that TAD boundaries are often associated with at least three different 



15 
 

features. These are (1) binding sites for the CTCF protein, (2) CpG islands and (3) 
housekeeping genes (Dixon et al. 2012; Nora et al. 2012; Sun et al. 2018). 

 
The first two studies reporting the existence of topologically associating 

domains in the genome showed that most TAD boundaries are enriched for sites 
bound by a protein called CTCF (Dixon et al. 2012; Nora et al. 2012). As explained 
in detail further (see the loop extrusion model), CTCF and a ring-shaped complex 
called cohesin are known to participate in the formation of chromatin loops 
(Phillips-Cremins et al. 2013; Sanborn et al. 2015; Fudenberg et al. 2016). In the 
genome, chromatin loops can be located either within TADs, or span different 
domains. Nevertheless, consistent with the definition of TADs and the genome-
wide distribution of CTCF sites, most chromatin loops are found within the limits 
of these domains, strongly suggesting their containment by the domains’ 
boundaries (e.g. Dixon et al. 2012). 

 
Intriguingly, only a small fraction of CTCF sites (about 15% in the pioneer 

study of Dixon and colleagues) is located at TAD boundaries, meaning that the 
majority are found within TADs. Hence, these results indicate that single or few 
CTCF sites are not sufficient to form a boundary in most cases, so that additional 
features need to be involved (Dixon et al. 2012; Nora et al. 2012). In this context, 
key studies reported that the density of CTCF sites and their orientation are of 
particular importance. Indeed, most boundary-located CTCF sites are densely 
arrayed and preferentially orientated towards the closest flanking domain (Rao 
et al. 2014; Zhan et al. 2017). In other words, considering a single TAD, boundary 
CTCFs are generally arranged in convergent (i.e. “facing”) pairs with respect to 
the opposite limit of the domain (Rao et al. 2014). This arrangement was later 
proposed to anchor chromatin loops and favor boundary formation in what is 
referred to as the loop extrusion model (Sanborn et al. 2015; Fudenberg et al. 
2016). 

 
The existence of chromatin loops spanning adjacent TADs demonstrates 

that TAD boundaries do not act as completely impermeable barriers in most 
cases, but can instead show non-negligible leakage (Dixon et al. 2012; Chang, 
Ghosh, and Noordermeer 2020). In this context, one should bear in mind that 
TADs are cell population-averaged chromatin domains. Hence, if we consider 
two adjacent TADs, most of the cells will only display intra-TAD contacts. If the 
enrichment in intra-domain contacts is sufficient, two distinct TADs will be 
identified when the cell population is analyzed as a whole (like in bulk Hi-C 
experiments) (Lieberman-Aiden et al. 2009; Dixon et al. 2012; Nora et al. 2012; 
Rao et al. 2014). However, some cells will actually show interactions spanning 
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the two domains (inter-TAD contacts), implying that the latter are going through 
a region defined as a boundary (Nagano et al. 2013; Stevens et al. 2017; Finn et 
al. 2019). 

 
Generally speaking, TAD boundaries display a variable strength, depending 

on the considered loci (Gong et al. 2018; Chang, Ghosh, and Noordermeer 2020). 
Interestingly, a recent study in which TAD boundaries were classified according 
to the insulation index found that the strength of a TAD boundary correlates with 
the level of CTCF binding at the boundary, as expressed by the height of the ChIP 
peaks (Gong et al. 2018). Since a higher ChIP signal is likely due to the binding of 
the protein in a larger number of cells rather than to a “stronger” binding at the 
single-cell level, these results also fall within the cell population-average 
perspective of TADs and of their boundaries. Indeed, they indicate a link 
between (1) the number of cells in which CTCF is occupying a given boundary 
and (2) the number of cells in which this boundary is actually preventing 
chromatin contacts from going through it (Gong et al. 2018). Apart from CTCF 
binding levels, it was shown that boundaries also correlate with other features, 
such as CpG islands and housekeeping genes (Dixon et al. 2012; Sun et al. 2018). 

 
CpG islands (CGIs) are small DNA regions (one kilobase on average) that are 

particularly enriched for the 5’-Cytidine-phosphate-Guanosine-3’, or CpG motif. 
In vertebrates’ genomes, nearly half of all CpG islands are associated with sites 
of transcriptional initiation, which are hence referred to as CGI promoters, 
suggesting a role in the regulation of gene expression (reviewed in Deaton and 
Bird 2011). In particular, it is generally understood that CpG islands generate a 
chromatin state that is favorable for the initiation of transcription at CGI 
promoters, possibly by modulating nucleosome occupancy or via the 
recruitment of transcription factors. Conversely, when methylated at the level 
of their cytosines, transcriptional initiation would be prevented from occurring 
at CGI promoters (e.g. Deaton and Bird 2011; Jones 2012). As regards chromatin 
organization, it was shown that TAD boundaries match with regions of 
particularly high CpG islands’ density compared to other, non-boundary regions 
(Sun et al. 2018). However, to date, the potential contribution of CpG islands to 
TAD boundary formation remains largely unexplored from a mechanistical point 
of view. One might even postulate that their enrichment at TAD boundaries 
could be linked to the regulation of housekeeping genes’ expression (which most 
often carry CGI promoters and are enriched at TAD boundaries; see below) 
(Smale and Kadonaga 2003), rather than to boundary function. 
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As mentioned above, housekeeping genes are also enriched at TAD borders 
(Dixon et al. 2012). These genes hold fundamental functions in cells; they are for 
instance required for energy metabolism and proteins biosynthesis, and are 
therefore expressed in a stable and ubiquitous manner (Eisenberg and Levanon 
2013). Hence, it has been proposed that a high and sustained transcriptional 
activity could participate in the establishment of TAD boundaries (Dixon et al. 
2012). Nevertheless, a subsequent study found that forcing transcription to 
occur at given loci using a dead Cas9 fused to a strong activator domain failed to 
result in the formation of novel boundaries (Bonev et al. 2017). Therefore, the 
enrichment of housekeeping genes at the level of TAD boundaries is likely the 
consequence and not the cause of a boundary being present. Typically, since 
housekeeping genes most often rely on proximal regulatory elements (such as 
their proximal promoter), it is possible that they do not require scaffolding by 
TAD-like chromatin structures (see TADs and gene regulation by cis-acting 
elements below). This could possibly explain why housekeeping genes tend to 
occupy boundary regions in the genome. 

 
3.2 TADs and gene regulation by cis-acting elements 
Far more than a widespread format of DNA packaging within the nucleus, 

TADs are thought to be important functional units of the genome, especially for 
the regulation of gene expression. Indeed, because cis regulatory elements such 
as enhancers can be located as far as several hundreds of kilobases away from 
their target promoters (Gasperini et al. 2019; S. Kim and Shendure 2019), some 
mechanisms are required to bring them together in close spatial proximity in 
order to trigger gene expression (discussed in details in Furlong and Levine 2018). 

 
In this view, it is generally understood that TADs (or at least the loops they 

contain) can act as structural scaffolds favoring interactions between distal 
regulatory elements and gene promoters, while ensuring the specificity of such 
interactions within specific “regulatory landscapes” or “insulated neighborhoods” 
(Fig. 3A) (Spitz, Gonzalez, and Duboule 2003; Montavon et al. 2011; Dowen et al. 
2014; Ji et al. 2016; also see van Arensbergen, van Steensel, and Bussemaker 
2014). This is particularly important in situations in which transcriptional gene 
activation has to be tightly regulated by long-range cis-acting elements in both 
time and space, as in the case of developmental genes (Furlong and Levine 2018; 
Bolt and Duboule 2020). 

 
Supporting this view, several studies reported that genetic alterations 

causing the disruption or reorganization of TADs, due to either deletions, 
inversions or duplications (referred to as structural variants) encompassing a 
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TAD boundary, can lead to the rewiring of enhancer-promoter interactions, 
which can in turn result in disease-causing gene misregulation (Lupiáñez et al. 
2015; Franke et al. 2016; Hnisz et al. 2016; Rodríguez-Carballo et al. 2017; 
reviewed in Maeso, Acemel, and Gómez-Skarmeta 2017). 

 
Importantly, the structural variants that were able to affect the overall TAD 

organization leading to altered gene expression were the ones including a TAD 
boundary in most of the cases (Lupiáñez et al. 2015; Franke et al. 2016; Northcott 
et al. 2017; Despang et al. 2019). For instance, deletions or inversions that were 
restricted within a TAD and not including one of its boundaries were unable to 
drive such changes, demonstrating how robust the structure and function of 
these domains can be as long as their boundaries are left intact (Lupiáñez et al. 
2015; Despang et al. 2019). 

 
Nevertheless, it should be noted that the propensity of TAD 

rearrangements to result in gene misregulation remains a matter of debate 
(Furlong and Levine 2018). Notably, key studies in which TADs were either 
disrupted or depleted genome-wide revealed only moderate transcriptional 
changes by RNA-sequencing, with the vast majority of genes displaying 
unaltered expression levels (Zuin et al. 2014; Nora et al. 2017; Rao et al. 2017; 
Schwarzer et al. 2017; Ghavi-Helm et al. 2019). Moreover, in most cases, not 
every gene within a given domain displayed changes in expression upon TAD 
disruption or merging (Schwarzer et al. 2017; Rodríguez-Carballo et al. 2019). In 
this context, it is reasonable to think that only the expression of genes relying on 
regulation by distant enhancers (e.g. developmental genes) might be altered 
when interfering with TADs, whereas genes depending on very proximal 
regulatory elements (typically housekeeping genes) are likely to stay unaffected 
(Zuin et al. 2014; Rodríguez-Carballo et al. 2019). 

 
It should be noted that gene expression analysis had only limited or 

sometimes even completely lacked spatiotemporally resolution in the 
abovementioned studies. Indeed, the experiments were either performed on 
cells in culture (Zuin et al. 2014; Nora et al. 2017; Rao et al. 2017), in a specific 
tissue (Schwarzer et al. 2017), or were conducted in a reduced number of 
developmental stages (Ghavi-Helm et al. 2019). Nevertheless, these results 
suggest that the rewiring of enhancer-promoter contacts upon alteration of TAD 
structure may reflect very particular situations rather than a general rule 
(Furlong and Levine 2018; Ghavi-Helm et al. 2019). Therefore, it raises the 
possibility for other features than TAD-related chromatin structure, for instance 
transcriptional condensates, to be able to drive appropriate enhancer-promoter 
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interactions and achieve gene activation (Hnisz et al. 2017; Boija et al. 2018; S. 
Kim and Shendure 2019; Shrinivas et al. 2019). 

 
3.3 TADs in other contexts than cis regulation 
In addition to their function in the regulation of gene expression by cis 

regulatory elements via “blocking activity” (Fig. 3B), at least in some specific 
cases as discussed above, TADs were also proposed to affect gene expression by 
different means as well as to function in other nuclear processes (reviewed in 
Dixon, Gorkin, and Ren 2016). 

 
For instance, the genome may also benefit from TADs’ structure in the 

sense that their boundaries could prevent the excessive progression of active 
and repressive chromatin marks along the chromosomes (Fig. 3C) (Dixon et al. 
2012; Nora et al. 2012; J. Wang et al. 2014; Narendra et al. 2015). The N-terminal 
tails of histone proteins that protrude out from the nucleosome core particle can 
be post-translationally modified by several enzymatic complexes, with 
important implications on chromatin compaction and gene activity (Bannister, 
Falcão, and Castelo-Branco 2017). Among the best described histone 
modifications are the trimethylation of histone H3 at the lysine residue K4 
(H3K4me3), which is associated with active and poised genes, and trimethylation 
of the residue K27 of the same histone protein (H3K27me3), which marks 
facultative heterochromatin including poised and repressed genes (Bannister 
and Kouzarides 2005; Brookes et al. 2012; Li et al. 2018). Early evidences of 
topological boundaries being able to prevent the spread of histone marks in the 
genome come from genome-wide studies showing that domains marked by 
H3K27me3 abruptly stop at regions that were later shown to coincide with such 
boundaries (Barski et al. 2007; Cuddapah et al. 2009; Nora et al. 2012). Moreover, 
it was shown that the deletion of boundary-associated elements can result in the 
spread of either the active mark H3K4me3 (Narendra et al. 2015) or the 
repressive mark H3K27me3 (Luo et al. 2018) into the adjacent chromatin domain, 
correlating with increased or reduced expression of the nearby genes, 
respectively. Although these results suggest an additional way by which TAD 
borders could participate in the functional compartmentalization of the genome, 
the contribution of enhancer blocking activity to histone modifications 
landscapes and gene expression status was not addressed in the 
aforementioned studies. Hence, the relationship between TAD boundaries and 
histone modifications landscapes might be indirect. For instance, the spread of 
the histone mark H3K4me3 could be due to boundary-located genes becoming 
activated as a result of novel enhancer-promoter interactions (Narendra et al. 
2015). Furthermore, as regards the H3K27me3 mark, it should be noted that 
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contradictory results were obtained after acute depletion of one of the major 
proteins that function at boundary elements, CTCF (Nora et al. 2017). 
Nevertheless, the absence of H3K27me3 spreading in these conditions could be 
due to an assessment within only a relatively short time period after the onset 
of depletion; a technical limitation associated with the fact that the CTCF protein 
is essential for cell survival (Sleutels et al. 2012; Nora et al. 2017). Indeed, such a 
timeframe could possibly not be sufficient for the spread to manifest, in contrast 
to situations in which boundary elements were stably deleted. Furthermore, this 
study was performed on embryonic stem cells and therefore could not capture 
the influence of CTCF in the dynamic changes in histone modifications 
landscapes that occur during differentiation, among which the expansion of 
H3K27me3-covered regions (Hawkins et al. 2010; Wang et al. 2014; Nora et al. 
2017). 

 
In addition, TADs would restrain the elongation of non-coding transcription 

along the chromatin, hence concomitantly contributing to the fine tuning of 
gene expression programs (Fig. 3D) (Austenaa et al. 2015). It is now well 
established that RNA polymerase II (RNAPII) can achieve bidirectional and 
upstream (i.e. 5’) non-coding transcription at enhancers and gene promoters, 
respectively; a process that is thought to contribute to the activity of these 
regulatory regions (reviewed in Andersson and Sandelin 2020). Under 
physiological conditions, the non-coding transcripts that are thereby produced 
are usually short and are rapidly degraded (T.-K. Kim et al. 2010; Henriques et al. 
2018). However, if transcription termination is defective, RNAPII has the 
potential to elongate transcription over long genomic distances, matching with 
an upregulation of the genes that are encountered. In this context, it was shown 
that such abnormal transcription elongation events are nevertheless 
constrained within the limits of TADs (Austenaa et al. 2015). Hence, these results 
suggest that TAD boundaries provide an additional layer of safety in preventing 
the spread of non-coding transcription and its potentially deleterious effects on 
fine-tuned gene expression programs along the genome. 

 
Another important nuclear process that is thought to be influenced by TADs, 

or TAD-like structures, consists in the somatic rearrangements that generate 
receptors for antigen recognition during lymphocytic maturation in the adaptive 
immune system. In jawed vertebrates, T and B lymphocytes undergo irreversible 
somatic recombination of the loci encoding T cell receptors (TCR) and 
immunoglobulins (Ig), respectively (Schuurman and Quesniaux 1999). This 
represents the entry point in a series of events that ultimately gives rise to the 
impressive diversity of the antigen receptor repertoire, which allow the high 
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specificity and efficiency of adaptive immune responses against virtually any 
pathogen. Importantly, somatic recombination consists of the random retention 
and deletion of different possible DNA segments in the antigen receptors loci, 
known as V, D and J segments (reviewed in Nishana and Raghavan 2012). During 
this process, the DNA double-strand breaks are achieved by the Recombination 
Activating Genes protein complex RAG1/2. It was shown that RAG-mediated 
double-strand breaks for V(D)J rearrangements predominantly occur within 
TAD-like chromatin domains of about 2 Mb and mostly happen in the same 
orientation, suggesting a linear tracking mechanism by the RAG1/2 complex that 
would be restricted to the limits of the topological domain (Hu et al. 2015). 
Interestingly, previous studies also reported a correlation between such domains 
and the occurrence of Activation-induced cytidine deaminase (AID)-mediated 
double-strand breaks that lead to antibody class-switch recombination (CSR), 
which converts IgM antibodies to other types of soluble immunoglobulins such 
as IgG (Zarrin et al. 2007; Dong et al. 2015). Taken together, these results 
strongly suggest a role for TAD-related structural scaffolds in constraining the 
endonuclease activity of RAG and deaminase activity of AID to specific chromatin 
regions, thus preventing deleterious ectopic genomic rearrangements that could 
participate in lymphoma development (Dong et al. 2015; Hu et al. 2015). 

 
It is noteworthy that, even though the aforementioned effects could appear 

to be unrelated at first sight, they are likely to arise from a single generic mode 
of action in which TAD boundaries would block the linear tracking of molecules 
beyond the limits of the domain. In this view, the processive travelling of either 
histone modifying enzymes, RNA polymerase II or recombination-inducing 
factors would be impaired at the level of TAD boundaries, possibly because they 
are densely occupied by architectural proteins (Dixon, Gorkin, and Ren 2016). 

 
TADs were also proposed as important units for the control of DNA 

replication timing (Moindrot et al. 2012; Pope et al. 2014). The genome is 
segmented into regions displaying distinct replication timings, with some 
initiating replication earlier (early replication domains) than others (late 
replication domains) during the S phase of the cell cycle (Raghuraman et al. 2001; 
Yaffe et al. 2010; McGuffee, Smith, and Whitehouse 2013). It was shown that the 
size of these replication domains resembles that of TADs and that their limits 
closely correspond to the positions of TAD boundaries (Moindrot et al. 2012; 
Pope et al. 2014). Moreover, active TADs (as defined by transcription and histone 
modifications) often coincide with early-replicating domains, whereas inactive 
or repressed domains tend to initiate replication later (Pope et al. 2014). Finally, 
while TADs transiently disappear during mitosis, they are rapidly re-established 
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during early G1, which corresponds to the time when replication domains are 
established (Dileep et al. 2015; Nagano et al. 2017; H. Zhang et al. 2019). Taken 
together, these results suggest that the structure and internal characteristics of 
TADs might be important for controlling the dynamics of replication initiation 
and delimiting domains of distinct replication timings from one another 
(Moindrot et al. 2012; Pope et al. 2014). Nevertheless, this view is challenged by 
the fact that neither TAD boundary deletion nor the global depletion or 
disruption of TADs alter the timing of replication (Sima et al. 2019; Ma and Duan 
2019; Oldach and Nieduszynski 2019; reviewed in Marchal, Sima, and Gilbert 
2019). In particular, the fact that active TADs match with domains of early 
replication is likely to be the consequence of these domains containing elements 
knows as ERCEs (early replication control elements), which were shown to 
influence both replication timing and transcriptional status within a domain. At 
the same time, ERCEs can participate in the structure of TADs and in their 
allocation to the active (A) compartment (Sima et al. 2019). Hence, these findings 
support a model in which ERCEs simultaneously affect replication, transcription 
and structural features in the genome rather than a direct implication for TADs 
themselves in controlling replication dynamics. 

 

 
 
Figure 3: Modified from (Dixon, Gorkin, and Ren 2016). Proposed roles for TADs and their 
boundaries in the functional compartmentalization of the genome. (A) A TAD (gray pyramid) 
could favor regulatory interactions between enhancers and their target genes. In this example, 
several genes (green bended arrows) are under the control of the same enhancer (purple box). 
(B) Conversely, TADs can prevent abnormal communication between an enhancer and an off-
target gene thanks to their localization in different TADs. (C and D) TADs could also limit the 
spread of chromatin marks (C) or non-coding transcription (D) along the genome. 
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4. Principles of chromatin folding 
Over the past few decades, a number of polymer models were developed 

with the aim of capturing the behavior and organization of the genomic DNA. 
Below is presented a short historical overview of these models, ranging from the 
simplest to the most realistic, together with recent evidences that contribute to 
our understanding of the biophysics of chromatin organization and gene 
regulation. 

 
4.1 Of self-avoidance 
By essence, the DNA double-helix is a flexible polymer, meaning that its 

nucleotidic constituents are constrained in their movements due to their link 
with one another in the chain. One of the simplest ways to model the behavior 
of such a polymer is the so-called Brownian self-avoiding walk (SAW) (Doi and 
Edwards 1988; Binder and Heermann 2010). In this view, due to the molecular 
agitation (also known as Brownian motion) of its constituents and given the 
attachment of the latter along the chain, the DNA polymer is randomly moving 
and stretching within the 3D space while avoiding interactions with itself at a 
relatively small scale. 

 
Nevertheless, this fundamentally random motion of the polymer, even 

though it is constrained by self-avoidance, is unable to reproduce on its own the 
features of genome organization observed in living cells, such as specific loops 
and invariant domains of increased interaction frequencies (Nicodemi and Prisco 
2009). 

 
4.2 When binders come into play 
In order to get closer to reality, other players need to be taken into 

consideration. Indeed, the DNA is not alone in the nucleus, but is surrounded by 
proteins and RNA molecules that can affect its behavior. Among this range of 
particles, there are soluble DNA-binding factors that will be referred to as 
“binders” for sake of simplicity (Nicodemi and Prisco 2009; Barbieri et al. 2012). 

 
The model described hereafter (Nicodemi and Prisco 2009), which was later 

termed the “strings and binders switch” (SBS) model (Barbieri et al. 2012), 
assumes a system constituted by a DNA polymer and binders (which are 
subjected to Brownian motion as well) that can dynamically bind specific sites 
present multiple times along the polymer. Importantly, the binders can attach 
to more than one site at a time, either directly given the presence of several 
DNA-binding domains on the binder itself, or indirectly thanks to adaptors that 
can bridge several binders, each of them attached to a single site on the polymer, 
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together in space (Nicodemi and Prisco 2009; Barbieri et al. 2012). Thereby, 
binders would be a priori able to bring several sites of the polymer in close spatial 
proximity. 

 
Indeed, it was shown by in silico Monte Carlo simulations that in this system, 

above a threshold concentration of binders (Ctr) (Fig. 4) or affinity for their 
binding sites, the binders are able to organize the polymer into dynamic loops or 
stable densely folded domains (Nicodemi and Prisco 2009; Barbieri et al. 2012). 

 
In particular, SBS-like models appear to be particularly well suited to explain 

the condensation of chromosomal compartments, which are supra-TAD 
chromatin structures (see further for details on compartments and their possible 
condensation by phase separation) (Erdel and Rippe 2018). 

 
4.3 Putting the SBS model to the test 
In 2012, the SBS model was directly tested against experimental data of 

chromatin folding (Barbieri et al. 2012). One crucial aspect of genome 
architecture is that different levels of compaction, from highly open 
euchromatin to very densely packed heterochromatin, can co-exist within the 
nucleus (Woodcock and Ghosh 2010). It was shown that the SBS model can 
indeed recapitulate a large proportion of the different possible folding states of 
the chromatin observed in cells by playing with the concentration of binders (Cm) 
or the number of their binding sites along the polymer (Fig. 4) (Barbieri et al. 
2012). 

 
However, the SBS model lacks some crucial aspects required to faithfully 

reflect chromatin folding at the TAD level. Indeed, it does not take into account 
that the binding sites of key factors involved in chromatin architecture (such as 
the CTCF protein) are not uniformly distributed along the DNA polymer (Dixon 
et al. 2012; Barbieri et al. 2012). Instead, as previously mentioned, these sites 
are actually enriched and cluster at the border between TADs, while also 
displaying particular orientations (Dixon et al. 2012; Zhan et al. 2017). Because 
these features are thought to be fundamental for the positioning of TAD 
boundaries and loop anchors, another model has been developed to take them 
into account (see the loop extrusion model below) (Sanborn et al. 2015; 
Fudenberg et al. 2016). 
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Figure 4: After (Barbieri et al. 2012). Simulations of the SBS model recapitulate a wide range 
of chromatin folding levels as a function of the concentration of binder molecules (Cm). The 
“switch” occurs at the threshold concentration (Ctr). 
 

4.4 The loop extrusion model 
To date, the prevailing model to explain the formation of chromatin loops 

and TADs is the so-called loop extrusion model (Fig. 5) (Sanborn et al. 2015; 
Fudenberg et al. 2016). Since the early characterization of TADs, the observed 
enrichment of most of their boundaries for the binding of a protein called CCCTC-
binding factor (CTCF) (Dixon et al. 2012) raised the possibility for this factor to 
participate in the formation of the latter. 

 
The CTCF protein was originally described as an evolutionary conserved 

transcriptional regulator, acting either as an activator or repressor of gene 
expression depending on the context, possibly based on varied DNA-binding 
configurations and interactions with cofactors (Klenova et al. 1993; Filippova et 
al. 1996). A study investigating enhancer blocking activity of insulator elements 
later showed that this protein is also the major insulator-associated factor in 
vertebrates (Bell, West, and Felsenfeld 1999). CTCF has non-palindromic binding 
sites onto the DNA, implying that they can display two different possible 
orientations. Importantly, chromatin loops and topologically associating 
domains are often delimited by pairs of convergently oriented CTCF sites; i.e. by 
sites that are facing each other onto the chromatin (Sanborn et al. 2015; 
Fudenberg et al. 2016). 

 
The loop extrusion model was originally proposed by Kim Nasmyth in 2001 

to explain the process of chromatin condensation resulting in the production of 
metaphase chromosomes (Nasmyth 2001). This model was later adapted to 
account for the formation of chromatin loops and TADs during interphase 
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(Sanborn et al. 2015; Fudenberg et al. 2016). The loop extrusion model assumes 
a system in which the so-called loop extruding factors pull a stretch of chromatin, 
making each extremities of an initial loop pass progressively through the 
extrusion complex, thereby making the loop grow in size (Nasmyth 2001; 
Sanborn et al. 2015; Fudenberg et al. 2016). Based on the aforementioned 
evidences about CTCF, the “interphase version” of the model considers CTCF 
sites as typical barriers to the loop extrusion process. In particular, the extrusion 
complex would stop when reaching CTCF sites, possibly due to protein-protein 
interactions between the extrusion machinery and a pair of DNA-bound CTCF 
proteins, preferentially when they are encountered in a convergent orientation 
(Fig. 5) (Sanborn et al. 2015; Fudenberg et al. 2016). In addition, a forming loop 
might be stalled when reaching the basis of another loop, resulting in the 
appearance of multiple neighboring, but non-overlapping looped structures 
(Fudenberg et al. 2016). CTCF-based loops would then disassemble after a 
certain time (estimated between 1 and 2 hours), as their constituents get 
released from the DNA (Hansen et al. 2017; Vian et al. 2018). 

 
In this context, the most strongly supported loop extruder is the cohesin 

multiprotein complex (Fudenberg et al. 2017). Cohesin is a ring-shaped complex 
comprised of three major subunits: two Structural Maintenance of 
Chromosomes (SMC) proteins, SMC1 and SMC3, which form most of the ring, 
and a protein called RAD21 that closes the structure (reviewed in Gligoris and 
Löwe 2016; Yuen and Gerton 2018). The cohesin complex was first described for 
its key function in sister chromatid adhesion before anaphase during cell division 
(Michaelis, Ciosk, and Nasmyth 1997; Uhlmann, Lottspeich, and Nasmyth 1999; 
reviewed in Peters and Nishiyama 2012). It was latter shown that this complex 
is also able to extrude DNA loops in biochemical reconstruction experiments in 
the presence of ATP (Davidson et al. 2019), directly interacts with the CTCF 
protein in vitro (Y. Li et al. 2020) and physically binds to most CTCF sites on the 
chromatin in a CTCF-dependent manner in vivo (Parelho et al. 2008; Wendt et al. 
2008; Busslinger et al. 2017). In addition, mutating the direct cohesin-binding 
interface on CTCF results in an almost complete loss of CTCF-based loops in vivo, 
strongly suggesting that its interactions with cohesin are required for either the 
establishment or the lifespan of these structures (Y. Li et al. 2020). 

 
The cohesin-CTCF loop extrusion model is itself supported by several lines 

of evidence. First, in silico simulations of the model give rise to domains of 
increased interaction frequencies and faithfully set the position of their 
boundaries as compared to experimental data (Sanborn et al. 2015; Fudenberg 
et al. 2016). Second, targeted deletions of boundary-associated CTCF sites result 
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in a shift of the TAD border to the next CTCFs in convergent orientation relative 
to those of the opposite boundary (Sanborn et al. 2015; Fudenberg et al. 2016). 
Third, depletion of cohesin or CTCF have distinct effects on chromatin 
architecture. Whereas the loss of cohesin results in the weakening or loss of 
TADs genome-wide (characterized by decreased intra-domain interactions) (Zuin 
et al. 2014; Rao et al. 2017), similar to what is observed upon deletion of the 
cohesin loading factor NIPBL (Schwarzer et al. 2017), it does not result in 
increased inter-domain interactions. In contrast, the depletion of CTCF mostly 
causes an increase of inter-TAD contacts (Zuin et al. 2014; Nora et al. 2017). 
Finally, deletion of the cohesin release factor WAPL increases the size of CTCF-
anchored loops and thereby promotes inter-TAD contacts, consistent with a 
dynamic cohesin-mediated extrusion mechanism, and considering the much 
faster binding/release kinetics of CTCF compared to those of cohesin (Haarhuis 
et al. 2017; Hansen et al. 2017). 

 

 
 
Figure 5: Modified from (Sanborn et al. 2015). Overview of the cohesin-CTCF loop extrusion 
process. After loading, the cohesin complex (yellow ring) extracts a stretch of chromatin (cyan 
string) and stops when reaching genomic sites bound by the CTCF protein (blue arrows and 
purple globules, respectively) in a convergent orientation, thereby forming a looped structure. 
If it is encountered, the basis of such a loop may also cause an adjacent forming loop to stall 
(also see Fudenberg et al. 2016). 
 

4.5 Intra-TAD dynamics and relationships with compartments 
As briefly mentioned above, TADs are generally maintained among cell 

types, meaning that the position of their boundaries is overall stable (Dixon et al. 
2012; Nora et al. 2012; Dixon et al. 2015). Nevertheless, the internal organization 
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of these domains undergoes extensive changes during cell differentiation. 
Importantly, this gives rise to cell-type-specific intra-domain structures that 
were shown to correlate with the establishment of specific gene expression 
programs (Dixon et al. 2012; Nora et al. 2012; Dixon et al. 2015; Bonev et al. 
2017). 

 
The basis of cell-type or tissue-specific intra-TAD loops is highly enriched for 

CTCF sites showing convergent orientation (Phillips-Cremins et al. 2013; Beagan 
et al. 2017), raising the possibility of differential intra-TAD CTCF binding to be 
responsible for regulating the formation of these structures. In line with this 
hypothesis, important evolutionary divergence in the binding of CTCF at intra-
TAD sites is associated with intra-domain variations between mammalian 
species, whereas CTCF binding is very well conserved at the level of TAD borders 
(Vietri Rudan et al. 2015; Lazar et al. 2018). Furthermore, cell-type-dependent 
dynamic changes in CTCF occupancy have been reported, with about 80% of sites 
showing variable CTCF binding among 40 different cell types in the largest study 
(H. Wang et al. 2012; Maurano et al. 2015; Beagan et al. 2017), strongly 
contrasting with previous reports of overall constitutive CTCF binding (T. H. Kim 
et al. 2007; Cuddapah et al. 2009; Y. Shen et al. 2012). Finally, it has been 
observed that some specific enhancer-promoter interactions can indeed be lost 
during the transition from a pluripotent to a more differentiated state 
concomitant with the loss of CTCF binding at the basis of the loops (Beagan et al. 
2017; Bonev et al. 2017). Nevertheless, many cell-type or tissue-specific intra-
TAD structures were shown not to be anchored by sites displaying cell-type-
dependent CTCF binding, but by sites that are ubiquitously bound by CTCF 
(Phillips-Cremins et al. 2013; Beagan et al. 2017; Hanssen et al. 2017). Hence, 
differential CTCF binding cannot explain on its own the whole range of intra-
domain architectural variation between cell types, and therefore other 
mechanisms need to participate in controlling the formation of these variable 
structures. 

 
Interestingly, recent studies reported that a subset of contacts depends on 

the RNA-binding properties of the CTCF protein, suggesting another mean by 
which contacts could be modulated in different cells (Hansen et al. 2019; 
Saldaña-Meyer et al. 2019). In particular, about half of CTCF-mediated 
interactions in the genome were shown to depend on the interactions between 
CTCF and a variety of RNAs through regions of the protein that are distinct from 
the one responsible for its association with the DNA (Saldaña-Meyer et al. 2014; 
Hansen et al. 2019; Saldaña-Meyer et al. 2019). These studies also found that 
CTCF self-associates in an RNA-dependent manner, and that this behavior is 
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abolished upon deletion of the RNA-binding regions of the protein (Saldaña-
Meyer et al. 2014; Hansen et al. 2019; Saldaña-Meyer et al. 2019). These results 
provide compelling evidences of a direct role for RNAs in favoring CTCF self-
association, which then in turn affects CTCF function in some instances. 
Importantly, CTCF-RNA interactions were shown not to be required for the 
association of CTCF with the DNA in all cases and, upon deletion of the RNA-
binding regions of CTCF, some chromatin loops can be lost even if the binding of 
CTCF on the DNA remains unchanged (Saldaña-Meyer et al. 2019). Hence, 
differential expression of RNAs controlling the behavior of CTCF could explain 
intra-TAD structural modulations between cell types without requiring changes 
in the binding of CTCF to the DNA. 

 
The establishment, reinforcement or loss of interactions between gene 

promoters and cis regulatory elements can participate in the variation of intra-
TAD structures between different cell types (Phillips-Cremins et al. 2013; Smith 
et al. 2016; Bonev et al. 2017), although the exact relationships between TADs, 
CTCF-mediated chromatin loops and enhancer-promoter interactions remain a 
matter of intense debate. Indeed, whereas some enhancer-promoter 
interactions are constitutively anchored by CTCF, as exemplified by the Sonic 
hedgehog (Shh) locus (Paliou et al. 2019; Williamson et al. 2019), others appear 
to be CTCF/cohesin-independent (Rao et al. 2017), strongly suggesting that they 
do not rely on structural scaffolding by TADs. Conversely, at least in some 
instances, topologically associating domains can form independently from 
enhancer-promoter interactions, as demonstrated by the preservation of a 
domain and of most of its internal organization upon removal of the major genes 
or enhancers it contains (Brown et al. 2018). 

 
Beyond their internal dynamics, TADs also display cell-type-dependent 

allocation to chromosomal compartments (Lieberman-Aiden et al. 2009; Dixon 
et al. 2015). Compartments, which appear as off-diagonal checkerboard patterns 
in Hi-C heatmaps, arise from interactions occurring between multiple chromatin 
regions matching with TADs that share similar chromatin opening levels, histone 
modifications status and transcriptional activity (Lieberman-Aiden et al. 2009; 
Dixon et al. 2012; Rao et al. 2014; reviewed in Eagen 2018). The genome is 
subdivided in two major compartments, called A and B. Whereas the A 
compartment is formed by open and transcriptionally active chromatin, the B 
compartment tends to be more closed and transcriptionally silent (Lieberman-
Aiden et al. 2009; Sivakumar, de las Heras, and Schirmer 2019). Importantly, a 
study comparing five different cell types including embryonic stem cells revealed 
that about 36% of all genomic regions switch from one compartment to the 
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other in at least one of the cell types under investigation. Moreover, most of the 
observed transitions concerned entire TADs and matched with transcriptional 
changes of the genes they contain; with either an upregulation of gene 
expression for B to A transitions, or a downregulation for A to B transitions 
(Dixon et al. 2015). 

 
Although they are hierarchically interlinked, TADs and compartments are 

believed to be formed by distinct mechanisms; namely cohesin-driven loop 
extrusion (as explained above) and segregation of regions displaying different 
chromatin states from each other, respectively (Dixon et al. 2012; Fudenberg et 
al. 2017; Schwarzer et al. 2017). Indeed, while depleting cohesin from the 
chromatin results in the abolition of TADs, compartments do not disappear, 
demonstrating that they do not require TADs to form. On the contrary, 
compartments actually appear to be more pronounced under those conditions, 
indicating a competition in the formation of different layers of genome 
organization (Rao et al. 2017; Schwarzer et al. 2017; also see Haarhuis et al. 
2017). In contrast, CTCF depletion does not result in compartmental 
reinforcement, suggesting that the act of cohesin-mediated extrusion itself 
competes with compartmental segregation, probably via the inclusion of 
segments displaying different chromatin states within the same loops (Nora et 
al. 2017; Mirny, Imakaev, and Abdennur 2019). Strongly supporting this notion, 
computer simulations of polymer models recapitulated interference between 
active loop extrusion and compartment-like segregation (Rao et al. 2017; 
Schwarzer et al. 2017; Nuebler et al. 2018). To date, surprisingly little is known 
about the identity of the molecular players underlying the formation of 
compartments, but there are mounting evidences that compartmental 
segregation is related to phase separation (see further) (Nora et al. 2017; Mirny, 
Imakaev, and Abdennur 2019). 

 
4.6 Phase separation in genome’s shape and gene expression control 
Apart from chromatin looping, other molecular processes can lead to the 

establishment of higher-order features of genome organization and participate 
in the regulation of gene expression. In particular, there is a growing body of 
evidence that phase separation can drive transcriptional activation as well as 
heterochromatin formation (Hnisz et al. 2017; Erdel and Rippe 2018). 

 
Phase separation is a phenomenon in which biomolecules undergo weak 

and dynamic interactions with one another; a process often referred to as 
molecular crowding (Machiyama et al. 2017). This results in the formation of 
supramolecular condensates that look and behave like liquid droplets. Such 
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condensates have to be distinguished from aggregates in the sense that they are 
reversible and constantly exchange material with the surrounding medium 
(Brangwynne et al. 2009; Banjade et al. 2015; reviewed in Bergeron-Sandoval, 
Safaee, and Michnick 2016). As they are able to concentrate sets of biomolecules, 
phase separated droplets can typically restrict particular biological processes 
within distinct locations in the cell without requiring demarcation by a 
membrane (reviewed in Banani et al. 2017). 

 
In this context, it was shown that the recruitment of transcription factors 

(TFs) at either single or, more frequently, at clusters of enhancers (known as 
super-enhancers) (Whyte et al. 2013; Hnisz et al. 2013; reviewed in Peng and 
Zhang 2018) can induce the formation of phase separated globules or hubs, 
matching with the transcriptional activation of their target genes (Boija et al. 
2018; Shrinivas et al. 2019). The activation domains of a vast majority of TFs are 
constituted by low complexity amino acid sequences, referred to as low 
complexity domains or LCDs, which are intrinsically disorganized in terms of 
secondary structure. This property enables them to engage in weak multivalent 
associations with one another and can drive the formation of reversible 
condensates (Chong et al. 2018; Boija et al. 2018). Remarkably, even though they 
can be formed by different sets of transcription factors depending on the cell 
type or locus, super-enhancers-based phase separated hubs recruit general 
transcriptional co-activators, such as the Mediator complex, supporting a model 
in which the establishment of active hubs can be achieved regardless of the 
identity of the TFs that are driving their formation (Boija et al. 2018; Shrinivas et 
al. 2019). In addition, a previous study highlighted direct interactions between 
the C-terminal domain (CTD) of RNA polymerase II (the enzyme responsible for 
mRNA production), which is itself disorganized, and the LCDs of transcription 
factors within droplets of the latter in vitro (Kwon et al. 2013). Together with the 
observations mentioned above, these results provide compelling evidence for 
hubs to be able to concentrate and stabilize the transcriptional machinery for 
productive gene expression in vivo (Kwon et al. 2013; Chong et al. 2018; Boija et 
al. 2018; Shrinivas et al. 2019). 

 
Beyond transcriptional hubs, liquid-liquid phase separation has also been 

implicated in shaping the architecture and controlling the function of the 
genome at larger scales. In particular, heterochromatin, which is analogous to 
the B compartment, is thought to be established by phase separation processes 
involving the Heterochromatin protein 1α (HP1α) and the Chromobox protein 2 
(CBX2) (Larson et al. 2017; Strom et al. 2017; Erdel and Rippe 2018; Tatavosian 
et al. 2019; Plys et al. 2019). 
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HP1α is one of the major proteins associated with heterochromatin in 

mammalian cells (Hayakawa et al. 2003; Cheutin et al. 2003). It is homologous to 
Drosophila’s HP1a, which is required for heterochromatin formation and 
associated gene silencing (Eissenberg et al. 1992; Eissenberg and Elgin 2000). 
Interestingly, the proper accumulation of the HP1α protein in heterochromatin 
depends upon the phosphorylation of its N-terminal tail, which is intrinsically 
disorganized (Hiragami-Hamada et al. 2011; Nishibuchi et al. 2014; Velez et al. 
2015). HP1α was later shown to oligomerize and form droplets in a manner that 
also requires phosphorylation of the N-terminal tail. Furthermore, HP1α is able 
to compact double-stranded DNA into foci that closely resemble 
heterochromatin in vitro (Larson et al. 2017). A parallel study found that its 
Drosophila homolog HP1a establishes puncta that display all characteristics of 
liquid droplets in vivo, concomitant with heterochromatin formation (Strom et 
al. 2017). Altogether, these results support a model in which heterochromatin 
could form through a phase separation process involving the HP1α protein. 
However, it should be noted that HP1α is initially targeted to heterochromatin 
via direct interactions between its chromodomain (CD) and the histone 
modification H3K9me3 (Bannister et al. 2001; Lachner et al. 2001; Jacobs et al. 
2001; Nielsen et al. 2002). Since H3K9me3 specifically marks constitutive 
heterochromatin (Nishibuchi and Déjardin 2017), the HP1α-driven 
heterochromatin formation model cannot account for the formation of its 
facultative counterpart (see below). 

 
As previously mentioned, facultative heterochromatin is enriched for the 

H3K27me3 mark. This histone modification is deposited by Polycomb repressive 
complex 2 (PRC2) (Chammas, Mocavini, and Di Croce 2020). It is now clear that 
PRC2 and the H3K27me3 mark form part of a positive feedback loop that also 
involves the other Polycomb repressive complex, PRC1. In brief, after H3K27me3 
deposition by PRC2, PRC1 gets recruited to this mark. This is followed by 
monoubiquitination of histone H2A on its lysine residue 119 (H2AK119ub), which 
in turn recruits PRC2 (Aloia, Di Stefano, and Di Croce 2013; Blackledge, Rose, and 
Klose 2015). This mechanism results in the progressive formation of facultative 
heterochromatin domains in the genome. The subunits of the canonical PRC1 
complexes that recognize the H3K27me3 mark belong to a chromodomain-
containing protein family called CBX (Blackledge, Rose, and Klose 2015; Zhen et 
al. 2016). Of particular interest, one representative of this family, CBX2, was 
shown to drive PRC1 phase separation both in vitro and in vivo (Tatavosian et al. 
2019; Plys et al. 2019). This potential depends on the intrinsically disorganized 
region of the CBX2 protein, as demonstrated by the absence of PRC1 droplets 
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upon mutation of conserved amino acids within this domain (Tatavosian et al. 
2019; Plys et al. 2019). Importantly, previous studies found that mutating the 
same residues of CBX2 results in chromatin compaction defects and 
developmental alterations (Grau et al. 2011; Lau et al. 2017; Plys et al. 2019). 
Hence, these findings strongly suggest that similar mechanisms, namely the 
recruitment and phase separation of chromodomain-containing proteins, can 
drive the formation of both constitutive and facultative heterochromatin inside 
the nucleus. 

 
5. Structure and function of the mammalian Hox gene clusters 

Among the typical targets of Polycomb group proteins is the Hox gene 
family (e.g. Lewis 1978; Margueron and Reinberg 2011; Schorderet et al. 2013). 
Hox genes encode homeodomain-containing transcription factors that are 
important regulators of embryonic patterning in metazoans (Lewis 1978; 
Duboule and Dollé 1989; Wellik 2009). These genes were first described in the 
fruit fly Drosophila melanogaster, where their mutations resulted in changes in 
the identity of body segments; alterations that were termed homeotic 
transformations, hence the name of these genes (García-Bellido 1977; Lewis 
1978; Gehring and Hiromi 1986). Hox genes were later shown to be overall 
conserved in their organization and function from flies to vertebrates (see below) 
(Duboule and Dollé 1989). 

 
In vertebrates, Hox genes are highly organized within gene clusters, 

meaning that they are densely arrayed along the chromosomes and display the 
same orientation with respect to one another (Krumlauf 1994; Duboule 2007). 
As a result of the two rounds of whole-genome duplication that occurred during 
the evolution of vertebrates (Ohno 1970), there are four different Hox genes 
clusters in mammals, from HoxA to HoxD, each one located on a different 
chromosome (Krumlauf 1994). 

 
During embryonic development, multiple different Hox gene products are 

sequentially expressed in partially overlapping domains along the 
anteroposterior or primary body axis (e.g. Gould et al. 1997; Deschamps and 
Duboule 2017). Such a segmented and progressive expression of Hox genes’ 
combinations is fundamental for the patterning along the primary body axis, a 
process in which the different regions of the body acquire their respective 
positional identities (Krumlauf 1994; Kmita and Duboule 2003). HOX proteins 
perform this task by controlling the expression of multiple genes, which typically 
encode sets of transcription factors and signaling molecules (Akin and Nazarali 
2005; Pearson, Lemons, and McGinnis 2005; Hueber and Lohmann 2008). 
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Importantly, the relative timing of expression of a given Hox gene during 

development corresponds to its relative physical position along the chromosome; 
a correspondence termed temporal collinearity (Pascal Dollé et al. 1989; Izpisúa-
Belmonte et al. 1991; Deschamps and van Nes 2005). Since development 
proceeds in an anterior-to-posterior fashion in vertebrates, the time of 
expression onset was proposed to participate in defining the anterior limit of 
expression of each gene, hence transforming a temporal cue into a spatial one 
(Duboule 1994; Deschamps and Duboule 2017). Indeed, the relative position of 
Hox genes’ expression domains along the body axis also corresponds to their 
order within the gene clusters; a second correspondence referred to as spatial 
collinearity (Gaunt, Sharpe, and Duboule 1988). In brief, the situation can be 
summarized as follows: the farther on the 5’ side of a Hox cluster a gene is 
located, the later it will start to be expressed during development and the more 
posterior will be its expression limit (Dollé et al. 1989; Duboule 1994; Deschamps 
and van Nes 2005). 

 
The organization of Hox genes into clusters is thought to be itself of central 

importance for the collinear expression of these genes, at least in vertebrates 
(Gaunt, Sharpe, and Duboule 1988; Duboule 2007). This is for instance supported 
by the consequences of genetic alterations disrupting this organization regarding 
Hox gene expression (Zákány, Kmita, and Duboule 2004; Tschopp et al. 2009; 
Darbellay et al. 2019). In particular, it is likely that such a compacted 
configuration of the gene units has been maintained and consolidated by cis 
regulatory elements located inside or close to the gene clusters, which appear 
to be responsible for the collinear expression of Hox genes along the primary 
body axis (Spitz et al. 2001; Kmita and Duboule 2003; Deschamps and van Nes 
2005; Tschopp et al. 2009). In turn, this robust and highly functional system may 
have enabled the emergence of long-range cis regulations (i.e. outside of the 
gene clusters) and the concomitant implementation of the Hox system to 
perform other developmental tasks (see long-range regulations at the HoxD 
locus and their implications in the development of secondary axial structures 
below) (reviewed in Darbellay and Duboule 2016). 

 
5.1 Secondary axes development, long-range regulations and TAD 

organization at the HoxD locus 
In addition to their role in implementing positional identities along the 

primary body axis, Hox genes have also been co-opted for the morphogenesis of 
secondary axial structures of the body, as exemplified by the external genitalia 
and the limbs (Lonfat et al. 2014; reviewed in Lonfat and Duboule 2015). The 
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HoxD paralog of the mammalian Hox gene clusters is among the systems that 
have been best studied in this respect (e.g. Dollé et al. 1989; Dollé et al. 1991; 
Kmita et al. 2002; Tarchini and Duboule 2006; Amândio et al. 2020). For more 
than 30 years now, the HoxD cluster has demonstrated its epistemic value 
concerning gene regulation in the context of development and, more recently, 
its intrinsic relationship with 3D chromatin structure (see below) (Lonfat and 
Duboule 2015; Darbellay and Duboule 2016). 

 
The HoxD cluster consists of nine genes (Hoxd1, 3, 4, 8, 9, 10, 11, 12 and 13) 

(see Fig. 6) that are densely arrayed along a 100 kilobases interval on 
chromosome 2 (see Lonfat and Duboule 2015). Importantly, the regulation of 
Hoxd genes’ expression during the development of secondary axes strongly 
contrasts with the anteroposterior regulation. Indeed, in the former case, it 
relies on multiple long-range cis regulatory elements located within large 
regulatory landscapes of approximately one megabase that are flanking the gene 
cluster on each side (Montavon et al. 2011; Andrey et al. 2013; reviewed in 
Montavon and Duboule 2013; Bolt and Duboule 2020). A similar situation can be 
observed at the HoxA locus (Lehoczky and Innis 2008; Dixon et al. 2012; Berlivet 
et al. 2013; Woltering et al. 2014; Lonfat et al. 2014), which encodes 
transcription factors that act in a partially redundant manner compared to those 
from HoxD (Fromental-Ramain et al. 1996; Kmita et al. 2005). 

 
The action of these long-range regulatory sequences needs to be tightly 

coordinated for the proper spatiotemporal control of Hoxd genes’ expression 
(Deschamps and Duboule 2017). In the context of vertebrate limb development, 
Hoxd genes are expressed following a bimodal strategy, first involving both the 
anterior (from Hoxd1 to 4) and the central (from Hoxd8 to 11) genes, and later 
on the central and the posterior (Hoxd12 and 13) genes (see below and Fig. 6) 
(reviewed in Lonfat and Duboule 2015). 

 
In the first phase, enhancers located within the landscape standing on the 

telomeric side of the gene cluster (i.e. in 3’) are activated and trigger the 
expression of Hoxd1 to Hoxd11 from the early limb bud onwards (Andrey et al. 
2013; Yakushiji-Kaminatsui et al. 2018). This expression is maintained in the 
proximal part of the limbs, which will give rise to the arm and forearm (Tarchini 
and Duboule 2006). During the second or late phase, which is initiated in a very 
distal cell population of the growing limb bud, the telomeric landscape becomes 
repressed and gives way to its centromeric (i.e. 5’) counterpart (Montavon et al. 
2011; Andrey et al. 2013). Thus, the enhancers of the centromeric landscape, 
now active, drive the activation of Hoxd9 to Hoxd13 in the distal aspect of the 
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developing limb, which will generate the digits in the adult (Kmita et al. 2002; 
Spitz, Gonzalez, and Duboule 2003; Gonzalez, Duboule, and Spitz 2007; 
Montavon et al. 2011; Lonfat et al. 2014). 

 
Of particular interest, it was shown that the regulatory landscapes hosting 

the cis-acting elements that control Hoxd gene expression during secondary axes 
development actually coincide with two TADs, called T-DOM (for telomeric 
domain) and C-DOM (for centromeric domain) (Andrey et al. 2013; Lonfat et al. 
2014). Furthermore, the HoxD cluster was shown to constitute itself the 
boundary between these two TADs, since only a deletion of about 400 kilobases 
comprising the entire gene cluster resulted in the complete fusion of the 
domains (Rodríguez-Carballo et al. 2017). 

 
Importantly, the HoxD cluster is subjected to a dynamic contact switch 

between the two TADs, meaning that the boundary limit can move along the 
cluster depending on the regulatory phase and corresponding tissue (Andrey et 
al. 2013; Rodríguez-Carballo et al. 2017). Hence, the interactions of the central 
Hoxd genes are either biased towards the T-DOM in the context of the proximal 
regulation or are reoriented towards the C-DOM for the distal regulation (see Fig. 
6). In that sense, in addition to the differential activation of the regulatory 
landscapes (Rodríguez-Carballo et al. 2019), the HoxD-associated TADs would 
provide a proper structural framework favoring regulatory interactions between 
the HoxD cluster and the enhancers located within the flanking landscapes. 
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Figure 6: Modified from (Lonfat and Duboule 2015). TAD transition, HoxD cluster and limb 
development. (A) Hi-C heatmap of the HoxD locus on chr2. The two HoxD-associated TADs are 
highlighted in yellow (T-DOM) and blue (C-DOM). The position of the HoxD cluster at the 
border between these two TADs is indicated below. A schematic representation of the two 
TADs is shown at the bottom of pannel (A). Its central region has been magnified in the other 
two pannels. (B and C) Dynamic contact switch of the HoxD cluster from TAD to TAD. (B) During 
the early phase, which corresponds to the proximal regulation, the T-DOM is activated and 
triggers the expression of Hoxd1 to Hoxd11 in the early limb bud. Note that in this context, 
most Hoxd genes are interacting with the T-DOM. This expression is maintained in the 
proximal part of the limbs at embryonic day 12.5 (E12.5), which will give rise to the arm and 
the forearm. (C) During the late phase, the T-DOM is repressed and the central Hoxd genes 
are now interacting with the active C-DOM for the distal regulation. Consequently, genes from 
Hoxd9 to Hoxd13 are expressed in the distal aspect of the limb, which will form the digits in 
the adult. Active and inactive genes are depicted as purple and gray hexagons, respectively. 
The corresponding expression patterns in E10.5 limb buds and E12.5 limbs are also indicated. 
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6. Scope of the thesis 
In this study, we focused on chromatin loops and topologically associating 

domains, as well as their boundaries, as features of interest with respect to 
genome organization. In particular, we used topological boundaries originating 
from the HoxD developmental locus of the mouse as a paradigm of architectural 
elements in order to extend the knowledge about their formation. 

 
First, we made use of two intra-cluster duplications increasing the number 

of boundary elements, including CTCF-binding sites and gene promoters, within 
the HoxD gene complex in order to determine if this could reinforce the TAD 
boundary in situ. 

 
As a second and alternative approach to study the formation of topological 

borders, we randomly integrated different DNA segments originating from the 
HoxD locus and containing several boundary elements. Our objective was to 
determine if they would be able to establish contacts within their new 
surroundings and alter the topological chromatin landscape around the 
integrations. Typically, we predicted that if these boundary elements are able to 
function outside of their genomic context, they should be able to disrupt a TAD 
ectopically. 
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Results: 
1. Partial duplications of the HoxD cluster 

As previously explained, the HoxD gene cluster is itself conforming a 
boundary between two topologically associating domains (TADs), called T-DOM 
and C-DOM (Figs. 6 and 7) (Andrey et al. 2013; Rodríguez-Carballo et al. 2017). 
Importantly, the HoxD cluster displays nine bound CTCF sites, most of which are 
concentrated at the posterior half or just outside of the gene cluster (from Hoxd8 
to Evx2) (Fig. 7). Interestingly, about half of these sites are found within the 
Hoxd8-Hoxd11 interval and are mostly oriented towards the T-DOM, whereas 
the other half stand on the Hoxd12-Evx2 interval and are all facing the C-DOM 
(Rodríguez-Carballo et al. 2017). In contrast, the CTCFs located within the HoxD-
associated TADs are predominantly oriented towards the HoxD cluster (see Fig. 
7). Hence, the above observations are highly consistent with the loop extrusion 
model (Sanborn et al. 2015; Fudenberg et al. 2016). 
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Figure 7: The HoxD cluster is a CTCF-rich topological boundary that segregates two TADs. On 
top is shown a Hi-C of the HoxD locus, with its two TADs (appearing as pyramids): T-DOM on 
the right and C-DOM on the left. Below is shown a CTCF ChIP-seq revealing a very high density 
of bound CTCF sites at the level of the HoxD cluster (orientation shown below by red or blue 
arrowheads, for forward or reverse sites, respectively). Note that many of the loops of the 
HoxD-associated TADs coincide with bound CTCF sites, particularly the ones showing 
convergent orientation. Magnification of the HoxD cluster revealing that most CTCF sites are 
concentrated towards the posterior (5’) half of the gene cluster. Data are from (Rodríguez-
Carballo et al. 2017) and correspond to the situation in the proximal part of wild-type 
forelimbs at embryonic day 12.5 (E12.5). 
 

A previous publication from our group found that partial deletions of the 
gene cluster within the CTCF and gene-rich interval (i.e. from Hoxd8 to Hoxd13) 
resulted in increased interactions between the remaining genes and the TAD 
located beyond the deleted segment, matching the altered expression of these 
genes expected from such interactions (Rodríguez-Carballo et al. 2017). As an 
example, the Hoxd4 gene gained interactions with the C-DOM and became 
expressed in the distal part of the limbs. Hence, it appears that these alterations 
decreased the strength of the HoxD boundary, probably due to a reduction in 
the number of its potential boundary elements (namely CTCF-binding sites and 
active gene promoters). 
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Here, we first took the reverse approach, and asked whether the TAD 

boundary at the HoxD cluster could be reinforced by increasing the number of 
potential boundary elements it contains. In order to answer this question, we 
analyzed two mouse lines carrying partial duplications of the HoxD cluster 
located within the Hoxd8-Hoxd13 interval that were previously established in 
our group, namely Dup(8i-10) (Figs. 8 and 9) (Tarchini and Duboule 2006) and 
Dup(11-13) (Figs. 10 and 11) (Kmita et al. 2002). 

 
In particular, we predicted that if the strength of the boundary is increased 

by the duplications, the access of the central Hoxd genes to the TAD that is 
located beyond the duplicated segment should be impaired, whereas 
interactions established by genes or regulatory regions that are in principle 
mostly restricted within their respective domains (see Evx2, Hoxd4, island-2, 
island-4 and CS38 in Figs. 9 and 11) should remain unchanged or become even 
more secluded in the latter. 

 
1.1 Duplication of the region 8i-10 
In the Dup(8i-10) line, the duplication extends 36 kilobases (kb) from the 

Hoxd4-Hoxd8 intergenic region to a breakpoint that is located upstream (i.e. in 
5’) of the Hoxd10 gene (Tarchini and Duboule 2006). The duplicated segment 
comprises 5 CTCF-binding sites, among which 4 are oriented towards the T-DOM 
and one faces the C-DOM, along with 3 gene units (Hoxd8, Hoxd9 and Hoxd10) 
(Fig. 8A). 

 
It was previously shown that the expression of the Hoxd11 gene is 

decreased in the proximal part of the limbs at E12 upon duplication of the region 
8i-10 (Fig. 8B) (Tarchini and Duboule 2006), suggesting that the interactions 
established between this gene and the enhancers of the T-DOM (which are 
active in this tissue) (Tarchini and Duboule 2006; Andrey et al. 2013; Rodríguez-
Carballo et al. 2019) might be impaired in this configuration. Importantly, the 
Hoxd11 gene stands on the centromeric side of the duplicated segment and is 
not included in the latter (see Fig. 8A). 

 
To evaluate changes in the interactions established by the Hoxd11 gene in 

Dup(8i-10), we performed 4C-seq experiments in E12.5 forelimb samples using 
the promoter of this gene as a viewpoint. By doing so, we observed a clear loss 
in the contacts between Hoxd11 and regions of the T-DOM in the proximal part 
of E12.5 forelimbs upon duplication. This loss was particularly marked for regions 
CS38-40, CS93 and CS65 (Fig. 8C; see red arrows). In order to confirm these 
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results, we also performed a reciprocal assessment by taking CS38 as a 4C-seq 
viewpoint, which revealed a marked decrease in the contacts extending towards 
the posterior genes in Dup(8i-10) (Fig. 9B). We hypothesized that these 
structural changes might be due to the multiplication of telomeric-oriented CTCF 
sites between Hoxd11 and the T-DOM. Moreover, as the CS39 (included in region 
CS38-40), CS93 and CS65 elements were previously shown to display strong limb 
enhancer activity (Andrey et al. 2013; Yakushiji-Kaminatsui et al. 2018), the 
limited access of Hoxd11 to the latter could possibly explain the altered 
expression pattern observed for this gene (see Discussion). 

 
Interestingly, a deeper analysis also revealed that the loss of contacts 

between Hoxd11 and regions of the T-DOM correlated with a gain in the contacts 
established by this gene throughout the C-DOM (from a quantitative perspective, 
11% of Hoxd11 contacts switched from the T-DOM to the C-DOM in Dup(8i-10) 
compared to the wild-type; see Fig. 8C). These results suggest that the Hoxd11 
gene redirects part of its contacts towards the centromeric domain as its 
interactions are impaired on the telomeric side. 

 
In contrast, in the distal part of the limbs at E12.5, the duplication had 

relatively weak effects on the contacts established between Hoxd11 and the T-
DOM, as expected (Fig. 9A). Indeed, in developing digits of wild-type embryos, 
central Hoxd genes such as Hoxd11 display only few interactions with the T-DOM, 
as this domain is repressed in the aforementioned tissue (Andrey et al. 2013; 
Beccari et al. 2016; Rodríguez-Carballo et al. 2019). However, in Dup(8i-10) 
embryos, we could score a slight decrease in the interactions of Hoxd11 towards 
region CS38-40 in this tissue, but this could be the result of including a fraction 
of proximal cells during the dissections. 

 



43 
 

 
 
Figure 8: Altered gene expression correlates with structural changes upon duplication of the 
region 8i-10 (named Dup(8i-10)). (A) Configuration of Dup(8i-10) (bottom). The wild-type 
configuration and ChIP-seq of CTCF in wild-type proximal forelimbs (shaded area) at E12.5 are 
shown above for comparison. CTCF motifs are represented as red (forward) or blue (reverse) 
arrowheads. (B) Loss of proximal Hoxd11 expression in Dup(8i-10) revealed by whole-mount 
in situ hybridizations (WISH) in forelimbs at E12.0. (C) Structural changes upon duplication of 
the region 8i-10. The wild-type track is represented in gray and the Dup(8i-10) track in maroon. 
The region displayed is chr2:73640001-75800000 (mm10). All chromosome conformation 
capture experiments (Hi-C and 4C-seq) shown here were performed on proximal E12.5 
forelimbs. The Hi-C heatmap shown on top is representative of the wild-type situation. The 
TADs (identified by the insulation-based TopDom algorithm with a window size of 240 kb; Shin 
et al. 2016) are depicted as black lines on the heatmap. Below are shown the results of 4C-seq 
experiments performed on wild-type (n=1) and Dup(8i-10) homozygous (n=2) samples. The 
yellow lollipop represents the position of the Hoxd11 4C-seq viewpoint. Red arrows highlight 
the loss of Hoxd11 interactions towards regions CS38-40, CS93 and CS65. Quantifications of 
the contacts established by Hoxd11 towards either of the two regulatory domains are 
indicated for both the wild-type and Dup(8i-10). Hi-C and ChIP-seq data shown here are from 
(Rodríguez-Carballo et al. 2017); WISH pictures are modified from (Tarchini and Duboule 2006). 
 
 
 



 44 

 
Figure 9: See caption on next page. 
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Figure 9: Global structural assessment in Dup(8i-10). (A) Interactions established by 
viewpoints located within the C-DOM (isl-2 and 4), outside on the centromeric (Evx2) or on 
the telomeric (Hoxd4) side of the HoxD TAD boundary, as well as by a viewpoint in the T-DOM 
(CS38) in distal and proximal E12.5 forelimbs. Interactions were measured by 4C-seq. The wild-
type tracks are represented in gray and the Dup(8i-10) tracks in maroon. Hoxd11 contacts in 
both distal and proximal E12.5 forelimbs are also shown. The region displayed is the same as 
in Figure 8. The position of each 4C-seq viewpoint is represented by a yellow lollipop. Insets 
are magnified in (B) and (C) and correspond to regions chr2:74628369-74791953 and 
chr2:75105976-75176976 (mm10), respectively. (B) Contacts of CS38 towards the HoxD 
cluster. Note the decrease in contacts established with posterior Hoxd genes (here from 
Hoxd11 to Hoxd13) in Dup(8i-10). The increased signal over the Hoxd8-Hoxd10 region is likely 
the consequence of the duplication of this segment in Dup(8i-10), highlighted in maroon 
below. (C) Magnification of Hoxd4 interactions with region CS38-40, which were decreased in 
Dup(8i-10). 
 

1.2 Duplication of the region 11-13 
Based on our observations with Dup(8i-10), we rationalized that if the 

strength of the boundary is increased upon duplication, we should observe a 
similar trend when taking the opposite view. This means that there should be a 
decrease in the contacts established towards the centromeric domain when 
using as a viewpoint a central Hoxd gene located on the telomeric side of an 
intra-cluster duplication. 

 
To that end, we made use of another line called Dup(11-13) (Kmita et al. 

2002), in which a segment of 22.5 kb including only one centromeric-oriented 
CTCF-binding site together with three gene units (Hoxd11, Hoxd12 and Hoxd13) 
is duplicated (Fig. 10A). 

 
A previous study from our group showed that the expression of the central 

gene Hoxd10 is decreased in the distal part of E12.5 forelimbs in the duplication 
11-13 (Fig. 10B) (Kmita et al. 2002). Knowing that the enhancers of the C-DOM 
are responsible for the expression of Hoxd genes in the distal portion of the limbs 
(Spitz, Gonzalez, and Duboule 2003; Gonzalez, Duboule, and Spitz 2007; 
Montavon et al. 2011; Lonfat et al. 2014), we hypothetized that a loss of contacts 
between Hoxd10 and the enhancers of this domain could be responsible for the 
altered expression of the gene. Therefore, we decided to investigate in this 
direction. 

 
To avoid possible effects on contact detection caused by the proximity 

between the 4C-seq viewpoint and the duplicated segment, we decided to use 
the promoter of a gene also located on the telomeric side of the duplication, but 
farther away from it than Hoxd10. We note that the gene to be chosen also had 
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to establish contacts towards both TADs in developing limbs and display a very 
similar regulation compared to that of Hoxd10. For this reason, we chose the 
promoter of Hoxd9 rather than of Hoxd10 as a viewpoint in Dup(11-13) (Kmita 
et al. 2002; Tarchini and Duboule 2006; Andrey et al. 2013). A similar strategy 
could not be carried out for Dup(8i-10), due to the fact that the next gene farther 
on the centromeric side is Hoxd12. Importantly, based on its expression pattern, 
which is closer to that of Hoxd13 than of Hoxd11, Hoxd12 is thought to establish 
strong constitutive interactions with regions of the C-DOM that may prevent this 
gene from contacting the telomeric domain, similar to what is observed for the 
Hoxd13 gene (Tschopp and Duboule 2011; Andrey et al. 2013; Rodríguez-
Carballo et al. 2017). 

 
By using Hoxd9 as a 4C-seq viewpoint, we observed a marked decrease in 

the contacts established between this gene and the centromeric domain in the 
distal part of the limbs at E12.5 upon duplication. Remarkably, the loss of 
contacts concerned almost all known enhancers of the C-DOM; namely island-1 
to 5 and Prox (Fig. 10C; see red arrows) (Gonzalez, Duboule, and Spitz 2007; 
Montavon et al. 2011; Lonfat et al. 2014); three of which display CTCF sites that 
are oriented towards the HoxD cluster (island-1, 2 and 5) (Rodríguez-Carballo et 
al. 2017). A similar effect is likely to be responsible for the previously observed 
loss of Hoxd10 expression in the distal portion of the limbs (Kmita et al. 2002), 
as assessing the contacts of island-2 and 4 in presumptive digits revealed a 
decrease with a region including Hoxd9 and Hoxd10 (Fig. 11B). 

 
Interestingly, the loss of contacts between Hoxd9 and the C-DOM 

correlated with a gain of contacts between this gene and region CS38-40 on the 
telomeric side (Fig. 10C; see green arrow). Furthermore, quantifications of the 
contacts established with the whole regulatory domains revealed that about 16% 
of Hoxd9 interactions were reoriented from the C-DOM to the T-DOM in Dup(11-
13) compared to the wild-type (see Fig. 10C). Hence, these results indicate an 
increased insulation upon duplication resulting in contact redirection towards 
the TAD that is still accessible to the Hoxd9 gene, in this case the T-DOM (see 
Discussion). 

 
A complementary assessment of Hoxd9 interactions in the proximal part of 

the limbs revealed almost no contacts with the C-DOM in both the wild-type and 
upon duplication of the region 11-13, consistent with this domain being inactive 
and separated from the central genes in this context (Andrey et al. 2013; Beccari 
et al. 2016; Rodríguez-Carballo et al. 2017; 2019). Hoxd9 also gained interactions 
with region CS38-40 in the proximal limb portion upon duplication, although this 
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effect was less pronounced in this tissue compared to distal forelimbs (Fig. 11A). 
It is noteworthy that this is unlikely due to the formation of a novel CTCF-based 
loop between the duplicated segment and region CS38-40, as no telomeric-
oriented CTCF is duplicated in Dup(11-13) (see Fig. 10A). Therefore, these results 
further support a model in which the increased insulation between Hoxd9 and 
the C-DOM, caused by the duplication, would result in a contact switch by Hoxd9 
towards the T-DOM on the other side. 
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Figure 10: Structural and gene expression changes upon duplication of the region 11-13 
(named Dup(11-13)). (A) Configuration of Dup(11-13) (bottom). The wild-type configuration 
and ChIP-seq of CTCF in wild-type distal forelimbs at E12.5 are shown above for comparison. 
(B) Loss of distal Hoxd10 expression in Dup(11-13) revealed by whole-mount in situ 
hybridizations (WISH) in forelimbs at E12.5. (C) Structural changes upon duplication of the 
region 11-13. The wild-type track is represented in gray and the Dup(11-13) track in maroon. 
The region displayed is chr2:73640001-75800000 (mm10). All chromosome conformation 
capture experiments (Hi-C and 4C-seq) shown here were performed on distal E12.5 forelimbs. 
The Hi-C heatmap shown on top represents the wild-type situation. Below are shown the 
results of 4C-seq experiments on wild-type (n=2) and Dup(11-13) homozygous (n=2) samples. 
The yellow lollipop indicates the position of the Hoxd9 4C-seq viewpoint. Red arrows highlight 
the loss of Hoxd9 interactions towards the enhancers of the C-DOM and the green arrow 
points to the gain of contacts with region CS38-40. Quantifications of the contacts established 
by Hoxd9 with either of the two regulatory domains are indicated for both the wild-type and 
Dup(11-13). Hi-C and ChIP-seq data shown here are from (Rodríguez-Carballo et al. 2017); 
WISH pictures are modified from (Kmita et al. 2002). 
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Figure 11: See caption on next page. 
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Figure 11: Global structural assessment in Dup(11-13). (A) Interactions established by 
viewpoints located within the TADs, as in Figure 9. Interactions were measured by 4C-seq. The 
wild-type tracks are represented in gray and the Dup(11-13) tracks in maroon. Hoxd9 contacts 
in both distal and proximal E12.5 forelimbs are also shown. The region displayed is the same 
as in Figure 10. The position of each 4C-seq viewpoint is represented by a yellow lollipop. 
Insets are magnified in (B) and (C) and correspond to regions chr2:74628369-74791953 and 
chr2:75105976-75176976 (mm10), respectively. (B) Contacts of island-2 and 4 towards the 
HoxD cluster. Note the decrease in contacts established with Hoxd10 and Hoxd9 upon 
duplication of the region 11-13 in distal forelimbs. The marked increase in signal over the 
Hoxd11-Hoxd13 region is likely the consequence of the duplication of this region in Dup(11-
13), highlighted in maroon below. (C) Magnification of Hoxd4 interactions with region CS38-
40, which were decreased in Dup(11-13). 
 

As expected, interactions established by other genes (Evx2 and Hoxd4) or 
regulatory regions (island-2, island-4 and CS38) that are in principle mainly 
restricted to their respective domains were largely unchanged in both 
duplications, confirming that the global structure of the two TADs was 
maintained (see Figs. 9A and 11A). 

 
Intriguingly, when examining the contacts of Hoxd4, a gene that stands on 

the telomeric half of the cluster and whose expression is restricted to the 
proximal part of the limbs (Tarchini and Duboule 2006; Rodríguez-Carballo et al. 
2017), we nonetheless noticed a decrease in its interactions with region CS38-40 
in both duplications (Figs. 9C and 11C). This loss of contacts was more 
pronounced in the distal part of E12.5 limbs, where the interactions of Hoxd4 
towards region CS38-40 are more frequent than in the proximal portion 
(Rodríguez-Carballo et al. 2017). Hence, our results raise the possibility for these 
interactions to be more resilient to perturbations, although they are generally 
lower, when the T-DOM is active in proximal cells. Even though the loss of Hoxd4 
– CS38-40 contacts was observed in both duplications, it was stronger in Dup(8i-
10), suggesting a competition occurring between the promoter of Hoxd4 and 
duplicated active genes’ promoters for the access to region CS38-40 (see 
Discussion). 

 
Taken together, our structural analyses of intra-cluster duplications 

demonstrate a limitation of the access of central Hoxd genes to the TAD that is 
located beyond the duplicated segment, strongly suggesting an increase in the 
strength of the HoxD TAD boundary in situ. Moreover, these findings provide 
possible explanations for the changes in gene expression that were observed in 
previous studies (Kmita et al. 2002; Tarchini and Duboule 2006). 
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2. Ectopic boundary integrations 
An important question in the field of TAD boundary formation is whether a 

given boundary would be able to function outside of its original context, or, 
alternatively, would require specific features associated with this context such 
as its originally associated TADs. In particular, one would expect in the former 
case that the ectopic integration of a topological boundary in the genome would 
result in an establishment of contacts between the integrated elements and the 
surrounding chromatin regions (Fig. 12). Furthermore, if an ectopic boundary is 
meant to function in its new context, one could expect it to cause an increase in 
insulation, that is to prevent most contacts from going through it. One might 
even go a step further and hypothesize that this could cause a disruption of the 
TAD in which the boundary got inserted (welcoming TAD). Surprisingly, such 
evidences remain very limited (see Discussion for details) (Barutcu et al. 2018; 
Redolfi et al. 2019). 
 

 
 
Figure 12: Ectopic boundary integrations. We sought to determine whether a topological 
boundary would be able to function outside of its original context. From a structural point of 
view, we expect in this case that (1) the elements of the ectopic boundary would be able to 
establish contacts with the surrounding regions (see the dark arches in the top pannel) and (2) 
that the boundary would prevent contacts from going through it in a large fraction of cells 
(light doted arches in the top pannel). This could possibly cause a splitting of the TAD in which 
the integration occurred (represented as doted triangles in the bottom pannel). 



 52 

2.1      Preservation of contact directionality from an ectopic HoxD cluster 
Within the HoxD cluster, genes that are located at the extremities of the 

cluster display interactions that are biased towards the flanking TAD. For 
instance, Hoxd13 and Evx2, which stand on the centromeric end of the cluster, 
establish strong constitutive contacts with the C-DOM, whereas Hoxd1 and 
Hoxd4, which are located on the telomeric side, always interact with the T-DOM 
(Andrey et al. 2013; Rodríguez-Carballo et al. 2017). Based on this observation, 
we first asked whether genes that display such preferential contact directionality 
towards one domain in their original context would keep this behavior when 
disconnected from their originally associated TADs. 

 
To that end, we took advantage of an insertion line previously established 

in our group, called TgN(HoxD), in which the whole HoxD cluster was integrated 
in the form of a bacterial artificial chromosome (BAC) at an ectopic location in 
the genome (Guerreiro et al. 2016; Schep et al. 2016) (also see Material and 
Methods). The mouse BAC clone that was used spans 230 kb from a breakpoint 
located downstream (3’) of the Hoxd1 gene, includes the whole HoxD cluster 
together with the Prox element, and the first four exons of the Lunapark (Lnpk) 
gene (Figs. 13A and S3A) (described in Spitz et al. 2001). The extent of this BAC 
approximately corresponds to the region that needs to be deleted for the 
merging of the two HoxD-associated TADs (region attP-Rel5) (Rodríguez-Carballo 
et al. 2017). 

 
Prior to further analyses, we performed targeted locus amplification (TLA) 

(de Vree et al. 2014) to determine the genomic region where the HoxD BAC got 
integrated. Similar to 4C-seq, TLA is a proximity ligation and viewpoint-directed 
inverse PCR-based method. Both 4C-seq and TLA rely on the use of a restriction 
enzyme recognizing a DNA sequence of four base pairs (referred to as 4-cutter) 
as primary enzyme. Whereas 4C uses another 4-cutter as secondary enzyme, a 
5-cutter recognizing a subset of the primary enzyme’s restriction sites is used in 
TLA (see Material and Methods) (Splinter et al. 2011; van de Werken et al. 2012; 
de Vree et al. 2014). As a consequence, TLA produces larger hybrid DNA 
molecules, with a size of 2 kb on average, compared to 4C (~250 bp) (de Vree et 
al. 2014). Hence, TLA circles contain a higher diversity of hybrid junctions 
compared to 4C ligation products. Because TLA maximizes the chances to detect 
the breakpoints of genomic alterations from nearby viewpoints, it is suitable for 
characterizing integration sites of transgenes or chromosomal rearrangements 
(Figs. S1 to S5 and S8) (de Vree et al. 2014; Alimohamed et al. 2018; Laboulaye 
et al. 2018; L. O. Goodwin et al. 2019). 
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Using Hoxd13, Hoxd12 and elements of the transgenic vector as TLA 
viewpoints, we could map the integration of the HoxD BAC to a region of 
chromosome 10 and confirmed the preservation of the construct’s extent (Fig. 
S3B and C). In particular, the BAC inserted on the right half of a TAD of about 2 
Mb in size (Fig. 13B). This TAD displayed a relatively low density of CTCF-binding 
sites and contained three protein-coding genes: Lama2, Ptprk and Themis. 

 
A previous study from our group reported that the function of the HoxD 

TAD boundary is required for the preferential contact directionality of the genes 
located at the extremities of the HoxD cluster in its original context (Rodríguez-
Carballo et al. 2017). Since the binding of architectural proteins gives the 
capacity to generate loops and potentially topological borders according to the 
loop extrusion model (Sanborn et al. 2015; Fudenberg et al. 2016), we asked 
whether the ectopic HoxD cluster would recapitulate normal CTCF and cohesin 
binding. To evaluate the recruitment of CTCF and of the cohesin subunit RAD21 
on the relocated cluster, we carried out a low-input chromatin 
immunoprecipitation technique called ChIPmentation (see Material and 
Methods) (Schmidl et al. 2015). We performed this experiment on TgN(HoxD)-
positive samples at around E10, which carried at the same time a deletion of the 
endogenous HoxD cluster on chromosome 2 (del(attP-Rel5)d9lac; see Fig. 13A) 
(Rodríguez-Carballo et al. 2017). This enabled us to exclude sequencing reads 
coming from the latter. By doing so, we observed a recruitment of CTCF and 
RAD21 to all sites that are bound on the endogenous (wild-type) cluster at the 
same stage, except for the one at the promoter of Hoxd10 (Fig. 13A). 
Furthermore, TLA revealed the loss of this DNA segment from the construct and 
its replacement by an exogenous sequence (Table S5). Thus far, our results 
demonstrate the capacity of the HoxD cluster to recruit architectural proteins at 
known sites outside of its original context. We note that the ChIP signal at the 
CTCF sites upstream (reverse) and at the level of the Hoxd9 promoter (cryptic 
forward) may arise at least in part from the del(attP-Rel5)d9lac genetic 
background. Indeed, in this allele, the entire endogenous cluster was replaced 
by a Hoxd9/lacZ reporter construct comprising these two sites (Fig. 13A; see gray 
shaded area) (Rodríguez-Carballo et al. 2017). 

 
To determine whether Hoxd genes retain preferential contact directionality 

in their new genomic context, we performed 4C-seq experiments using the 
promoters of Hoxd4 and Hoxd13 as viewpoints in TgN(HoxD) (Fig. 13B) 
(Leonardo Beccari; unpublished results). For both viewpoints, the interactions 
were largely restricted to the TAD in which the transgene got integrated. 
Importantly, we observed that the Hoxd13 gene engaged in stronger contacts 
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with the regions located on the left-hand side of the integration, with a 
maximum of contact frequency at the level of the forward CTCFs of the left TAD 
border. When examining the interactions of Hoxd4, we noticed an opposite 
trend: stronger contacts established with regions on the right-hand side of the 
integration, culminating at the reverse CTCFs of the right limit of the domain. 
Based on these observations, although this could not be confirmed by TLA (see 
Table S5), we deduced that the configuration of the TgN(HoxD) integration is 
likely to be the same as for the endogenous cluster, i.e. with the posterior part 
(Hoxd13 side) of the cluster on the left and the anterior part (Hoxd1 side) on the 
right. Starting from this assumption, our results strongly suggest that Hoxd genes 
retain preferential contact directionality in this new genomic context. 

 
Although we did not evaluate changes in the local chromatin landscape 

using 4C-seq viewpoints surrounding the integration or by a Hi-C in the mutant, 
based on the evidences we have shown so far, we can speculate that the HoxD 
cluster retains boundary function outside of its original genomic context. 
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Figure 13: Preserved contact directionality and architectural proteins’ recruitment by an 
ectopic HoxD cluster (named TgN(HoxD)). (A) Recruitment of CTCF and of the cohesin subunit 
RAD21 on TgN(HoxD). The binding was assessed using ChIPmentation (ChIPm) on the 
endogenous wild-type cluster (n=1 for both CTCF and RAD21) or TgN(HoxD) (n=3 for CTCF; n=2 
for RAD21) in E9.5-E10 headless embryos. The region displayed is chr2:74410000-74825802 
(mm10), with an exclusion of chr2:74445394-74563131 (see //) to facilitate the visualization 
of the HoxD cluster. Under each track, the corresponding peak calling by the MACS2 algorithm 
(Y. Zhang et al. 2008; Feng et al. 2012) is represented as black boxes. A CTCF sites’ reference 
(CTCF ref.) corresponding to wild-type E12.5 limbs is shown for comparison. The cryptic 
forward site at the promoter of Hoxd9 is represented by an empty red arrowhead. The 
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extension of the TgN(HoxD) BAC (chr2:74563132-74777993) is represented below. For 
TgN(HoxD), the ChIPm experiments were carried out on samples that were homozygous for 
the del(attP-Rel5)d9lac genetic background, which is shown at the bottom. The region that 
corresponds to the Hoxd9/lacZ construct of the del(attP-Rel5)d9lac allele is highlighted in gray, 
whereas the DNA sequence that was lost from the TgN(HoxD) construct is highlighted in red. 
(B) Directional contacts establishment from the ectopic HoxD cluster. 4C-seq experiments 
using the promoters of Hoxd13 and Hoxd4 as viewpoints in TgN(HoxD) (n=1) whole limbs at 
E12.5 (Leonardo Beccari; unpublished data). The region displayed is chr10:25480001-
30520000 (mm10). The Hi-C heatmap shown on top is representative of the wild-type 
situation in proximal forelimbs at E12.5; data from (Rodríguez-Carballo et al. 2017). Of note, 
the central TAD of ~2 Mb was identified as three separated domains by TopDom with a 
window size of 240 kb. However, based on the observation that Hoxd interactions spread on 
the region that corresponds to the 2 Mb TAD, we considered it as a single domain and 
displayed here the results obtained with a window size of 400 kb. This did not cause any major 
difference in the identification of the neighboring TADs. 
 

At last, we sought to determine whether Hoxd genes could respond to 
enhancers located in the vicinity of the integration. As expected from previous 
publications (Spitz et al. 2001; Tschopp et al. 2009; Guerreiro et al. 2016), the 
absence of its flanking regulatory domains almost completely restricted HoxD 
expression to the trunk and the neural tube along the anteroposterior axis, 
relying on enhancers located within the gene cluster (Fig. 14) (courtesy of Isabel 
Guerreiro). However, Hoxd13 expression was observed in the most distal aspect 
of the limbs of TgN(HoxD) animals at E12.5. This is likely the consequence of the 
Prox element being included in the BAC, since the observed pattern closely 
resembled the region in which this element can drive the expression of a 
reporter gene at the same stage (Gonzalez, Duboule, and Spitz 2007). We also 
compared the patterns of Hoxd genes’ expression to published data for the 
genes located within the TgN(HoxD)-containing TAD in chromosome 10, i.e. 
Lama2, Ptprk and Themis. Whereas Lama2 is ubiquitously expressed (Schuler 
and Sorokin 1995), the expression of Ptprk is mostly restricted to the developing 
brain, liver and kidney (Jiang et al. 1993; P. Shen et al. 1999). For its part, Themis 
(also known as Gasp) displays a thymus-specific expression (Fu et al. 2009; 
Johnson et al. 2009; Lesourne et al. 2009; Patrick et al. 2009). Importantly, no 
ectopic expression of Hoxd genes in a pattern that would resemble those of the 
surrounding genes was detected, at least in tissues that are accessible by whole-
mount in situ hybridization. These results support the notion that the capacity of 
gene promoters to respond to an enhancer is not solely due to the former being 
present in the same TAD than the latter. 
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Figure 14: The expression of Hoxd genes is mostly restricted to the main (anteroposterior) 
body axis in TgN(HoxD). Whole-mount in situ hybridization against Hoxd13 and Hoxd4 in 
Control (HoxDdel(1-13)/+) and TgN(HoxD) (HoxDdel(1-13)/del(1-13); chr10TgN(HoxD)/+) E12.5 embryos 
(courtesy of Isabel Guerreiro). In the HoxDdel(1-13) allele, all Hoxd genes (i.e. from Hoxd1 to 
Hoxd13) are deleted and replaced by a Hoxd11/lacZ construct (Zákány et al. 2001). It was used 
as a genetic background enabling to balance Hoxd genes’ dosage between conditions. 
Arrowheads and empty arrowheads indicate presence and loss of expression, respectively. 
LPM: lateral plate mesoderm. Scale bar: 1 mm. 
 

2.2 Relocating a boundary fragment 
As explained above, the TgN(HoxD) construct spans 230 kb and includes all 

genes of the HoxD cluster (Spitz et al. 2001; Guerreiro et al. 2016; Schep et al. 
2016) (see Fig. 13A). Based on chromosome conformation and CTCF occupancy, 
previous publications from our group approximately positioned the HoxD TAD 
boundary within a dynamic interval at the posterior half of the gene cluster 
(Andrey et al. 2013; Rodríguez-Carballo et al. 2017). Hence, we wondered 
whether a smaller fragment, centered around the expected position of this 
border, would be able to exert boundary function outside of context. 
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To get insight into this question, we used a 37 kb fosmid extending from the 
3’ of Hoxd11 to a breakpoint located within the third exon of Evx2 to generate 
transgenic mice. The initial construct, which we termed TgN(d11-Evx2), was 
designed so as to comprise four gene units, among which three were complete 
(Hoxd11, Hoxd12 and Hoxd13) and one was partial (Evx2), together with three 
left-oriented CTCF sites (two sites between Hoxd13 and Evx2 and one between 
Hoxd12 and Hoxd13) (Figs. 15A and S4A). The fosmid also contained a loxP site 
on one extremity (see Fig. S4A), allowing for removal of extra-copies in case of 
tandem integrations of the construct. This removal was achieved by crossing the 
initial TgN(d11-Evx2) transgenic male with a female mouse expressing the Cre 
recombinase in the germline (Tang et al. 2002) (see Hprtcre in Material and 
Methods). 

 
We first characterized the integration site and configuration of the 

TgN(d11-Evx2) fosmid by TLA using viewpoints distributed inside the construct. 
Both left and right integration breakpoints were located on a region of 
chromosome 7 (Figs. 15B, S4B and C). Based on the forward configuration of the 
construct sequences integrated at this location (see Fig. S4C), meaning that the 
positive strand of the transgene was connected to the positive strand of the 
chromosome, TLA suggested that the transgene was oriented with Evx2 on the 
left and Hoxd11 on the right. A 1 kb deletion of chromosomal sequence was also 
detected at the level of the integration (Fig. S4C). As regards the local chromatin 
landscape, the transgene got integrated on the left half of a TAD of about 2 Mb 
displaying a very low density of CTCF sites and containing a single protein-coding 
gene: Hs3st4 (Fig. 15B). In particular, the integration occurred within the 400 kb-
long intron of the Hs3st4 gene. 

 
Next, we assessed the recruitment of architectural proteins on the 

construct by ChIPmentation on E12.5 whole limbs. Strikingly, only the reverse 
CTCF site located between Hoxd12 and Hoxd13 was bound by CTCF and RAD21 
at the level of the transgene (Fig. 15A). Similar to what was previously discussed 
for TgN(HoxD), the ChIP signal at the CTCF sites upstream and at the level of the 
Hoxd9 promoter originated from the del(attP-Rel5)d9lac genetic background 
(Rodríguez-Carballo et al. 2017), which was also used here. In addition, we 
noticed a depletion of ChIP (and total input) signal for the region located 
between the second exon of Hoxd13 and the promoter of Evx2 (Fig. 15A; see red 
shaded area), revealing an internal truncation of the construct. This was 
confirmed by the complete absence of signal over the integrated region when 
performing 4C-seq using the promoter of Hoxd13 as a viewpoint after Cre 
recombination (data not shown). Although only a single CTCF-binding site from 
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the original construct was preserved (even though it might be present in two 
copies; see below), our results demonstrate its association with both CTCF and 
RAD21 at the new genomic location. 

 
We also evaluated the number of copies of the transgene using the Control-

FREE Copy number and allelic content caller (Control-FREEC) (Boeva et al. 2011; 
2012). Control-FREEC is a quantification method that uses next-generation 
sequencing data to evaluate copy number profiles and allelic constitutions along 
genomic regions (Boeva et al. 2012). We applied Control-FREEC on the total input 
DNA data of our ChIPmentation experiments using the TgN(d11-Evx2); del(attP-
Rel5)/d9lac sample as the “test” and a pool of samples that were wild-type for 
the endogenous HoxD cluster and negative for the TgN(d11-Evx2) integration as 
the “control”. In brief, for both the test and the control, the Control-FREEC signal 
was computed along a 7 Mb window of chromosome 2 including the HoxD locus. 
Then, we calculated the test/control signal ratio to evaluate in how many copies 
the TgN(d11-Evx2) fosmid was present (see Material and Methods). Control-
FREEC estimated that the transgene was present in only one or two copies in cis 
at the level of this integration (Fig. S4D). 

 
We asked whether the elements of the TgN(d11-Evx2) transgene engaged 

in interactions with regions surrounding the integration. To do so, we performed 
4C-seq using the promoter of the Hoxd12 gene, which is preserved in the 
construct, as a viewpoint. We observed that Hoxd12 established relatively weak 
contacts with the surrounding regions in E10.5 headless embryos (Fig. 15B). 
Interestingly, most of the contacts were biased on the left-hand side of the 
integration and culminated at the promoter of the Hs3st4 gene, about 20 kb 
aside from a forward CTCF (Fig. 15B). Hence, these results demonstrate an 
establishment of promoter-promoter contacts between Hoxd12 and Hs3st4. 
Some small peaks of interactions also matched with the left and right limits of 
the welcoming TAD, as well as with a region located halfway between the Hs3st4 
promoter and the integration site (see further). 

 
In order to investigate further, we sought to determine whether the 

integration of the TgN(d11-Evx2) construct caused changes in the local 
chromatin landscape surrounding the integration site. We note that, at least to 
our knowledge, studies trying to address this question remained largely lacking 
in the literature. In particular, before conducting the present study, only a single 
publication suggested that one CTCF-binding site and one gene promoter are not 
sufficient to alter the local chromatin landscape to the point of causing the 
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splitting of a TAD (Barutcu et al. 2018). However, these results are debatable 
from a methodological point of view (see Discussion). 

 
To get insight into this question, we brought the TgN(d11-Evx2) integration 

into homozygosis and performed 4C-seq experiments using various viewpoints 
distributed on both sides of the integration site. We used the forward CTCFs at 
the left border of the welcoming TAD (CTCF-left 1) and upstream of the Hs3st4 
promoter (CTCF-left 2), as well as the promoter of the Hs3st4 gene itself and two 
regions standing on the right of the integration site (right 1 and 2). In wild-type 
E12.5 whole limbs, we observed relatively weak contacts established by each 
viewpoint with the surrounding regions and most of these contacts were 
restricted within the limits of the domain (Fig. 15B; see gray tracks). In TgN(d11-
Evx2), we noticed a minor decrease in the contacts established by each 
viewpoint with regions located beyond the integration site, suggesting an 
increased insulation at the level of the integration (Fig. 15B; see maroon tracks). 
For instance, the interactions established by the forward CTCF site at the left 
border of the domain (CTCF-left 1 viewpoint), which stands on the left of the 
integration site, were generally decreased on the right of the integration. To 
summarize, our structural assessments by 4C-seq revealed that the local 
chromatin structure is modified, although not drastically, in TgN(d11-Evx2) 
transgenic animals. We note that this could be due to either a reduced number 
of ectopic boundary elements or to the intrinsic properties of the welcoming TAD, 
such as its strength (see Discussion). The above possibilities are also not mutually 
exclusive. 
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Figure 15: See caption on next page. 
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Figure 15: Minor structural changes upon integration of an internally truncated TgN(d11-Evx2) 
fosmid. (A) Recruitment of CTCF and of the cohesin subunit RAD21 on the intergenic Hoxd12-
Hoxd13 site of TgN(d11-Evx2). The binding was assessed using ChIP-seq on the endogenous 
wild-type cluster (n=1 for both CTCF and RAD21; data from (Rodríguez-Carballo et al. 2017)), 
or ChIPmentation on TgN(d11-Evx2) (n=2 for both CTCF and RAD21), in whole limbs at E12.5. 
The region displayed is chr2:74410000-74825802 (mm10), excluding chr2:74445394-
74563131 (see //) for an easier visualization of the HoxD cluster. Under each track, a MACS2 
peak calling is represented as black boxes. The extension of the initial TgN(d11-Evx2) fosmid 
(chr2:74656027-74685767) is indicated below. For TgN(d11-Evx2), the ChIPm experiments 
were carried out on samples that were homozygous for both the integration and the del(attP-
Rel5)d9lac genetic background. The region that corresponds to the Hoxd9/lacZ of del(attP-
Rel5)/d9lac is highlighted in gray, whereas the DNA sequence that was lost from the construct 
is highlighted in red. (B) Establishment of intra-TAD contacts from the transgene and minor 
modifications of the local chromatin landscape. 4C-seq using the promoter of the Hoxd12 
gene as a viewpoint in TgN(d11-Evx2) E10.5 headless embryos (heterozygous samples). 4C-
seq experiments using viewpoints surrounding the integration site in E12.5 whole limbs. The 
wild-type tracks are represented in gray and the TgN(d11-Evx2) tracks in maroon. The 
TgN(d11-Evx2) samples used here were homozygous for the integration. All 4C-seq 
experiments shown on this figure were performed in a single biological replicate. The region 
displayed is chr7:122760001-126280000 (mm10). The Hi-C heatmap shown on top represents 
the wild-type situation (proximal forelimbs E12.5; data from (Rodríguez-Carballo et al. 2017)). 
The TADs were identified by the TopDom algorithm with a window size of 240 kb. (C) 
Enhancers that were retrieved from the VISTA Enhancer Browser for the region displayed in 
(B). Representative pictures of lacZ reporter assays at E11.5 are shown below. These pictures 
were also taken from the VISTA Enhancer Browser. The asterisk on the mm687 reporter assay 
highlights enhancer activity in the semicircular canal of the ear. 
 

At last, we asked whether the integration could impact on the expression 
of the genes surrounding the integration site, or, conversely, would trigger the 
ectopic activation of the genes included inside the construct. As mentioned 
above, the TgN(d11-Evx2) transgene got integrated in the intron of the Hs3st4 
gene (see Figs. 15B, S4B and C). Previous publications reported that Hs3st4 
expression is mostly brain-specific (Shworak et al. 1999; Lawrence et al. 2007). 
We performed WISH and found that Hs3st4 was also expressed in the trunk (in 
what might be ganglia of the peripheral nervous system), in the developing 
semicircular canals of the ears and in some regions of the lateral plate mesoderm 
as well as of the limbs at E12.5 (Fig. 16A). As expected from the disruption of the 
gene by the integration, we observed that Hs3st4 expression was completely lost 
in TgN(d11-Evx2) E12.5 embryos. Interestingly, we noticed that, in the TgN(d11-
Evx2) specimen, the Hoxd12 gene became expressed in two cervical stripes, at 
the level of the developing ears and in the anterior-proximal extremity of the 
forelimbs, closely resembling the wild-type Hs3st4 expression pattern (Fig. 16B). 
A slight increase in the lateral plate mesoderm expression of Hoxd12 was also 
detected. 
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On the basis of the above observations, we sought to determine whether a 

nearby enhancer could be responsible for the ectopic activation of Hoxd12. With 
that aim, we mined the publicly available data from the VISTA Enhancer Browser, 
which compiles experimentally validated enhancers as assessed by lacZ reporter 
assays in embryo (Visel et al. 2007). Three enhancers were described for the 
region displayed in Fig. 15B. One of them (mm687) was found inside the 
TgN(d11-Evx2)-containing TAD (Fig. 15C). This enhancer was located within the 
intron of the Hs3st4 gene, on the left of the integration site. It displayed activity 
in the semicircular canals of the ears, in some regions of the limbs and in the 
trunk at E11.5, matching part of the wild-type Hs3st4 expression domains (see 
Figs. 15C and 16A). Furthermore, the peak of Hoxd12 interactions that was 
observed halfway between the promoter of Hs3st4 and the integration site 
coincided with this enhancer (see Fig. 15B and C). Altogether, these results 
suggest that Hoxd12 might have been activated by this enhancer in its new 
context. However, we cannot rule out a possible contribution of direct 
promoter-promoter communication between Hoxd12 and Hs3st4 to at least part 
of the ectopic expression pattern of the Hoxd12 gene (see Discussion). 

 
We also assessed the expression of genes located beyond the limits of the 

welcoming TAD in both wild-type and TgN(d11-Evx2) embryos. We focused our 
attention on two protein-coding genes, Zkscan2 and Nsmce1, which are located 
just outside of the left and right limits of the welcoming TAD, respectively (see 
Fig. 15B). These genes were mostly used as controls, as they are located in a 
different TAD than the one in which the transgene integrated. In the wild-type, 
Zkscan2 was mostly expressed in the distal part of the limbs and in the spinal 
cord at E12.5 (Fig. 16C). On its side, Nsmce1 was expressed in the limbs, in a very 
similar pattern compared to that of Zkscan2, but also displayed a wide 
expression in the lateral plate mesoderm (Fig. 16D). In parallel, we looked for 
nearby cis regulatory elements possibly involved in controlling the expression of 
these genes. One enhancer (mm1484) was located on the left of Zkscan2, within 
the same TAD than the latter, and showed reproducible activity in the eyes, facial 
mesenchyme, heart and limbs at E11.5 (see Fig. 15C). Another enhancer (mm174) 
was found just outside on the right of the Nsmce1 TAD and displayed heart-
specific activity. Thus, the activity patterns of the mm1484 and mm174 
enhancers did not show a high degree of correspondence with the expression 
domains of Zkscan2 and Nsmce1, respectively. Hence, the expression of these 
genes might depend on cis regulatory elements that have not yet been identified 
or rely on more proximal regulations. 
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The expression of both genes was largely unchanged in TgN(d11-Evx2) 
transgenic animals. Only a subtle decrease of forelimb Zkscan2 and mesodermal 
Nsmce1 expression was observed (Fig. 16C and D; see arrowheads). We note 
that this could be due to slight differences in the developmental stage among 
embryos. Overall, these data suggest only minor or no effect on gene expression 
for genes located in a different TAD than the one in which the integration 
occurred. This is consistent with the notion that enhancers and the genes they 
regulate are generally present within the same TAD (e.g. Long, Prescott, and 
Wysocka 2016; Sikorska and Sexton 2020); a feature that could render their 
interactions resilient to perturbations occurring within other domains (also see 
Spielmann, Lupiáñez, and Mundlos 2018). 

 

 
Figure 16: See caption on next page. 
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Figure 16: Gene expression analyses in TgN(d11-Evx2) by whole-mount in situ hybridization 
on E12.5 embryos. (A) Hs3st4 expression. In the wild-type, Hs3st4 was expressed in the brain, 
in two cervical stripes that might correspond to ganglia of the peripheral nervous system (NG, 
nervous ganglia), in the developing semicircular canals (SC) of the ears, as well as in some 
regions of the limbs and of the lateral plate mesoderm (LPM). In TgN(d11-Evx2), Hs3st4 
expression was completely lost. (B) Hoxd12 expression. The limb and trunk-specific expression 
of Hoxd12 arose from the endogenous wild-type cluster. In TgN(d11-Evx2), Hoxd12 was 
ectopically expressed in the cervical region and to a lower extent in the lateral plate mesoderm, 
closely resembling the wild-type Hs3st4 expression. Insets corresponding to the cervical 
region have been magnified for both Hs3st4 and Hoxd12 WISH. (C) Zkscan2 expression. 
Zkscan2 was mostly expressed in the limbs and in the spinal cord. A slight decrease of 
expression was observed in the forelimbs of the TgN(d11-Evx2) embryo. (D) Nsmce1 
expression. Nsmce1 was highly expressed in the limbs and in the lateral plate mesoderm. Only 
a subtle decrease of lateral plate mesoderm expression could be observed in the TgN(d11-
Evx2) embryo compared to the wild-type. Arrowheads indicate presence or gain of expression. 
Empty arrowheads indicate absence or loss of expression. All TgN(d11-Evx2) transgenic 
animals used here were homozygous for the integration and wild-type for the endogenous 
HoxD cluster. Scale bars: 1 mm. 
 

2.3 Region CS38-40 as an ectopic border 
We then asked whether another region of the HoxD locus displaying CTCF 

binding and holding insulation potential could function as a boundary at novel 
genomic locations. 

 
With that aim in mind, we turned to a region called CS38-40 (Fig. 17). This 

region is located in the telomeric TAD of the HoxD locus (T-DOM) and displays 
three conserved non-coding sequences (CNS or CS): CS38, CS39 and CS40 
(Andrey et al. 2013). Importantly, region CS38-40 is a relatively weak boundary 
that separates the T-DOM in two sub-domains, hence its status of sub-TAD 
border (Andrey et al. 2013; Rodríguez-Carballo et al. 2019; 2020). Indeed, the 
deletion of this region resulted in the merging of the T-DOM’s sub-domains 
(Rodríguez-Carballo et al. 2020). CS38-40 is bound by CTCF on three sites that 
are oriented towards the HoxD cluster: one located at the level of CS38 and two 
at the level of CS40 (Rodríguez-Carballo et al. 2017). In particular, the function 
of the CS38-40 sub-TAD border relies on the binding of CTCF onto this region, as 
demonstrated by the fusion of the T-DOM’s sub-TADs when only its associated 
CTCF sites were deleted (Rodríguez-Carballo et al. 2020). 

 
In addition, region CS38-40 comprises a well-known limb enhancer, which 

corresponds to the CS39 element (Andrey et al. 2013; Beccari et al. 2016), as well 
as the transcription start sites of two divergently transcribed long non-coding 
RNAs (lncRNAs), called Hotdog (Hog) and Twin of Hotdog (Tog) (Delpretti et al. 
2013). The latter transcripts were shown to be expressed at lower levels and in 
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less territories than Hoxd genes. Their expression is typically restricted to the 
developing cecum, to the proximal part of the developing limbs and to the 
mammary buds (Delpretti et al. 2013; Schep et al. 2016; Rodríguez-Carballo et al. 
2017; 2019). Hence, it is noteworthy that Hog and Tog, with their shared 
transcription start site, may represent a less promiscuous transcriptional 
situation compared to that of the HoxD cluster. In the latter case, many genes 
are densely packed on the chromosome and are expressed in partially 
overlapping domains. This means that several promoters can be active 
simultaneously in the same cells. Since enhancer-promoter contacts could 
potentially affect the local chromatin landscape (possibly in a CTCF/cohesin-
independent manner; see Rao et al. 2017), we asked whether structural changes 
would also be observed without such an array of gene promoters. For this reason, 
region CS38-40 seemed to be particularly well suited. 

 

 
 
Figure 17: Region CS38-40 is a boundary that separates the T-DOM in two sub-domains. As for 
Figure 7, on top is shown a Hi-C of the HoxD locus with a CTCF ChIP-seq track below. Note the 
partitioning of the telomeric TAD of the HoxD locus (T-DOM) in two sub-TADs at the level of 
region CS38-40. Magnification of region CS38-40 reveals binding of CTCF at the level of three 
left-oriented sites: one at the level of the CS38 element and two at the level of CS40. Data are 
from (Rodríguez-Carballo et al. 2017) and correspond to the situation in the proximal part of 
wild-type forelimbs at E12.5. 
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We performed random transgenesis using a 45 kb fosmid comprising the 

entire region CS38-40, including its three left-oriented CTCF sites, which we 
termed TgN(38-40) (Figs. 18A, 21A, S5A and S8A). By doing so, we obtained two 
independent mouse lines carrying ectopic integrations of the construct on 
distinct chromosomes. Both initial transgenic males were crossed with Cre-
expressing females for transgene extra-copy removal before performing the 
experiments. 

 
For the first line, which we called TgN(38-40)high (see below for details), TLA 

showed that the construct got integrated in a region of chromosome 3 (Figs. 18B, 
S5B and C). Identification of both integration breakpoints demonstrated that the 
transgene was present in a forward sequence configuration (i.e. with the CTCFs 
pointing towards the left). It also revealed a deletion of about 12 kb of 
chromosomal sequence at the level of the insertion site (see Fig. S5C). 

 
Assessment of CTCF and RAD21 binding by ChIPmentation in TgN(38-40)high 

E12.5 whole limbs confirmed the recruitment of both proteins on the relocated 
region CS38-40 (Fig. 18A). In particular, CTCF was present on all three binding 
sites at almost identical levels, whereas cohesin was highly enriched on the CS38 
site, closely resembling the corresponding wild-type profiles. Similarly to what 
has been presented for previous lines, the samples that were used for 
ChIPmentation were homozygous for a specific deletion background (here a 
deletion of region CS38-40 on chromosome 2: del(CS38-40); see Fig. 18A) (Schep 
et al. 2016), enabling us to distinguish between the endogenous and ectopic 
regions CS38-40. 

 
Interestingly, we noticed a particularly high background level in the ChIP 

(and total input) sequencing signal within the region corresponding to the extent 
of the transgene, suggesting the presence of multiple tandem copies of the 
construct at the level of this integration (see Fig. 18A). In order to validate this 
finding, we applied the Control-FREEC quantification algorithm on the total input 
DNA data of the ChIPmentation experiment for this line. Control-FREEC 
estimated that the transgene was present in between 17 and 23 apparently 
entire copies in this line (Fig. S5D). In parallel and as an alternative approach, we 
performed qPCR on purified genomic DNA to evaluate the transgene copy 
number. Surprisingly, on average, qPCR supported the presence of only 4 copies 
of the construct, albeit with a substantial dispersion of the values among 
samples (Fig. S6). Although the results of Control-FREEC and qPCR-based 
quantifications showed discrepancies, they both support the presence of 
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multiple copies (4 or more) of the TgN(38-40) construct in this line, which is the 
reason why we termed it TgN(38-40)high. We note that the retention of multiple 
in-cis copies of the transgene could be due to the loss of the loxP site from the 
construct, rendering it insensitive to the action of the Cre recombinase, or to an 
insufficient accumulation of Cre in the oocyte. 

 
As regards the welcoming landscape, the precise TLA-identified TgN(38-

40)high integration site was found about 25 kb away from the right border of a 
440 kb TAD (Fig. 18B). This TAD displayed only single CTCF sites at the level of its 
boundaries and established relatively frequent contacts with the next TAD on 
the right in the wild-type. We first assessed whether an element of the transgene 
engaged in interactions with the surrounding regions. To that end, we performed 
4C-seq using a viewpoint close to the CTCF site of the CS38 element in E12.5 
whole limbs (Fig. 18B; see 4C CS38). By doing so, we noticed that CS38 
established contacts with regions of its new surrounding landscape. Interestingly, 
these contacts were mostly biased towards the left-hand side of the integration. 
Furthermore, the interactions of CS38 were largely restricted within the limits of 
the welcoming TAD and culminated at CTCF sites in convergent orientation 
relative to the ones of the transgene. These results demonstrate the ability of 
CS38 to engage in CTCF-delimited interactions in a novel genomic context. 
Surprisingly, we also noticed that some contacts extended up to the promoter 
of a gene called Tbx15, located at the left extremity of the left neighboring TAD 
(see below). 

 
In order to evaluate changes in the local chromatin landscape upon 

integration, on the same basis as for TgN(d11-Evx2), we designed 4C-seq 
viewpoints in the regions surrounding the integration site. In particular, we used 
the forward CTCF at the left edge of the welcoming TAD (CTCF-left), with which 
CS38 strongly interacted, the reverse CTCF at the right limit of the domain (CTCF-
right), as well as the promoter of a gene located in the next TAD on the right, 
Man1a2. In wild-type limbs, each of these viewpoints established contacts with 
their surroundings, generally more frequently within the limits of their 
respective TAD (Fig. 18B; see gray tracks). Maximum contact frequencies were 
observed around TAD limits, as can be expected from the proximity of the 
endogenous boundaries. As regards Man1a2, the contacts established by its 
promoter were relatively low along the welcoming TAD, most probably owing to 
its location in the right neighboring TAD. Therefore, we considered this last 
viewpoint as an extra-TAD control for which the changes in contacts upon 
integration (if any) should be weaker than for the other viewpoints. In samples 
that were homozygous for the TgN(38-40)high integration, we observed a clear 
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decrease in the contacts established by each viewpoint with regions located 
beyond the integration site, especially with the boundaries of the welcoming 
TAD (Fig. 18B; see maroon tracks). Interestingly, drops of contacts towards the 
domain’s boundaries were of comparable amplitude regardless of the side 
considered relative to the integration. Indeed, when looking from the CTCF-left 
viewpoint, the decrease in the contacts established towards the right border of 
the welcoming TAD was very similar to that observed at the level of the left 
border when taking CTCF-right as a viewpoint (see Fig. 18B). Given the reverse 
orientation of the integrated CTCFs, the blockage of contacts spanning the 
integration in a right-to-left direction is likely the consequence of a loop-loop 
stalling effect (see Discussion). As expected, the drop in the contacts established 
by the promoter of Man1a2 was less pronounced than for the CTCF-right 
viewpoint, located on the same side of the integration but belonging to the 
welcoming TAD. Although we did not perform a Hi-C of TgN(38-40)high, the 
drastic structural changes that we observed in the local chromatin structure 
provide compelling evidence for a substantial increase in insulation caused by 
the ectopic insertion of the CS38-40 sub-TAD border in multiple copies. 
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Figure 18: See caption on next page. 
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Figure 18: Drastic structural changes upon ectopic integration of region CS38-40 in multiple 
in-cis copies (TgN(38-40)high). (A) Recruitment of CTCF and of the cohesin subunit RAD21 on 
the relocated region CS38-40. CTCF occupancy was similar for all three sites, whereas RAD21 
was preferentially recruited at the level of CS38, closely resembling the wild-type profiles. 
Note the elevated background level in the signal within the region that corresponds to the 
transgene, indicating the presence of multiple copies of the latter. The binding was assessed 
using ChIP-seq on the endogenous (wild-type) region CS38-40 (n=1 for both CTCF and RAD21; 
data from (Rodríguez-Carballo et al. 2017)), or ChIPmentation on TgN(38-40)high (n=2 for both 
CTCF and RAD21), in whole limbs at E12.5. The region displayed is chr2:75105976-75176976 
(mm10). Under each track, a MACS2 peak calling is represented as black boxes. The extension 
of the initial TgN(38-40) fosmid (chr2:75122684-75160161) is indicated below. For TgN(38-
40)high, the ChIPm experiments were performed on samples that were homozygous for both 
the integration and the del(CS38-40) genetic background, which is shown at the bottom. (B) 
Establishment of welcoming TAD-restricted contacts from the transgene and major alterations 
of the local chromatin landscape. On top is shown a wild-type Hi-C of the welcoming region 
(proximal forelimbs E12.5; data from (Rodríguez-Carballo et al. 2017)). TAD identification was 
achieved using the TopDom algorithm with a window size of 240 kb. Below the Hi-C heatmap 
is shown a 4C-seq where region CS38 was used as a viewpoint in TgN(38-40)high E12.5 whole 
limbs (heterozygous samples). Note that most contacts stopped at CTCF sites that are 
convergent relative to the ones of the transgene, whose orientation is shown at the bottom 
of pannel (C). Some contacts also extended towards the promoter of the Tbx15 gene on the 
far left. 4C-seq using viewpoints surrounding the integration site in E12.5 whole limbs. The 
wild-type tracks are represented in gray and the TgN(38-40)high tracks in maroon. The TgN(38-
40)high samples used here were homozygous for the integration. All 4C-seq experiments were 
performed in a single biological replicate. The region displayed is chr3:99040001-101160000 
(mm10). (C) The last three tracks represent chromatin opening (ATAC-seq in black; n=1) and 
coverage of the active H3K27ac (green) or repressive H3K27me3 (red) histone modifications 
(assessed by ChIP-seq; n=1) in wild-type genital tubercles (GT) at E13.5; data from (Amândio 
et al. 2020). Black and green arrows indicate a putative silencer (ATAC-seq+; H3K27ac-), or 
enhancers (ATAC-seq+; H3K27ac+), respectively. (D) Validated (mm888) or putative (mm890, 
97 and 164) regulatory elements retrieved from the VISTA Enhancer Browser for the region 
shown in (B) and (C). Note that only the mm888 element displayed reproducible enhancer 
activity at E11.5 (branchial arches; see white arrowheads). Representative pictures of lacZ 
reporter assays were also retrieved from the VISTA Enhancer Browser. 
 

We then asked whether the integration of region CS38-40 in multiple copies 
in this new landscape caused changes in the expression of genes located in the 
vicinity of the insertion site. We first probed the expression of Wdr3, a gene 
located at the left limit of the welcoming TAD (see Fig. 18B). In the wild-type, we 
found that Wdr3 expression was mostly restricted to the limbs, the lateral plate 
mesoderm and the genital tubercle (GT) at E12.5 (Fig. 19A). Interestingly, both 
mesodermal and GT transcript levels appeared to be severely decreased in 
TgN(38-40)high, suggesting an effect of the integration on the expression of this 
gene. Given the relatively frequent contacts occuring between the welcoming 
TAD and its right neighbor in the wild-type (see Fig. 18B), we postulated that, in 
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this particular situation, a change in the expression of a gene located in the latter 
domain would be possible. To evaluate this, we assessed the expression of the 
Man1a2 gene, which is located beyond the right margin of the welcoming TAD. 
By doing so, we noticed that Man1a2 displayed a very similar wild-type 
expression pattern compared to that of Wdr3 (Fig. 19B). Interestingly, Man1a2 
expression seemed to be gained in the lateral plate mesoderm as well as in the 
genital tubercle of a TgN(38-40)high embryo, on the contrary to what was 
observed for Wdr3. Given such an opposite effect for two different genes, the 
fact that the latter solely arose from stage differences among embryos is 
relatively unlikely. As regards another gene located within the welcoming TAD, 
Gdap2, its expression was almost completely restricted to the distal part of the 
limbs and the posterior half of the tail, and no particular changes could be 
observed between wild-type and TgN(38-40)high individuals (Fig. 19C). 

 
To our understanding, there are two main hypotheses which could explain 

the above observations concerning the Wdr3 and Man1a2 genes (Fig. 20). In the 
first case scenario, an enhancer triggering Wdr3 expression in the wild-type 
mesoderm and GT would be located on the right-hand side of the integration 
site. Upon integration of CS38-40 in multiple copies, this enhancer would be 
disconnected from Wdr3 and instead activate Man1a2 in the mesoderm and the 
GT. Second, a silencer located on the left of the integration site would repress 
Man1a2 in the wild-type mesoderm and GT. If the ectopic boundary is placed in 
between the gene and the silencer, the silencer would turn from Man1a2 to 
Wdr3 on the other side, resulting in the derepression of Man1a2 and the de novo 
repression of Wdr3. 

 
To try deciphering between these two possibilities, we first looked for 

potential cis regulatory elements within this region in the VISTA Enhancer 
Browser. Only a single experimentally validated enhancer was described for this 
region (mm888). This enhancer was located within the first intron of the Tbx15 
gene and showed reproducible activity in the branchial arches at E11.5 (Fig. 18D; 
see white arrowheads). Because of the large genomic distance, lack of chromatin 
interactions and activity pattern missmatches between the mm888 enhancer 
and Wdr3/Man1a2, it is unlikely that this regulatory region was in cause for any 
change in the expression of these genes (see Figs. 18B, 19A and B). 

 
For that reason, we extended our analysis to putative regulatory elements 

(as defined by highly conserved non-coding sequences) from VISTA within the 
welcoming region (Mayor et al. 2000; Frazer et al. 2004; Visel, Bristow, and 
Pennacchio 2007). Two putative regulatory elements were found close to the 
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integration site (mm97 and mm164; see Fig. 18D), but they did not show 
reproducible enhancer activity at E11.5 (Visel et al. 2007). Nevertheless, it is 
possible that they act as enhancers at other developmental stages, or 
alternatively, that these sequences actually correspond to silencer elements. 
Therefore, in parallel, we mined chromatin accessibility and histone 
modifications data. Since the genital tubercle displayed changes in 
Wdr3/Man1a2 transcripts levels, we took advantage of a recent publication 
from our group (Amândio et al. 2020) and focused our attention on this tissue. 
We found that none of these two elements showed increased chromatin 
accessibility (a prerequisite for the binding of most transcriptional regulators) 
(Tsompana and Buck 2014) as assessed by ATAC-seq in E13.5 genital tubercles 
(Fig. 18C). They were also devoid of H3K27ac (see Fig. 18C), a histone mark 
associated with active enhancers (Creyghton et al. 2010; Y. Shen et al. 2012; 
reviewed in Andersson and Sandelin 2020). Only considering chromatin opening 
and acetylation of H3K27, we noticed that some peaks were positive for both 
just upstream (i.e. in 5’) of the Man1a2 promoter (Fig. 18C; see green arrow). 
These sequences might correspond to enhancers, although this would require 
further assessment. 

 
Since the presence of Polycomb repressive complexes (PRCs) can mediate 

transcriptional repression of their target genes (reviewed in Aloia, Di Stefano, 
and Di Croce 2013; Blackledge, Rose, and Klose 2015), we looked for the 
distribution of the repressive H3K27me3 mark, which is deposited by PRC2 
(Chammas, Mocavini, and Di Croce 2020), in the wild-type region. We noticed 
that the region was globally devoid of H3K27me3, at the exception of the Tbx15 
gene and the promoter of a gene located on the left of the integration called 
Tent5c (Fig. 18C). Hence, these observations somehow disfavor alterations in 
Polycomb-mediated repression to be responsible for the observed changes in 
gene expression, at least in the genital tubercle. 

 
To summarize, as regards the Wdr3/Man1a2 pair, we favor the “Enhancer 

model” depicted in Figure 20. However, we note that other possibilities remain, 
such as local changes in repression by Polycomb/PRC2-independent mechanisms 
(Fig. 18C; e.g. sequence indicated by the black arrow). 

 
At last, we assessed the expression of genes located at a larger distance 

from the TgN(38-40)high integration site. In particular, we probed the expression 
of two genes, called Tbx15 and Ptgfrn, which are located on the far left and right 
of the integration site, respectively (see Fig. 18B). As explained above, Tbx15, a 
gene standing at the left edge of a 800 kb TAD located on the left-hand side of 



 74 

the TgN(38-40)high integration, was contacted by the ectopic CS38 element. In 
line with previous publications (Agulnik, Papaioannou, and Silver 1998; Kuijper 
et al. 2005; Singh et al. 2005), we observed that Tbx15 was expressed in the 
lateral plate mesoderm, in the limbs, in the proximal portion of the GT and in the 
mandibular zone at E12.5 (Fig. 19D). No obvious changes in expression could be 
observed in TgN(38-40)high mutant animals. Furthermore, we noticed that this 
gene was highly covered by H3K27me3 in the GT. Together with the fact that 
Tbx15 is located in a different TAD than our construct (see Fig. 18B and C), this 
raises the possibility that the transgene-Tbx15 contacts might be mediated by 
Polycomb, at least in Tbx15-negative cells (see Fig. S7 and Discussion). On its side, 
the Ptgfrn gene was separated from the integration site by a complete TAD (see 
Fig. 18B). We noticed that Ptgfrn was overall ubiquitously expressed, without 
any apparent difference between genotypes (Fig. 19E). Similar to our previous 
conclusions from TgN(d11-Evx2), these results indicate low or no effect on the 
expression of genes that are located at a great distance and are well-insulated 
from the transgene’s welcoming site. 
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Figure 19: See caption on next page. 
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Figure 19: Gene expression analyses in TgN(38-40)high by WISH on E12.5 embryos. (A) Wdr3 
expression. In the wild-type, the expression of Wdr3 was mostly restricted to the limbs, the 
lateral plate mesoderm and the genital tubercle (GT; see magnifications below the lateral 
views). In TgN(38-40)high, both mesodermal and GT Wdr3 levels appeared greatly reduced. (B) 
Man1a2 expression. The wild-type expression of Man1a2 was very similar compared to that 
of Wdr3. On the contrary to Wdr3, Man1a2 seemed to be gained in both the GT and the lateral 
plate mesoderm of a TgN(38-40)high embryo. An inset indicates the region magnified for easier 
GT visualization. (C) Gdap2 expression. Gdap2 was almost exclusively expressed in the distal 
part of the limbs and posterior half of the tail. No particular changes in expression could be 
observed between wild-type and TgN(38-40)high individuals. (D) Tbx15 expression. In both 
wild-type and TgN(38-40)high embryos, Tbx15 was expressed in the lateral plate mesoderm, 
the limbs, the mandibular zone and in the proximal portion of the GT, with no obvious 
differences between genotypes. (E) Ptgfrn expression. Expression of Ptgfrn was overall 
ubiquitous and identical across genotypes. Arrowheads indicate presence or gain of 
expression, whereas empty arrowheads indicate lower or loss of expression. Dotted lines 
delimit the anterior end of the GTs in the magnifications. All TgN(38-40)high embryos used here 
were homozygous for the integration. Scale bars: 1 mm (lateral views) and 250 μm (GT 
magnifications). 
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Figure 20: Possible models explaining the apparently opposite expression changes of Wdr3 
and Man1a2 in the lateral plate mesoderm and the genital tubercle of TgN(38-40)high. Top: In 
the “Enhancer model”, an enhancer (green box) located on the right-hand side of the 
integration triggers Wdr3 expression in the wild-type (dotted green arrow). By placing a strong 
barrier to regulatory interactions between this element and Wdr3, this enhancer gets 
disconnected from Wdr3 and instead activates Man1a2 expression (solid green arrow). 
Bottom: In the “Silencer model”, a silencer (red box) located on the left of the integration site 
prevents Man1a2 expression in the wild-type (dotted red inhibitory line). Upon integration of 
TgN(38-40)high between the silencer and the gene, the silencer turns to the other side, causing 
Man1a2 derepression and de novo repression of Wdr3 (solid red inhibitory line). Black arrows 
pointing upwards or downwards indicate increased or decreased transcriptional activity of the 
genes in TgN(38-40)high, respectively. The TgN(38-40)high integration site is indicated by a 
vertical dotted line. 

 
As previously explained, region CS38-40 was present in multiple copies at 

the level of the TgN(38-40)high integration. This probably imposed very strong 
structural constraints onto the welcoming chromatin landscape, resulting in 
major depletions of contacts across the integration site (see Fig. 18B). Hence, the 
question of whether structural changes would also be observed with a greatly 
reduced number of copies of this region remained. 

 
For this reason, we turned to another independent line transgenic for the 

same initial TgN(38-40) construct, but which carried the integration on a distinct 
chromosome. For this line, which we called TgN(38-40)low (see below for details), 
TLA assigned the integration of the construct to a region of chromosome 10, with 
a forward sequence configuration (i.e. with the + strand of the transgene 
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connected to the + strand of the chromosome) (Fig. S8B and C). Importantly, 
analysis of the integration breakpoints also revealed that the right end of the 
transgene (i.e. the part displaying the transgene-to-chr10 topology) consisted of 
a partial fragment extending towards CS38 (Fig. S8C) (see below). In addition, it 
appeared that the integration of the construct generated a duplication of about 
600 bp of chromosomal sequence, in the middle of which it got inserted (see Fig. 
S8C). 

 
Similar to TgN(38-40)high, ChIPmentation confirmed the binding of both 

CTCF and of the cohesin subunit RAD21 on TgN(38-40)low in E12.5 limbs (Fig. 21A). 
In contrast to TgN(38-40)high, when mapping the data on chromosome 2, we did 
not observe any major difference in the background level of the ChIP (and total 
input) sequencing signal between the extent of the transgene and the 
surrounding sequences, suggesting that the construct was present in a low copy 
number in this line. Furthermore, an approximately two times stronger signal for 
CTCF at the level of the CS38 site than for the other two (see Fig. 21A) led us to 
infer that the transgene was present in one and a half copies at the level of this 
integration. In line with this view, Control-FREEC supported the presence of two 
copies of the segment spanning from the beginning of the TgN(38-40) construct 
to the beginning of CS38 (Fig. S8D). In contrast, the algorithm estimated that the 
other parts of the construct, i.e. from the rest of CS38 to the end of the construct, 
were present in a single copy at the level of this integration. This finding was 
further validated by qPCR transgene quantification on genomic DNA (Fig. S9). 

 
In order to fully confirm the topology and extent of the TgN(38-40)low 

integration, we performed MinION long-read sequencing after release by 
CRISPR-Cas9 (nanopore Cas9-targeted sequencing or nCATS) (Gilpatrick et al. 
2020). MinION is a next-generation sequencing method that uses biological 
nanopores to sequence DNA or RNA molecules (reviewed in Jain et al. 2016; Lu, 
Giordano, and Ning 2016). In brief, following adapter ligation, a DNA or RNA 
molecule is coupled to a motor protein that translocates it through a nanopore, 
which sits on an electrically resistant membrane. The sequence of the molecule 
is determined based on small variations of the current passing through the pore 
during translocation, which directly depends on the specific base occupying the 
pore at a given time (Lu, Giordano, and Ning 2016). 

 
Of particular interest, MinION-based techniques are capable of sequencing 

reads of up to 45 kb with a relatively good accuracy (Lu, Giordano, and Ning 
2016), although they generally show improved performances for reads not 
exceeding 25 kb (Goodwin et al. 2015; Laver et al. 2015). Therefore, such long-
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read sequencing methodologies have been invaluable for the sequential 
determination of features along individual molecules, as exemplified by 
endogenous repetitive regions or tandem-integrated transgenes, which cannot 
be easily analyzed using conventional short-read sequencing approaches (Lu, 
Giordano, and Ning 2016; Giesselmann et al. 2019; Nicholls et al. 2019). In the 
nCATS derivative, genomic regions of interest are released by guide RNAs 
(gRNAs)-directed Cas9 cleavage prior to adapter ligation (see Material and 
Methods) (Gilpatrick et al. 2020). In this way, nCATS (or other similar methods) 
enables to enrich the solution in sequencing-competent DNA molecules 
corresponding to the region of interest for improved sequencing coverage 
without requiring PCR amplification (Gabrieli et al. 2018; Giesselmann et al. 2019; 
Gilpatrick et al. 2020). 

 
Based on the aforementioned results and on a first attempt of in silico 

genome reconstruction, we designed single-guide RNAs (sgRNAs) in the 
chromosomal regions located both upstream and downstream of the integration 
site, as well as at regular (approximately 10 kb) intervals within the TgN(38-40) 
construct. Next, we released the sequences following a tiling approach (Fig. 
S10A), in which two distinct combinations of guides were used to cut overlapping 
fragments ranging from 9.5 to 23 kb in two independent reactions. Fragments 
originating from each of the two reactions were then pooled together and 
sequenced, allowing to properly characterize the mutant configuration from one 
end to the other. To facilitate analysis, the MinION data were displayed onto a 
mutant genomic configuration reconstructed from previous experiments 
(namely TLA, Control-FREEC and qPCR), consisting of one and a half times region 
CS38-40 (see Fig. S10A). 

 
Analysis of the MinION sequencing coverage revealed a strong (about 30%) 

enrichment for the region of interest compared to the rest of the genome (Fig. 
S10B). Importantly, inspection of individual MinION reads confirmed the 
presence of a head-to-tail tandem configuration of the construct at the level of 
the TgN(38-40)low integration (Fig. S10C). Moreover, the MinION results 
validated that the second partial copy of the transgene included the CTCF site of 
CS38. Hence, together with previous evidence, these results fully confirmed the 
presence of one and a half copies of the TgN(38-40) construct (i.e. 63.2 kb, 
including 4 left-oriented CTCF sites) in this particular integration. 

 
From the structural point of view, the TgN(38-40)low integration occurred 

within a 1.2 Mb TAD of chromosome 10 (Fig. 21B). This domain displayed a 
relatively low density of CTCF sites and contained only a single protein-coding 
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gene called Btg1. We first assessed whether the elements of the TgN(38-40) 
construct also engaged in interactions in this new landscape. The data were 
mapped onto the mutant genome reconstituted from previous assays for an 
easier interpretation of the results. Using both CS38 and CS40 as 4C-seq 
viewpoints in E12.5 limbs, we noticed an establishment of contacts within the 
welcoming region, which were more frequent within the limits of the TgN(38-
40)low-containing TAD and peaked at CTCF sites that predominantly displayed a 
convergent orientation relative to the ones of the transgene (Fig. 21B). The 
highest contact frequencies were observed at (or close to) the boundaries of the 
welcoming TAD. Since the CTCFs at the right border of the domain are in a 
reverse orientation, meaning in the same orientation than the ones of the 
transgene, the contacts observed between the transgene and the right TAD 
border probably resulted from the stalling of loops that formed on the right 
hand-side of the integration by other loops, anchored at the level of the 
transgene (see below and Discussion). 

 
We then asked whether the integration of the TgN(38-40) construct in one 

and a half copies caused changes in local chromatin interactions within the 
welcoming region. To that end, we designed three different 4C-seq viewpoints: 
one at a forward CTCF of the left edge of the welcoming TAD (CTCF-left), another 
on the 3’ UTR of the Btg1 gene (3’Btg1; about 20 kb aside from a forward CTCF), 
and a last one at a reverse CTCF of the right border of the domain (CTCF-right). 
As expected, analysis of the interactions established by these viewpoints in wild-
type limbs revealed that the contacts were almost exclusively restricted to the 
welcoming TAD (Fig. 21B). For both the CTCF-left and right viewpoints, the 
contacts spread throughout the domain and reached their maximum intensity at 
the CTCFs of the opposite limit of the TAD. On its side, the 3’ UTR of the Btg1 
gene appeared to establish more discrete contacts, which barely extended 
towards the domain’s boundaries. In samples that were homozygous for the 
TgN(38-40)low integration, we noticed an establishment of contacts from both 
CTCF-left and right viewpoints towards the elements of TgN(38-40)low. In 
contrast, only very few contacts towards TgN(38-40)low were scored when using 
the 3’Btg1 viewpoint, further supporting the notion that interactions involving 
both the transgene and the surrounding landscape depend on CTCF. Importantly, 
we noticed that the interactions established by each viewpoint were decreased 
beyond the integration site. For instance, when looking from the CTCF-left 
viewpoint, the contacts were impaired on the right hand-side of the integration; 
an effect that was particularly pronounced at the CTCFs of the right TAD limit. A 
similar trend, though inversed with respect to the affected side relative to the 
integration (as expected from the position of the viewpoint), was observed for 
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the CTCF-right viewpoint. Since this last viewpoint matched with a CTCF in 
reverse orientation, this observation further supports loop-loop stalling (see 
Discussion). Taken together, these results demonstrate that the novel contacts 
established between the transgene and its new landscape occurred at the 
expense of endogenous interactions, suggesting the reconstitution of a 
functional boundary (see below). 

 



 82 

 
Figure 21: See caption on next page. 
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Figure 21: Structural changes upon integration of TgN(38-40)low suggest retention of boundary 
function in a novel context. (A) Recruitment of CTCF and RAD21 on TgN(38-40)low. Both CTCF 
and RAD21 signals were higher for the CTCF site of CS38. As regards CTCF, this indicated the 
presence of region CS38 in two copies at the level of this integration. The binding was assessed 
using ChIP-seq on the endogenous (wild-type) region CS38-40 (n=1 for both CTCF and RAD21; 
data from (Rodríguez-Carballo et al. 2017)), or ChIPmentation on TgN(38-40)low (n=2 for both 
CTCF and RAD21), in whole limbs at E12.5. The region displayed is chr2:75105976-75176976 
(mm10). Under each track, a MACS2 peak calling is represented as black boxes. The extension 
of the initial TgN(38-40) fosmid (chr2:75122684-75160161) is indicated below. For TgN(38-
40)low, the ChIPm experiments were performed on samples that were heterozygous for the 
integration and homozygous for the del(CS38-40) genetic background, which is shown at the 
bottom. (B) Welcoming TAD-restricted contacts from the transgene and alterations of the 
local chromatin landscape. All data of this pannel were mapped onto a mutant genome 
carrying the insertion of one and a half copies of the TgN(38-40) construct at the indicated 
location. On top is shown a wild-type Hi-C of the welcoming region in whole limbs at E12.5. 
TAD identification was achieved using hicFindTADs with a window size of 240 kb. Of note, 
mapping of the wild-type Hi-C data on the mutant genome resulted in an artefactual splitting 
of the welcoming TAD at the level of the Btg1 CTCF site due to the lack of mappable reads (see 
Fig. S11A, B and C). Therefore, we represented here the TAD calling obtained when mapping 
the same data onto the wild-type genome, adapted to the bin shift imposed by the integration. 
Below the Hi-C heatmap are shown the results of 4C-seq experiments using regions CS38 and 
CS40 as viewpoints in TgN(38-40)low E12.5 whole limbs. Note that more frequent contacts 
occurred within the limits of the welcoming TAD. Highest contact frequencies were observed 
around the limits of the domain and at endogenous CTCFs that are convergent relative to the 
ones of the transgene, whose orientation is shown at the bottom of pannel (B). 4C-seq using 
viewpoints within or at the limits of the welcoming TAD in E12.5 whole limbs. The wild-type 
tracks are in gray and the TgN(38-40)low tracks in maroon. The asterisk highlights a decrease 
in the contacts established between the CTCF-right viewpoint and the forward CTCF of the 
Btg1 gene promoter. All TgN(38-40)low samples used for 4C-seq were homozygous for the 
integration and all 4C-seq experiments were performed in a single biological replicate. The 
region displayed is chr10:95480001-97880000 of the mm10+TgN(38-40)low custom genome 
(extent corresponds to chr10:95480001-97816188 of wild-type mm10). (C) The last three 
tracks represent regions of open chromatin (ATAC-seq in black; n=1) and coverage of H3K27ac 
(green) or H3K27me3 (red) assessed by ChIP-seq (n=2 for H3K27ac; n=8 for H3K27me3) in 
wild-type distal forelimbs at E12.5. ATAC-seq data are unpublished and were shared by 
Christopher Chase Bolt. H3K27ac and H3K27me3 ChIP-seq data are from (Rodríguez-Carballo 
et al. 2019). The green arrow indicates a putative enhancer (ATAC-seq+; H3K27ac+), whose 
disconnection from Btg1 might explain the changes in expression of this gene reported in 
Figure 23. (D) Validated (mm313) or putative (mm1425) regulatory elements annotated in the 
VISTA Enhancer Browser for the region shown in (B) and (C). Note that only the mm313 
element displayed reproducible enhancer activity at E11.5 (heart; picture retrieved from the 
VISTA Enhancer Browser). 
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On the basis of the above observations, we sought to determine if the 
ectopic TgN(38-40)low integration actually resulted in the splitting or disruption 
of the welcoming TAD. To that end, we performed Hi-C on E12.5 whole limb 
samples that were homozygous for the integration. By doing so, similar to the 
4C-seq, we observed a clear depletion of contacts spanning the integration site 
in TgN(38-40)low compared to the wild-type (Fig. 22). Nevertheless, although they 
were decreased, some interactions appeared to be maintained to a certain level 
even in this situation. Typically, a stripe of contacts established by the left 
boundary of the TAD towards the right limit could still be observed (Fig. 22B; see 
black arrowhead). To evaluate the significance of these results, we performed 
TAD identification based on insulation using the hicFindTADs tool of the 
HiCExplorer package (Ramírez et al. 2018). We first applied a window size of 240 
kb, as previously used with TopDom (Shin et al. 2016; Ramírez et al. 2018). At 
these parameter values, a new boundary was identified precisely at the level of 
the integration site, resulting in the splitting of the welcoming TAD (see Figs. 22B 
and S11A). However, this behavior was not observed with larger window sizes 
(Fig. S11B, C and D). Hence, these results demonstrate the reconstitution of a 
relatively weak topological boundary at the level of the TgN(38-40)low integration 
site (see Discussion), consistent with the definition of region CS38-40 as a sub-
TAD border in its original context (Rodríguez-Carballo et al. 2019; 2020). 
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Figure 22: Ectopic sub-TAD boundary formation. (A) Wild-type Hi-C heatmap of whole limbs 
at E12.5. The data were displayed in the same manner as for Figure 21. The welcoming (Btg1-
containing) TAD appears as a single domain. The position and orientation of the endogenous 
CTCFs is indicated below the wild-type Hi-C heatmap. Insulation from hicFindTADs is shown at 
the bottom of the pannel. (B) TgN(38-40)low Hi-C heatmap of whole limbs at the same stage. 
Note that the welcoming TAD is splitted in two at the level of the integration site (green 
arrowhead), as a consequence of a local drop in the insulation score. The position and 
orientation of both endogenous and ectopic CTCFs is shown below the TgN(38-40)low Hi-C 
heatmap. The black arrowhead indicates the stripe of contacts maintained in TgN(38-40)low. 
The asterisk highlights contacts established between the reverse CTCFs at the right limit of the 
welcoming TAD and the forward CTCF of the Btg1 gene promoter, which are decreased in 
TgN(38-40)low (see text for details). 
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At last, we asked whether the integration of TgN(38-40)low affected the 
expression of the only protein-coding gene located within the welcoming TAD, 
Btg1 (see Figs. 21B and 22). The Btg1 gene is implicated in the regulation of cell 
proliferation, probably by controlling the G1 to S phase transition of the cell cycle 
(Farioli-Vecchioli et al. 2012). By whole mount in situ hybridization, we observed 
that Btg1 was overall ubiquitously expressed in E12.5 wild-type embryos (Fig. 23). 
The strongest transcript signals were observed in the facial region, in the distal 
part of the limbs as well as in the mammary buds. In an embryo that was 
homozygous for the TgN(38-40)low integration, we noticed that the Btg1 
expression pattern was globally maintained (see Fig. 23). However, it appeared 
that the transcript levels were somehow decreased in the lateral plate 
mesoderm, in the mammary buds and to a lower extent in the forelimbs. 

 
In order to get indication of whether a nearby cis regulatory elements could 

be disconnected from the Btg1 gene upon integration of TgN(38-40)low, possibly 
as a result of the TAD splitting, we went back to the VISTA Enhancer Browser. 
Two enhancer candidates were described within the welcoming region (mm313 
and mm1425; see Fig. 21D), but only the mm313 element displayed reproducible 
enhancer activity in the VISTA reporter assays. Since the activity pattern of this 
enhancer was restricted to the heart at E11.5, not matching the apparent 
changes we observed, we evaluated candidate regulatory elements within this 
region based on chromatin accessibility and histone modifications. We took 
advantage of unpublished ATAC-seq (courtesy of Christopher Chase Bolt) and 
published H3K27ac and H3K27me3 ChIP-seq data (Rodríguez-Carballo et al. 2019) 
from our group in E12.5 distal forelimbs. Inspection of H3K27me3 in the wild-
type revealed an almost complete absence of this chromatin mark from the 
welcoming region (Fig. 21C), hence strongly arguing against the implication of an 
endogenous Polycomb response element on the apparent changes in the 
expression of Btg1. Of particular interest, we noticed the presence of a highly 
accessible (ATAC-seq-positive) and strongly H3K27 acetylated peak at the right 
TAD border (Fig. 21C; see green arrow), which precisely matched with the CTCF-
right viewpoint. We previously observed interactions between this viewpoint 
and the convergently oriented CTCF located at the promoter of the Btg1 gene, 
and that these contacts were impaired upon integration (Figs. 21B and 22B; see 
asterisk). Therefore, it is tempting to speculate that the right limit of the TAD 
contains an enhancer that is disconnected from the Btg1 gene upon integration 
and associated TAD splitting, explaining the apparent changes in the expression 
of this gene. Nevertheless, we note that this would require further investigation 
(see Discussion). 
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Figure 23: Btg1 gene expression analysis in TgN(38-40)low by WISH on E12.5 embryos. In the 
wild-type, Btg1 was overall ubiquitously expressed, with stronger mRNA levels in the facial 
region, the distal part of the limbs and in the mammary buds (MB). This general expression 
pattern was maintained in a TgN(38-40)low homozygous embryo, although with an apparent 
reduction of the transcript levels in the lateral plate mesoderm, mammary buds and to a lower 
extent in the forelimbs. Arrowheads indicate presence of expression whereas empty 
arrowheads indicate decreases in expression. Scale bars: 1 mm (lateral views) and 250 μm 
(MB and limbs magnifications). 
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Discussion: 
1. Modulating boundary potential at the endogenous HoxD cluster 

Using intra-cluster duplications increasing the number of both CTCF-binding 
sites and gene promoters within HoxD, we first showed that these alterations 
resulted in a decrease of the contacts established by the central Hoxd genes and 
the TAD located beyond the duplicated segment. Together with previous 
evidence taking the reverse approach, in which partial deletions of the gene 
cluster resulted in an increase of interactions going through the boundary 
(Rodríguez-Carballo et al. 2017), the above results strongly suggest that the 
strength of the TAD boundary at the HoxD cluster can be modulated by playing 
with the number of boundary elements it contains. 

 
Importantly, the structural modifications we observed could be the result 

of either an increase in the number of CTCF sites, of gene promoters, in the linear 
genomic distance, or a combination thereof. While it is now clear that CTCF 
participates in the formation of most TAD boundaries in the genome (see Dixon 
et al. 2012; Nora et al. 2012; Zuin et al. 2014; Sanborn et al. 2015; Fudenberg et 
al. 2016; Nora et al. 2017), the possible contribution of enhancer-promoter 
interactions to boundary function per se remains largely unexplored to date. 
Nevertheless, several studies reported that such regulatory interactions 
significantly contribute to the internal structure of TADs (Phillips-Cremins et al. 
2013; Smith et al. 2016; Bonev et al. 2017; also see Pombo and Dillon 2015). 
Hence, this raises the possibility that regulatory interactions between gene 
promoters and cis-acting elements may hold topological and possibly boundary 
potential, at least to some extent. 

 
In order to decipher between these different possible contributions, we 

note that another experimental system should be designed so as to increase 
either the number of CTCF-binding sites or of gene promoters at a given location, 
rather than both at a time. 

 
2. Structure versus function at the HoxD locus 

In the duplications analyzed in this work, the apparently decreased access 
of central Hoxd gene promoters to the enhancers located within the HoxD-
associated TADs also correlated with expression changes at the level of the 
cluster reported in previous publications from our group (see below) (Kmita et 
al. 2002; Tarchini and Duboule 2006). 

 
Importantly, the changes in expression precisely matched what was 

expected from such genetic alterations, based on knowledge about the 
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implications of the regulatory landscapes that are flanking the HoxD cluster, and 
in particular of the enhancers they contain, for the control of Hoxd genes’ 
expression during limb development. Indeed, the expression of Hoxd11 was 
reduced in the proximal part of the limbs upon duplication of the region 8i-10 
(Dup(8i-10)) (Tarchini and Duboule 2006), located in-between this gene and the 
telomeric landscape, which is known to contain the enhancers responsible for 
the proximal regulation (Andrey et al. 2013; Yakushiji-Kaminatsui et al. 2018). In 
contrast, the expression of Hoxd10 was only decreased in the distal part of the 
limbs in the duplication 11-13 (Kmita et al. 2002), designed on the centromeric 
side of the gene, probably by impairing the communication between the latter 
gene and the distal-specific enhancers of the centromeric landscape (Spitz, 
Gonzalez, and Duboule 2003; Gonzalez, Duboule, and Spitz 2007; Montavon et 
al. 2011; Lonfat et al. 2014). 

 
In line with the above, the structural modifications we observed in both 

duplications were highly consistent with the previously reported changes in gene 
expression, suggesting the existence of a causal link. In particular, interactions 
between Hoxd11 and the T-DOM’s regions CS38-40 (which contains the CS39 
enhancer), CS93 as well as CS65 were decreased in the proximal part of the limbs 
in Dup(8i-10). Furthermore, as regards Dup(11-13), the contacts between the 
central Hoxd9 gene and almost all known enhancers of the C-DOM were reduced 
in the distal part of the limbs compared to the wild-type. 

 
In addition, our observations are also in line with the results obtained in 

another study from our group, in which partial deletions of the HoxD cluster 
located within the Hoxd8-Hoxd13 interval were used (Rodríguez-Carballo et al. 
2017). Indeed, in this situation, the remaining genes gained interactions with the 
enhancers located beyond the deleted segment and became ectopically 
expressed in patterns that were expected from such communications. 

 
From a quantitative perspective, the changes in contacts we observed 

between non-duplicated central Hoxd genes and the HoxD-associated TADs in 
both duplications were comprised in the range of 11 to 16%. In particular, we 
scored an 11% contact redirection from the T-DOM to the C-DOM when using 
Hoxd11 as a viewpoint in the proximal limb portion of Dup(8i-10) individuals, 
against a 16% change, going from the C-DOM to the T-DOM, when Hoxd9 was 
used in the presumptive digits of Dup(11-13) embryos. These results strongly 
indicate that the contacts were affected in only a relatively reduced proportion 
of limb cells. 
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Consistently, the observed changes in expression were also relatively mild, 
comprised in a similar range compared to the structural modifications. Hence, 
these results suggest that enhancer-promoter interactions are highly resilient, 
since they appear to largely fulfill their function (i.e. in most cells) even upon 
reinforcement of the TAD boundary at the HoxD cluster. In this particular context, 
comparable results were obtained when inverting the entire T-DOM, including 
its right border, while leaving the HoxD cluster in place (Rodríguez-Carballo et al. 
2020). Indeed, despite the presence of a topological boundary between the gene 
cluster and the enhancers of the T-DOM in this configuration, enhancer-
promoter communications appeared to be maintained to some extent. More 
precisely, while the onset of expression at the level of the HoxD cluster was 
severely impacted at around embryonic day 10, some enhancer-promoter 
contacts could still be scored. Furthermore, central Hoxd genes’ transcripts were 
present in proximal limbs at E12.5 and only a minor truncation of their 
expression domains was observed (Rodríguez-Carballo et al. 2020). 

 
Finally, it also appeared that the decrease in the contacts established with 

one TAD sometimes correlated with an increase in interactions towards the 
opposite domain, which could indicate a redirection of contacts resulting from 
the reinforcement of the boundary. Interestingly, this effect was particularly 
pronounced for Hoxd9 – CS38-40 contacts in the distal part of the limbs upon 
duplication of the region 11-13, but was not evident in proximal cells. Knowing 
that the T-DOM is repressed in distal cells (Andrey et al. 2013), the gain of 
contacts between Hoxd9 and region CS38-40 observed in this tissue might also 
reflect an increase in Polycomb-mediated long-range interactions, typically in 
Hoxd9-negative distal cells (Andrey et al. 2013; Denholtz et al. 2013; 
Schoenfelder et al. 2015; Rodríguez-Carballo et al. 2017). 

 
3. A possible contribution of promoter competition 

The evidence mentioned above indicates that the changes in gene 
expression might be due to an increased insulation, resulting from the 
duplications, between the relevant enhancer-promoter pairs. However, we 
cannot rule out the possible contribution of in-cis competition between gene 
promoters for enhancer access to the observed effects (Kmita et al. 2002). 

 
Key studies on the globin gene clusters showed that gene promoters are 

able to compete with one another for the access to an enhancer located in cis 
and subsequent transcriptional activation (Jane et al. 1992; Yu et al. 2006; 
Rincón-Arano et al. 2009; Bartman et al. 2016). In brief, the more a promoter is 
competitive, probably depending on sequence features allowing the recruitment 
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of specific transcription factors (Jane et al. 1992), the more it can receive 
regulatory inputs from an enhancer at the expense of other genes within a given 
globin cluster. Of particular interest, a recent study reported that forcing 
interactions between the γ-globin gene and an enhancer shared with the β-
globin gene significantly reduced the simultaneous expression of the latter from 
the same allele (Bartman et al. 2016). In our context, the decreased interactions 
between central Hoxd genes and the enhancers of the TAD located beyond the 
duplicated segment as well as the changes in expression might be, at least 
partially contributed by duplicated gene promoters (see below). 

 
In both Dup(8i-10) and Dup(11-13), three gene promoters are duplicated: 

from Hoxd8 to Hoxd10 for Dup(8i-10) and from Hoxd11 to Hoxd13 in Dup(11-13). 
Considering Dup(8i-10), as all genes from Hoxd8 to Hoxd10 are able to interact 
with the T-DOM enhancers during the proximal regulation (Andrey et al. 2013; 
Rodríguez-Carballo et al. 2017), a competition with the Hoxd11 promoter could 
possibly explain the decrease of Hoxd11 expression in the proximal part of the 
limbs. As regards Dup(11-13), it is known that genes from Hoxd11 to Hoxd13 
contact the C-DOM enhancers, either constitutively (Hoxd13 and Hoxd12) or 
specifically for the distal regulation (Hoxd11) (Andrey et al. 2013; Rodríguez-
Carballo et al. 2017; also see Lonfat and Duboule 2015), and hence could 
compete with Hoxd9 and 10, resulting in a decreased digital expression of the 
latter genes. 

 
Interestingly, when examining the interactions established by the Hoxd4 

gene (which stands on the telomeric side of both duplicated alleles), although 
the contacts towards region CS38-40 were decreased in both duplications, this 
effect was more pronounced in Dup(8i-10) (see Figs. 9C and 11C). Since a larger 
number of gene promoters able to engage in strong interactions with region 
CS38-40 are duplicated in Dup(8i-10) (i.e. Hoxd8, Hoxd9 and Hoxd10) compared 
to Dup(11-13) (only Hoxd11) (Andrey et al. 2013; Rodríguez-Carballo et al. 2017), 
these results suggest a competition occuring between the promoter of Hoxd4 
and duplicated gene promoters for the access to region CS38-40. However, the 
difference between the two duplications could also be related to the number or 
orientation of duplicated CTCF sites in each case. In addition, we note that the 
above explanations are not mutually exclusive. For instance, the duplication of 
telomeric-oriented CTCF sites in Dup(8i-10) might have an additive effect over 
promoter competition for the loss of Hoxd4 – CS38-40 interactions. In this 
context, an assessment of Hoxd4 expression would be needed to determine 
whether the functional output is actually affected in these conditions or not. 
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To fully elucidate the contribution of promoter competition to the observed 
structural and expression-related effects, a system enabling to specifically delete 
the duplicated gene promoters, for example based on small sequence 
differences between the duplicated versions of the genes, would be needed. 
 
4. Preservation of a HoxD-like contact directionality in a new context 

By analyzing a transgenic line in which the entire HoxD cluster was relocated 
to a region of chromosome 10 (TgN(HoxD)), we showed that genes located at 
the extremes of the cluster established directional interactions within the 
surrounding landscape, similar to their behavior at the endogenous HoxD locus 
(Andrey et al. 2013; Rodríguez-Carballo et al. 2017). Indeed, whereas the 
contacts of the Hoxd13 gene promoter were stronger with regions located on 
the left-hand side of the integration, the ones of Hoxd4 were higher towards the 
right-hand side. We note that this behavior likely relies on the relative position 
of the genes within the relocated cluster (see Darbellay et al. 2019), although 
this would require further validation, typically by engineering intra-cluster 
inversions in the new context. 

 
Of particular interest, most contacts established by Hoxd13 and Hoxd4 

were constrained within the limits of the TAD in which the TgN(HoxD) transgene 
integrated, consistent with the definition of TADs as domains of increased 
interaction frequencies (Dixon et al. 2012). Moreover, both the CTCF protein and 
the cohesin subunit RAD21 were recruited to their cognate binding sites on the 
HoxD cluster at the new location. In the light of the predictions from the loop 
extrusion model (Sanborn et al. 2015; Fudenberg et al. 2016), the above 
evidences indicate the reconstitution of a functional HoxD TAD boundary ex situ. 

 
The fact that the TgN(HoxD) transgene is large (spanning 230 kb) and 

comprises all genes and almost all CTCFs (in both possible orientations) of the 
original HoxD cluster prompted us to follow a different approach in order to fully 
determine whether a boundary would be able to function ectopically. To that 
end, aiming at reducing possible confounding effects coming from a large insert 
size and numerous gene promoters, we turned to a fragment of the HoxD cluster, 
centered around the expected position of the dynamic HoxD boundary (i.e. the 
Hoxd11-Evx2 segment) (Andrey et al. 2013; Rodríguez-Carballo et al. 2017), as 
well as to the CS38-40 sub-TAD border of the T-DOM (Andrey et al. 2013; 
Rodríguez-Carballo et al. 2019; 2020). 
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5. Alterations of the local chromatin landscape at ectopic locations 
A previous attempt of local structural assessment upon ectopic TAD 

boundary integration was performed using the Firre locus, which encodes a long 
non-coding RNA (lncRNA) involved in the formation of chromosomal structures 
called super-loops that are specific to the inactive X chromosome (Xi) (Barutcu 
et al. 2018). The endogenous Firre locus displays a high density of CTCF-binding 
sites (i.e. 12 sites for the 72 kb of the gene) and is located at the border between 
two TADs. In this study, the authors generated a construct comprising the ca. 6 
kb Firre cDNA, which contains only one CTCF-binding site, fused to a doxycycline-
inducible promoter. This construct was used for random transgenesis in mice, 
after which they carried out Hi-C in order to evaluate structural changes. By 
doing so, no significant modifications of the structural landscape, such as TAD 
disruption, were scored among multiple integration events across the genome 
(Barutcu et al. 2018). In addition, inducing the expression of the ectopic Firre 
cDNAs using doxycycline did not alter TAD structure, in line with previous 
observations that forced gene expression is not sufficient to generate new 
boundaries (Bonev et al. 2017; Barutcu et al. 2018). 

 
Nevertheless, it should be noted that the Hi-C experiments of (Barutcu et 

al. 2018) were performed on heterozygous samples, in which one homolog for 
each of the integrated chromosomes was devoid from integration and hence 
could not be distinguished from the one carrying the transgenic construct. 
Therefore, apart from the fact that only one CTCF-binding site and one promoter 
could possibly be insufficient to disrupt a TAD (see below), the superimposition 
of the Hi-C signal coming from the non-integrated homologs might also account 
for the preservation of TAD structure in their datasets. 

 
Using samples that were homozygous for the TgN(d11-Evx2) integration, 

we observed only minor alterations of the surrounding chromatin landscape. 
Indeed, 4C-seq using viewpoints located within the welcoming TAD 
demonstrated that the amount of contacts spanning the integration site was 
very similar between the integrated and wild-type situations. However, an 
extensive analysis of this integration revealed that only the reverse Hoxd12-
Hoxd13 intergenic CTCF site was preserved from the original construct, together 
with the promoters of the Hoxd12 and Hoxd11 genes. Hence, such minor effects 
have at least two non-mutually exclusive explanations. Firstly, the intrinsic 
properties of the welcoming TAD could play a role in its response to the presence 
of ectopic boundary elements. In particular, the TgN(d11-Evx2) welcoming TAD 
in chromosome 7 was characterized by remarkably low contact frequencies, 
likely reflecting the presence of each of its loops in a small fraction of the cells 
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under study (see de Wit and de Laat 2012; Giorgetti and Heard 2016). Secondly, 
the greatly reduced number of ectopic boundary elements that were present in 
this situation might explain the mild structural changes, in line with the results 
of (Barutcu et al. 2018). 

 
In contrast, however, when analyzing a line carrying an integration of region 

CS38-40 in multiple copies in cis (TgN(38-40)high), representing an ectopic array 
of at least 12 CTCFs along a 180 kb genomic distance, we noticed drastic 
alterations of the local chromatin landscape. Indeed, most endogenous contacts 
going across the integration site were depleted in TgN(38-40)high homozygous 
samples, likely reflecting the blockage of chromatin loops by the integration in a 
vast majority of cells. This probably arose as a consequence novel chromatin 
loops established between the transgene on one side and discrete regions of the 
TAD on the other, particularly with CTCFs in convergent orientation relative to 
the ones of the transgene. It is noteworthy that the above can also account for 
the blockage of contacts coming from the right-hand side of the integration, 
since loops formed on this side are likely to be stalled by loops that are now 
anchored at the level of the transgene. 

 
In order to get closer to the original situation of the three reverse CTCFs of 

region CS38-40 (Rodríguez-Carballo et al. 2017), we conducted structural 
assessments in the TgN(38-40)low line, in which four ectopic reverse CTCFs are 
present. This revealed similar structural modifications compared to TgN(38-
40)high, although with seemingly weaker depletions of contacts going through the 
integration site. It is noteworthy that the quantitative differences in the 
structural alterations observed between TgN(38-40)high and TgN(38-40)low are 
probably related to the different numbers of ectopic CTCF sites that are present 
in each case. Nevertheless, a complete validation of this hypothesis would 
require several mutant lines with different numbers of CTCF sites at the same 
ectopic location. 

 
6. Reconstitution of a functional sub-TAD boundary ectopically 

The architectural changes observed in TgN(38-40)low raised the question of 
whether the welcoming TAD was disrupted by the integration in this situation. 
Indeed, analysis of TgN(38-40)low homozygous embryos by Hi-C revealed the 
formation of a relatively weak topological boundary (i.e. only identified with the 
most stringent TAD calling parameters; see Fig. S11) at the level of the 
integration site, similar to that observed at the endogenous region CS38-40 
(Andrey et al. 2013; Rodríguez-Carballo et al. 2019; 2020). 
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Of particular interest, in the course of the present study, another group 
found that the ectopic integration of an array of three CTCF binding sites (all in 
the same orientation) comprised within a 2.7 kb construct resulted in the 
formation of new chromatin loops with surrounding endogenous CTCFs (Redolfi 
et al. 2019). Furthermore, in some instances, the authors also noticed the 
formation of relatively weak boundaries at the level of the integrations. 
Nevertheless, their experiments were performed on cultured cells and lacked in 
vivo confirmation. Hence, to our knowledge, our results provide the first 
demonstration of the ectopic reconstitution of a functional sub-TAD boundary 
(i.e. retaining TAD splitting potential) in the genome of stable transgenic mice. 

 
With our experimental setup, however, we could not dismiss the possible 

effects on the structural landscape of interactions arising from the CS39 
enhancer of the TgN(38-40) construct. Nevertheless, the observation that the 
highest contact frequencies generally matched with endogenous CTCF sites, 
oriented convergently relative to the ones of the transgene in a majority of cases, 
strongly suggest a predominance of CTCF-dependent interactions to the 
observed structural changes. In addition, the rather similar results obtained by 
(Redolfi et al. 2019) when integrating an enhancer-free array of three CTCFs 
further support this hypothesis. 

 
7. Gene expression changes from the constructs and in the vicinity of ectopic 
boundary integrations  

In order to determine whether the genes of our transgenic constructs could 
respond to enhancers located within their new genomic landscapes, we 
performed whole-mount in situ hybridization experiments against Hoxd 
transcripts in both TgN(HoxD) and TgN(d11-Evx2) transgenic embryos. 

 
As regards TgN(HoxD), we found no ectopic expression of the Hoxd13 and 

Hoxd4 genes in a pattern that would resemble those of the genes surrounding 
the integration site, indicating that the presence of a gene in the same TAD than 
a given regulatory sequence is not sufficient for a productive communication 
between them. Nevertheless, the precise regulatory sequences of the 
surrounding genes remain to be identified in this case. 

 
Strikingly, we noticed that the Hoxd12 gene became expressed in a very 

similar cervical pattern compared to that of the gene that was disrupted by the 
integration of the TgN(d11-Evx2) construct, Hs3st4. Our structural investigations 
revealed that Hoxd12 engaged in interactions with both an intragenic enhancer 
of Hs3st4 and the promoter of the latter gene. Interestingly, this enhancer 
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showed reproducible activity in the same territories than the ones in which 
Hoxd12 became ectopically expressed, indicating an enhancer-trap-like 
phenomenon (see Kvon 2015). However, deciphering between the contribution 
of promoter-promoter Hs3st4-Hoxd12 and enhancer-promoter communication 
to the ectopic activation of Hoxd12 would require specific genetic interventions, 
in which either the enhancer or the promoter of Hs3st4 would be deleted. 

 
Our experimental systems also allowed us to assess changes in the 

expression of genes located in the vicinity of the ectopic boundary integrations 
without confounding effects coming from a wild-type allele. By doing so, we 
generally observed little or no effect for genes that are located in different TADs 
than the ones in which the transgenes integrated, consistent with the notion that 
cis regulatory sequences and their target genes are generally present within the 
same TAD (e.g. Long, Prescott, and Wysocka 2016; Sikorska and Sexton 2020). 
However, it remains possible that gene expression was actually affected at other 
developmental stages. 

 
For genes located within the welcoming TADs, or in a domain displaying 

relatively frequent interactions with a welcoming TAD, somehow different 
results were obtained. Surprisingly, we noticed apparently opposite changes in 
the expression of the Wdr3 and Man1a2 genes in TgN(38-40)high. This could be 
explained by the partial reallocation of regulatory inputs from a putative Wdr3 
enhancer towards the Man1a2 gene as a consequence of the integration. As 
regards the TgN(38-40)low integration, only a mild decrease in the Btg1 
transcripts levels was scored, and might result from slightly modified enhancer-
promoter communication as well. 

 
For all cases above, we got indications about the potentially implicated cis 

regulatory elements by looking into publicly available lacZ reporter assays (Visel 
et al. 2007), or mining chromatin accessibility and histone modifications data 
(Rodríguez-Carballo et al. 2019; Amândio et al. 2020; Christopher Chase Bolt, 
unpublished data). However, definitive answers to whether these elements are 
implicated in the observed changes would come from their removal by targeted 
genetic interventions in each case. 

 
At last, we did not observe any gain in the limb expression of genes 

surrounding the ectopic integrations of region CS38-40, despite the presence of 
the CS39 limb enhancer inside the construct (Andrey et al. 2013; Beccari et al. 
2016). This was somehow surprising since clear interactions were scored 
between the TgN(38-40) elements and the surrounding gene promoters, which 
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were devoid from CTCF binding in some instances. These results suggest that 
other features than solely contacts participate in productive enhancer-promoter 
communication, such as biochemical compatibility (Long, Prescott, and Wysocka 
2016). However, all the genes that we analyzed were already expressed in wild-
type limbs at E12.5, making it difficult to unambiguously assess changes in 
expression by whole-mount in situ hybridization, so that a more quantitative 
assessment of transcripts levels using either RT-qPCR or RNA-seq would be 
needed for confirmation. 

 
In addition, the possibility that the CS39 enhancer is inactive in the new 

contexts remains. Interestingly, we noticed that the TgN(38-40)high construct 
engaged in long-range (ca. 1.3 Mb) interactions towards the promoter of the 
Tbx15 gene, which is located in a different TAD than the one in which the 
integration occurred, without resulting in any detectable gain in the limb 
expression of Tbx15. Similar to what we observed in the genital tubercle, this 
gene also turned out to be covered by H3K27me3 marks in a large proportion of 
limb cells (observation on wild-type; Fig. S7). In particular, the pattern of 
H3K27me3 marks over the Tbx15 gene promoter precisely matched the distant 
peak of interactions established by the transgene in TgN(38-40)high embryos. This 
raises the possibility that the interactions scored between Tbx15 and the 
transgene might be mediated by Polycomb-group proteins in Tbx15-negative 
cells (Denholtz et al. 2013; Schoenfelder et al. 2015), possibly involving an 
inactive CS39 enhancer (see Andrey et al. 2013; Rodríguez-Carballo et al. 2017), 
similar to what we previously speculated in the context of the genital tubercle. 
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Conclusion: 
In the present study, taking the HoxD developmental locus of the mouse as 

a paradigm, we first showed that the strength of a TAD boundary can be 
modulated in situ by playing with the number of potential boundary elements it 
contains. In particular, intra-cluster duplications increasing the number of both 
CTCF-binding sites and gene promoters resulted in an increased isolation 
between the central Hoxd genes and the TAD located beyond the duplicated 
segment. Furthermore, the structural changes occuring between enhancer-
promoter pairs in these configurations matched with modified expression 
patterns of Hoxd genes that were reported in previous publications from our 
group. In this context, however, a substantial proportion of regulatory 
interactions appeared to be maintained despite the presence of a duplicated 
segment in-between, as were the global expression patterns of the central Hoxd 
genes, indicating a high resilience of enhancer-promoter communication. 

 
While it is now clear that CTCF and the cohesin complex hold key roles in 

shaping the genome into topologically associating domains, evidence for the 
capacity of a TAD boundary to function independently from its context of origin 
remained limited. Using various transgenic constructs containing HoxD-related 
boundary elements, we showed that the architectural proteins CTCF and RAD21 
were recruited to their cognate binding sites even when the latter were 
relocated in the genome. Moreover, the elements of the transgenes established 
contacts with their new surroundings, which were more frequent within the 
limits of the welcoming TADs and peaked at CTCF sites in convergent orientation 
relative to the ones of the transgene in many instances. Finally, some of these 
integrations resulted in significant alterations of the local chromatin landscape 
surrounding the insertion sites, as demonstrated by the formation of a new 
boundary in at least one of the cases under study. Collectively, we believe that 
these results provide new insights into how topological boundaries function in 
the genome. 
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Material and Methods: 
Genetically engineered mice strains 

The HoxDDup(8i-10) (named Dup(8i-10)) and HoxDDup(11-13) (named Dup(11-13)) 
mouse lines have already been described in previous publications from our 
group (Tarchini and Duboule 2006; Kmita et al. 2002). They were obtained by 
targeted meiotic recombination (TAMERE) starting from parental lines carrying 
loxP sites at the desired duplication breakpoints (Hérault et al. 1998). The 
TgN(Hoxd1lacZ/69) (named TgN(HoxD)) line was obtained by Jozsef Zákány 
using the bacterial artificial chromosome (BAC) clone RP23-400H17 (accession 
number AC015584; described in Spitz et al. 2001) and has been previously 
reported in (Guerreiro et al. 2016; Schep et al. 2016). In brief, both a lacZ 
reporter gene and a ZeocinTM resistance cassette (derived from pEM7/Zeo, 
Thermo Fisher Scientific) were introduced in the BAC at the level of the HindIII 
site in the second exon of Hoxd1 (Schep et al. 2016). Transgenesis was performed 
by pronuclear injection. The TgN(d11-Evx2) and TgN(38-40) constructs were 
designed by Eddie Rodríguez-Carballo and the corresponding random transgenic 
lines (i.e. TgN(d11-Evx2), TgN(38-40)high and TgN(38-40)low) were produced by 
pronuclear injection at the transgenic core facility of the University of Geneva. 
Simplified schemes of all initial transgenic constructs that were used in the 
present study can be found in Figures S3A (TgN(HoxD)), S4A (TgN(d11-Evx2)), 
S5A and S8A (TgN(38-40)). 129S1/Sv-Hprttm1(CAG-cre)Mnn/J (short name Hprtcre) 
mice were purchased from The Jackson Laboratory. These mice carried a Cre-
expression cassette in the Hprt locus (active in the female germline) on 
chromosome X (Tang et al. 2002) and were used for transgene extra-copy 
removal thanks to a flanking loxP site on the TgN(d11-Evx2) (see Fig. S4A) or 
TgN(38-40) (see Figs. S5A and S8A) construct. The HoxDdel(attP-Rel5)d9lac (named 
del(attP-Rel5)) allele has already been described in (Rodríguez-Carballo et al. 
2017). It was obtained by TAMERE starting from the HoxDattP (Andrey et al. 2013) 
and HoxDRel5-d9lac (Montavon et al. 2011) alleles. The HoxDdel(CS38-40) (named 
del(CS38-40)) allele has been described in (Schep et al. 2016). It was produced 
by placing loxP sites on each sides of region CS38-40 through homologous 
recombination, followed by Cre-mediated excision of the floxed segment (see 
Hprtcre). The HoxDdel(1-13)d11lac (named HoxDdel(1-13)) allele has been described in 
(Zákány et al. 2001). It was generated starting from an allele carrying a 
Hoxd1/lacZ/loxP construct at the endogenous position of Hoxd1, together with 
a Hoxd11/lacZ/loxP construct between Hoxd13 and Evx2. The deletion of all 
sequences located between the two loxP sites was achieved by Cre-mediated 
recombination in vitro (Zákány and Duboule 1996; Zákány et al. 2001). All mouse 
lines used in this study were maintained in a heterozygous state on a 
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C57BL6xCBA background. Crosses between heterozygous individuals were 
performed to obtain homozygous embryos. 

 
ChIPmentation 

ChIPmentation was performed using the protocol of (Schmidl et al. 2015). 
Tissues were dissected in ice-cold cold 1X PBS and crosslinking was performed 
for 15 minutes at room temperature in a 1X PBS fixation solution containing 1% 
formaldehyde (Thermo Fisher Scientific, 28906). Crosslinking was stopped using 
Stop Solution (Active Motif, ChIP-IT HS Kit) and tissues were washed three times 
in ice-cold washing solution containing 1X PBS and Detergent (Active Motif, 1:20). 
Tissues were frozen in liquid nitrogen and stored at -80°C until further processing. 
For each genotype, either four E12.5 whole limbs or one E9.5-E10 headless 
embryo were used for the rest of the procedure. The tissues were resuspended 
in Chromatin Prep Buffer (Active Motif, ChIP-IT HS Kit) containing cOmpleteTM, 
Mini, EDTA-free Protease Inhibitor Cocktail (Sigma-Aldrich, 1 tablet in 10 mL), 
homogenized using a Polytron and nuclei were released using a Dounce 
homogenizer with type B (tight) pestle (Active Motif). Released nuclei were 
resuspended in sonication buffer (50mM Tris-HCl pH8, 10mM EDTA pH8, 0.25% 
SDS) containing protease inhibitors. Chromatin was fragmented using a 
Bioruptor® Pico sonication device (Diagenode), with the following settings. E12.5 
limbs: 4-6 times (20 seconds ON, 30 seconds OFF). E10 headless embryos: 4 
times (20 seconds ON, 30 seconds OFF). Sonication was controlled using agarose 
gel electrophoresis after reversing crosslinks and a fraction of the samples was 
preserved to evaluate the efficiency of the chromatin immunoprecipitation by 
qPCR prior to sequencing (see total input DNA control below). DynabeadsTM 
Protein A (Thermo Fisher Scientific, 10001D) were washed three times in RIPA 
with low salt concentration (LS, 140mM NaCl) containing BSA (1 mg/mL). Anti-
CTCF (Active Motif, 61311) or Anti-RAD21 (Abcam, ab992) antibodies were then 
incubated with the beads for 3 hours on a rotating wheel at 4°C, followed by two 
washes in RIPA-LS containing BSA. Samples were incubated with the Antibody-
coupled beads on a rotating wheel at 4°C overnight for chromatin 
immunoprecipitation. The following washes were performed in the presence of 
protease inhibitors: 2 washes in RIPA-LS, 2 washes in RIPA with high salt 
concentration (HS, 500 mM NaCl), 2 washes in RIPA containing LiCl, 1 wash in 10 
mM Tris-HCl pH8. Tagmentation was performed using the Tagment Enzyme 1 
(Tn5, Illumina) for 2 minutes at 37°C. Samples were kept on ice for 5 minutes in 
order to inactivate the Tn5 enzyme, followed by washes with RIPA-LS and TE (10 
mM Tris-HCl pH8, 1 mM EDTA pH8); once each. ChIPed DNA was eluted using 
ChIP elution buffer (10 mM Tris-HCl pH8, 5 mM EDTA pH8, 300 mM NaCl, 0.4% 
SDS) containing proteinase K for 1 hour at 55°C, followed by 6 hours at 65°C. The 
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same previous step as well as all the following were also carried out on the total 
input DNA. DNA was purified using the MinElute PCR Purification Kit (Qiagen). 
ChIPmentation library amplification was performed using indexed Nextera 
custom primers (Buenrostro et al. 2013) and pre-heated KAPA HiFi HotStart 
ReadyMix (Roche) following the manufacturer’s instruction (with an extension 
time of 30 seconds and annealing at 63°C) and applying a number of cycles 
determined empirically by qPCR on a fraction of the samples so as to minimize 
PCR duplicates. The resulting libraries were purified and size-selected using SPRI 
beads with magnetic separation. Enrichment for ChIPed DNA was assessed by 
qPCR using the total input DNA as a control. The ChIPmentation libraries were 
multiplexed and sequenced so as to obtain 50 bp single-end reads with an 
Illumina HiSeq. ChIPmentation data analysis was performed as described in 
(Rodríguez-Carballo et al. 2019). The data were demultiplexed, followed by 
adapter trimming and reads filtering using cutadapt (Martin 2011). Data 
mapping was achieved with Bowtie 2 (Langmead and Salzberg 2012) on either 
the mm10 reference genome, or on the mm10+TgN(38-40)low custom genome. 
Only reads with a MAPping Quality (MAPQ) above 30 were kept when mapping 
on the mm10 genome, whereas all were kept for mm10+TgN(38-40)low so that 
the reads mapping to the ~600 bp duplication observed in this line were not 
discarded. Prior to merging the replicates, the bedgraphs were normalized to the 
number of tags obtained after filtering. The merging of replicates was performed 
with the unionbedg tool of the BEDTools suite (Quinlan 2014). Peak calling of 
CTCF and RAD21 was achieved using the MACS2 algorithm (Y. Zhang et al. 2008; 
Feng et al. 2012) during data processing. CTCF site orientation was determined 
afterwards using CTCFBSDB 2.0 (http://insulatordb.uthsc.edu/) (Ziebarth, 
Bhattacharya, and Cui 2013) with MIT_LM7 motif position weight matrix (PWM). 

 
TLA 

TLA was performed following the protocol published as a supplement to (de 
Vree et al. 2014). Tissues were dissected in ice-cold 1X PBS containing 10% fetal 
calf serum (FCS), followed by cell dissociation with collagenase type XI (Sigma-
Aldrich, C7657) at 37°C while shaking for 30-45 minutes. This solution was 
strained using snap capped tubes with a nylon mesh (Falcon®, 352235). 
Chromatin was crosslinked for 10 minutes at room temperature in 1X PBS/10% 
FCS containing formaldehyde (Sigma-Aldrich, F8775) at a final concentration of 
2%. Crosslinking was blocked by ice-cooling and ice-cold glycine addition. After 
centrifugation, the samples were lysed, centrifuged once more and frozen at -
80°C until further processing. Transgene-positive samples were identified by PCR 
and either 2-4 E12.5 brains, 8 E12.5 whole limbs, or 1-2 E9.5-E10.5 whole 
embryos were used for the rest of the procedure. Nuclei pellets were 
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resuspended in 1X CutSmart® Buffer (New England Biolabs), followed by SDS 
addition to a final concentration of 0.28%. Samples were incubated at 37°C while 
shaking for 30 minutes, after which TritonX-100 was added to quench SDS. 
Crosslinked chromatin was primarily digested using NlaIII (4-cutter; New England 
Biolabs) overnight at 37°C while shaking. NlaIII digestion efficiency was assessed 
by agarose gel electrophoresis after reversing chromatin crosslinks using 
proteinase K. NlaIII was then inactivated by heating the samples at 65°C for 20 
minutes. Ligation was performed in the presence of T4 DNA Ligase (Promega) for 
2.5-3 hours at room temperature. Ligation efficiency was evaluated on agarose 
gel. Chromatin reverse crosslinking was performed by adding proteinase K to the 
samples, followed by incubation overnight at 65°C without agitation. Proteinase 
K removal was performed using phenol-chloroform DNA purification with 
ethanol precipitation. Secondary restriction was performed using NspI (5-cutter 
recognizing a subset of NlaIII sites; New England Biolabs) in 1X CutSmart® Buffer 
overnight at 37°C with agitation and was then assessed by agarose gel 
electrophoresis. NspI was heat-inactivated (65°C), followed by secondary 
ligation with T4 DNA Ligase at 16°C overnight in DNA-diluted conditions so as to 
favor intramolecular ligation events. After ethanol precipitation, DNA was 
purified using the QIAquick PCR Purification Kit (Qiagen), following the 
manufacturer’s instructions. Enrichment for secondary ligation products was 
controlled on an agarose gel, followed by DNA quantification using a QubitTM 
fluorometer (Thermo Fisher Scientific). TLA inverse PCR was performed using 
800 ng template DNA (for 8 reactions in total), viewpoint-directed inverse PCR 
primers (a list of all TLA viewpoints used in this study is given in Table S4) and 
the Phire Hot Start II DNA Polymerase (Thermo Fisher Scientific) following the 
manufacturer’s program with 2 minutes extension time and annealing at 55°C. 
TLA PCR products were purified using the QIAquick PCR Purification Kit, 
quantified using QubitTM and quality checked by gel electrophoresis. TLA library 
preparation was achieved by tagmentation of sequencing adapters using the 
NexteraTM DNA Flex Library Prep (Illumina) protocol. Libraries were sequenced 
so as to obtain 100 bp single-end reads with an Illumina HiSeq. A detailed TLA 
data analysis workflow is given in Figure S2. 

 
4C-seq 

4C-seq was performed as in (Noordermeer et al. 2011). As for TLA, cells 
were dissociated with collagenase type XI, followed by chromatin crosslinking in 
a 2% formaldehyde solution and lysis. Samples were frozen at -80°C until further 
processing. For each genotype, samples corresponding to either 11 E12.5 PFL or 
DFL (Dup(8i-10) and Dup(11-13)), 12 E12.5 whole limbs (TgN(HoxD); all TgN(d11-
Evx2) viewpoints except Hoxd12; TgN(38-40)high; TgN(38-40)low) or 2 E10.5 
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headless embryos (TgN(d11-Evx2), Hoxd12 viewpoint) were used for the rest of 
the procedure. Nuclei pellets were resuspended in 1.2X CutSmart® Buffer (New 
England Biolabs), followed by SDS addition to a final concentration of 0.29%. The 
samples were incubated while shaking for 10 minutes at 55°C, followed by 50 
minutes at 37°C. TritonX-100 was added in order to quench SDS. Crosslinked 
chromatin was primarily digested using NlaIII (4-cutter; New England Biolabs) for 
a minimum of 1 hour at 37°C while shaking before controlling the digestion. NlaIII 
digestion efficiency was assessed by agarose gel electrophoresis after reversing 
chromatin crosslinks using proteinase K. NlaIII digestion was continued overnight, 
followed by an additional digestion control. NlaIII was then inactivated by SDS 
addition and heating the samples at 65°C for 25 minutes. Ligation was performed 
in the presence of T4 DNA Ligase (Promega) for 4 hours at 16°C in diluted 
conditions so as to favor intra-complex ligation events. Chromatin reverse 
crosslinking was performed by adding proteinase K to the samples, followed by 
incubation overnight at 65°C without agitation. Proteinase K removal was 
achieved using phenol-chloroform DNA purification with ethanol precipitation. 
The concentration of the purified DNA was measured using QubitTM, ligation was 
assessed on agarose gel and the DNA was diluted to a concentration of 100 ng/μL 
in 1X NEBufferTM DpnII. Secondary restriction was performed using DpnII (4-
cutter; New England Biolabs) overnight at 37°C with agitation. DpnII was heat-
inactivated (65°C), followed by phenol-chloroform DNA purification with ethanol 
precipitation. After this step, secondary restriction was assessed by agarose gel 
electrophoresis. Secondary ligation was performed with T4 DNA Ligase at 16°C 
for 4 hours in DNA-diluted conditions in order to favor intramolecular ligation 
events. Ligated DNA products were then extracted using phenol-chloroform with 
ethanol precipitation and purified using the QIAquick Nucleotide Removal Kit 
(Qiagen), following the manufacturer’s instructions. 4C DNA was quantified 
using QubitTM and enrichment for secondary ligation products was controlled on 
an agarose gel. An inverse PCR was performed using 100 ng template DNA (for 
14 reactions in total), viewpoint-directed inverse PCR primers carrying Illumina 
Solexa sequencing adapters (a list of all 4C-seq viewpoints used in this study is 
given in Table S3) and the ExpandTM Long Template PCR System polymerase 
(Roche) with the provided Buffer 1, following the manufacturer’s protocol with 
3 minutes extension time and annealing at 55°C. 4C PCR libraries were purified 
using the QIAquick PCR Purification Kit with a QIAvac vacuum manifold (Qiagen), 
quantified using QubitTM and quality checked by gel electrophoresis. Libraries 
were multiplexed and sequenced so as to obtain 100 bp single-end reads with 
an Illumina HiSeq. 4C-seq data analysis was performed locally following the same 
procedure as previously available on the HTSstation web interface (David et al. 
2014) (http://htsstation.epfl.ch). Raw sequencing reads were first demultiplexed 
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to assign each read to a viewpoint and experiment. For each read, the CATG 
sequence (NlaIII restriction site) and the following 26 base pairs (i.e. 30 bp in 
total) were mapped on either the mm10 reference genome or on the 
mm10+TgN(38-40)low custom genome. Reads corresponding to self-ligation and 
non-digestion events as well as those that were not delimitated by a NlaIII site 
on one end and a DpnII site on the other (e.g. with NlaIII sites on both extremities) 
were removed from the analysis. The signal was uniformly attributed to the 20 
first hits of highest similarity and a coefficient allowing to adapt the score to 
repetitive regions was produced using RepeatMasker (Chen 2004). The region 
located within +/-(2.5-3.5 kb) around each viewpoint was also excluded from the 
analysis. The resulting scores were then normalized to the mean score of 
fragments mapping within +/-5 Mb around the viewpoint. For each fragment, 
the signal was smoothened on 5 fragments preceding the fragment, this 
fragment and 5 fragments succeeding it (11 fragments smoothening). 

 
Hi-C 

Hi-C was performed following a modified version of the protocol from (Rao 
et al. 2014). As for TLA and 4C-seq, cells were dissociated with collagenase type 
XI, followed by chromatin crosslinking in a 2% formaldehyde solution, with the 
difference that they were frozen at -80°C before conducting the lysis. For each 
genotype (i.e. wild-type or homozygous TgN(38-40)low), one sample 
corresponding to four E12.5 whole limbs was used for the rest of the procedure. 
Nuclei pellets were resuspended in lysis buffer and placed on a rotating wheel at 
4°C for 30 minutes, centrifuged and resuspended in 1X NEBufferTM 3.1 (New 
England Biolabs) containing SDS to a final concentration of 0.11%. The samples 
were incubated at 65° for 10 minutes, followed by ice-cooling and TritonX-100 
addition for SDS quenching. Crosslinked chromatin was digested using DpnII (4-
cutter; New England Biolabs) for 4 hours at 37°C while shaking before controlling 
the digestion by agarose gel electrophoresis after reversing chromatin crosslinks 
using proteinase K. DpnII digestion was continued overnight, followed by an 
additional digestion control. DpnII was then heat-inactivated (65°C) and samples 
were resuspended in 1X NEBufferTM 3.1. Biotin fill-in was performed using biotin-
14-dATP, non-biotinylated dCTP/dGTP/dTTP and DNA Polymerase I, Large 
(Klenow) Fragment with 3’->5’ exonuclease activity (New England Biolabs, 
M0210). This reaction was incubated on a rotating wheel for 4 hours at room 
temperature. Blunt-end ligation was achieved with T4 DNA Ligase (Thermo 
Fisher Scientific, EL0011) on a rotating wheel for 4 hours at room temperature. 
NaCl and SDS were added to the samples to a final concentration of 260mM and 
0.86%, respectively. Samples were incubated overnight at 68°C with agitation. 
Chromatin reverse crosslinking was performed by adding proteinase K to the 
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samples, followed by incubation at 56°C while shaking for 1 hour. Proteinase K 
removal was achieved through two rounds of phenol-chloroform DNA extraction 
with a final ethanol precipitation. The concentration of the purified DNA was 
measured using the QubitTM dsDNA BR assay (Thermo Fisher Scientific) and 
ligation was assessed on agarose gel. Sonication was carried out using a Covaris® 
E220 sonication device with 175W peak incident power, 200 cycles per burst and 
for a treatment time of 90 seconds. A 1:8:1 size selection was performed using 
SPRI beads with magnetic separation. The concentration of the sonicated DNA 
was measured using QubitTM dsDNA BR. The biotin pull-down was performed 
using DynabeadsTM MyOneTM Streptavidin C1 (Thermo Fisher Scientific) with 
magnetic separation, followed by quantification using the QubitTM dsDNA HS 
assay (Thermo Fisher Scientific). Repair of DNA fragment ends was achieved 
using T4 Polynucleotide Kinase (New England Biolabs, M0201), T4 DNA 
Polymerase (New England Biolabs, M0203) and DNA Polymerase I, Large (Klenow) 
Fragment with 3’->5’ exonuclease activity (New England Biolabs, M0210) at 
room temperature for 30 minutes with agitation during 10 seconds every 5 
minutes. A-tailing was performed with a DNA Polymerase I, Large (Klenow) 
Fragment lacking both 5’->3’ and 3’->5’ exonuclease activities (New England 
Biolabs, M0212) in 1X NEBufferTM 2 (Thermo Fisher Scientific) containing dATP 
for 30 minutes at 37°C. Ligation of TruSeqTM (Illumina) paired-end Y adapters 
including indexes for multiplexing was performed following the manufacturer’s 
instructions using T4 DNA Ligase (Thermo Fisher Scientific, EL0011) at room 
temperature for 2 hours. Library amplification was performed by PCR using the 
Herculase II Fusion DNA Polymerase (Agilent, 600675) following the 
manufacturer’s instructions (with an extension time of 15 seconds and annealing 
at 65°C) and applying a number of cycles determined empirically by conventional 
PCR on a fraction of the samples so as to minimize PCR bias and PCR duplicates. 
Libraries were purified using SPRI beads with magnetic separation, quantified 
with QubitTM dsDNA HS and the sizes of the DNA fragments were measured on a 
Fragment Analyzer. Hi-C libraries were finally multiplexed and sequenced so as 
to obtain 75/75 bp paired-end reads with an Illumina NextSeq (first run, 80 
million reads per sample) or HiSeq (second run, idem). Hi-C data analysis was 
achieved as in (Yakushiji-Kaminatsui et al. 2018), with modifications. After 
sequencing, the reads were processed with the HiCUP pipeline (version 0.7.3) 
(Wingett et al. 2015), working with Bowtie 2 (Langmead and Salzberg 2012) and 
SAMtools (H. Li et al. 2009). HiCUP was applied providing either the mm10 
reference genome, or the mm10+TgN(38-40)low custom genome. In both cases, 
GATC was defined as restriction site sequence (DpnII). For the mapping on the 
mm10+TgN(38-40)low custom genome, the pipeline was adapted in order to 
prevent removal of reads mapping to the ~600 bp duplication observed in 
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TgN(38-40)low. In contrast to (Yakushiji-Kaminatsui et al. 2018), all valid hybrid 
pairs were kept since no MAPping Quality (MAPQ) filter was applied. HiCUP 
assigned each read to a given genomic fragment, after which the coordinate of 
the middle of this fragment was retrieved. Analysis of the hybrid pairs resulted 
in a Hi-C matrix binned at 40 kb, which was further processed using cooler for 
balancing normalization. TAD identification in Figure 21, 22 and S11 was 
achieved using hicFindTADs from the HiCExplorer package 
(https://github.com/deeptools/HiCExplorer) (Ramírez et al. 2018). It was 
performed using the TopDom algorithm (Shin et al. 2016) in all other figures 
showing Hi-C heatmaps, whose data source is (Rodríguez-Carballo et al. 2017). 

 
Nanopore Cas9-targeted sequencing (nCATS) 

nCATS was performed as in (Gilpatrick et al. 2020), following the Cas-
mediated PCR-free enrichment protocol (Oxford Nanopore Technologies Ltd) 
with a tiling approach, with the difference that single-guide RNAs (sgRNAs) were 
used for target enrichment. Multiple pairs of sgRNAs were designed on the 
target region (see Fig. S10A and Table S7) with Benchling 
(https://www.benchling.com/) and were converted into EnGen®-compatible 
DNA oligos using the NEBioCalculator (http://nebiocalculator.neb.com/#!/sgrna) 
(see Table S7). sgRNAs production was performed using the EnGen® sgRNA 
Synthesis Kit, S. pyogenes (New England Biolabs, E3322) following the 
manufacturer’s instructions. The quality of the sgRNAs was evaluated by agarose 
gel electrophoresis and their concentrations were measured on a NanoDropTM 
(Thermo Fisher Scientific). Two distinct pools of sgRNAs (see Fig. S10A) and Alt-
R® S. pyogenes HiFi Cas9 nuclease V3 (IDT) were assembled into Cas9 
ribonucleoprotein (RNP) complexes in 1X CutSmart® Buffer (New England 
Biolabs) at room temperature for 30 minutes. The efficiency of the sgRNA-
directed Cas9 cleavage was evaluated by qPCR (with primer pairs spanning each 
cutting sites) after performing a “release test” on TgN(38-40)low genomic DNA. 
High molecular weight genomic DNA (HMW gDNA) was prepared as follows, 
starting from a single E13.5 TgN(38-40)low and del(CS38-40) double-homozygous 
headless embryo. The sample was proteinase K digested in digestion buffer (50 
mM Tris-HCl pH8, 10 mM EDTA pH8, 200 mM NaCl, 0.5% SDS) at 55°C while 
shaking for 48 hours. No heat-inactivation of proteinase K was performed in 
order to preserve the integrity of large DNA molecules. HMW gDNA was purified 
with two successive rounds of phenol-chlorophorm extraction, followed by 
ethanol precipitation. The resulting gDNA was then quantified with a 
NanoDropTM and quality checked on an agarose gel. Prior to following the 
standard protocol, a size selection was carried out so as to remove the smallest 
fragments from the solution. This was performed using 0.8 times the sample 
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volume of SPRI beads and magnetic separation. gDNA was quantified once more 
with a NanoDropTM and enrichment for large molecules was assessed on a 
Fragment Analyzer. gDNA dephosphorylation was performed using Quick Calf 
Intestinal Phosphatase (CIP) (New England Biolabs, M0525) in 1X CutSmart® 
Buffer (New England Biolabs) at 37°C for 10 minutes, followed by inactivation at 
80°C for 2 minutes. Cleavage and A-tailing of the dephosphorylated gDNA was 
performed using the Cas9-sgRNAs RNPs (for cleavage) together with Taq DNA 
Polymerase (for A-tailing) (New England Biolabs, M0273) in the presence of dATP 
within the same reaction mix. Two independent reactions corresponding to the 
two different pools of Cas9-sgRNAs RNPs were incubated for 1 hour at 37°C 
(cleavage), followed by 5 minutes at 72°C (Cas9 denaturation and A-tailing). A 
fraction of the samples was preserved at this step for an additional fragment size 
analysis. The products from both Cas9-mediated release reactions were pooled 
together and adapter ligation was performed using the AMX adapters from the 
Ligation Sequencing Kit (Oxford Nanopore Technologies Ltd, SQK-LSK109), 
following the manufacturer’s instructions. The resulting library was then purified 
using SPRI beads and the Long Fragment Buffer (LFB) from the kit before loading 
on a MinION SpotON flow cell (Oxford Nanopore Technologies Ltd, FLO-
MIN106D). The MinION output data in fast5 format were converted into the 
fastq format using the Guppy basecaller version 3.1.5 (Oxford Nanopore 
Technologies Ltd) and mapped on the mm10+TgN(38-40)low custom genome 
using minimap2 version 2.15 (Oxford Nanopore Technologies Ltd). Only the best 
similarity hit was kept for each read. The format of the reads file was converted 
from bam to bed so as to obtain continuous reads despite the relatively high 
error rate of Nanopore sequencing. The MinION coverage shown on Figure S10B 
was extracted from the reads file in bed format. In parallel, reads mapping on 
both the integration site (chr10:97018026-97021028, mm10) and transgene 
(vector and chr2:75122684-75160161, mm10) sequence components of the 
TgN(38-40)low mutant construction (see Fig. S10A) were converted from the fastq 
to the fasta format in order to produce the MinION reads dot plots displayed on 
Figure S10C. This was performed using a Perl script as in (Hughes et al. 2005; 
Nicholls et al. 2019). 

 
In situ probe cloning and transcription 

Total RNAs for cDNA production were extracted from various E13.5 
embryonic tissues (including limbs, kidneys, forebrain and hindbrain) stored in 
RNAlaterTM using the RNeasy® Micro Kit (Qiagen, 74004), following the 
manufacturer’s instruction. Retrotranscription of RNAs into cDNAs was 
performed using random primers and the SuperScript® II Reverse Transcriptase 
(Promega, 18064014) in the presence of RNAse inhibitors and MgCl2. The 
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retrotranscription reaction was incubated for 5 minutes at 25°C, 1 hour at 42°C 
and 15 minutes at 70°C. Starting from the cDNAs, standard PCRs were performed 
using the TopTaq polymerase (Qiagen) and primers matching with either an exon 
or the 3’ UTR of each mRNA of interest (see Table S8). The PCR products were 
migrated on an agarose gel and the band corresponding to the amplicon of 
interest was dissected under UV transillumination, followed by DNA purification 
using the QIAquick PCR Purification Kit (Qiagen). Each PCR products was 
independently cloned into the pGEM®-T Easy Vector (Promega, A1360), 
following the manufacturer’s instructions, after which heat shock-driven 
transformation of chemically competent bacteria with the plasmid was 
performed. Bacteria were plated on LB-agar plates containing ampicillin. X-gal 
was added in order to distinguish bacteria carrying the empty vector (forming 
blue colonies) from the ones carrying an insert-containing plasmid (forming 
white colonies). Individual white colonies of bacteria were picked and used to 
inoculate a 2 mL LB + ampicillin liquid solution. Bacteria were grown overnight 
at 37°C while shaking, after which Miniprep plasmid DNA purification was 
performed. The purified plasmid DNA was analyzed using cleavage by restriction 
enzymes cutting at known sites inside the vector in order to determine the 
orientation of the insert, whereas another fraction of the DNA was Sanger 
sequenced. Bacterial cultures identified as carrying the correct insert within the 
pGEM®-T Easy Vector were used to inoculated 100 mL LB + ampicillin. After 
growing the bacteria overnight at 37°C, the bacteria were harvested to produce 
stocks in glycerol for long-term storage at -80°C on the one hand, and on the 
other hand to obtain highly concentrated purified plasmid DNA using the 
NucleoBond® Xtra Midi Kit (Macherey-Nagel). Plasmid DNA was linearized using 
the appropriate restriction enzyme and in vitro transcription was performed for 
2 hours at 37°C using either the T7 or SP6 RNA Polymerase (Promega, P2075 and 
P1085), depending on the orientation of the insert in the vector, for antisense or 
sense probe production. Transcription was performed in the presence of DIG 
Labeling Mix (Roche, 11277073910) for digoxigenin (DIG) to be incorporated into 
the probes. The RNA probes were analyzed by agarose gel electrophoresis, 
purified using the RNeasy® Purification Kit (Promega) and quantified on a 
NanoDropTM. 

 
Whole-mount in situ hybridization 

Whole-mount in situ hybridization (WISH) was performed following the 
protocol published as a supplement to (Woltering et al. 2009). Embryos were 
isolated in ice-cold 1X PBS, collected in 1X PBS containing 4% paraformaldehyde 
(PFA) (Sigma-Aldrich, 16005) and incubated for 24 hours at 4°C for fixation. The 
embryos were then transferred to 100% methanol and stored at -20°C before 
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further processing. Sets of E12.5 embryos of comparable sizes and of all possible 
genotypes as regards a given transgene (i.e. wild-type, homozygous and 
heterozygous) were placed together in 7 mL plastic tubes. The samples were 
maintained in agitation in-between all following steps. Embryos were bleached 
in methanol containing 3% H2O2 for 20 minutes at room temperature. 
Rehydration was performed by transferring the embryos through successive 
solutions of decreasing methanol concentrations, ending with Tris-Buffered 
Saline (20 mM Tris Base, 137 mM NaCl, 2.7 mM KCl) containing 1:1000 Tween-
20 (TBS-T). Permeabilization was achieved by treating the embryos with 
proteinase K at a final concentration of 10 ng/mL for 10 minutes at room 
temperature. After washing with TBS-T, proteinase K was inactivated by addition 
of acetic anhydride and 100 mM TEA pH7-8. The embryos were fixed one more 
time in 1X PBS containing 4% PFA for 20 minutes at room temperature, followed 
by TBS-T washes and incubation in a hybridization mix (containing RNA from 
Torula, formamide, SSC, Blocking Reagent, EDTA 0.5 M pH8, heparin and Tween-
20) for 4 to 5 hours at 68°C. Hybridization was performed with DIG-labeled RNA 
probes (see in situ probe cloning and transcription above) at a final 
concentration of 100-200 ng/mL overnight at 68°C. Two washes were performed 
in hybridization mix without probe, followed by four washes in SSC containing 
Tween-20. Embryos were transferred in maleic acid buffer (150 mM maleic acid 
ph7.5, 100 mM NaCl) containing Tween-20 (MAB-T), and then to a Blocking 
buffer (MAB-T with 1% Blocking Reagent; Roche, 1096176) for 1.5 hours in order 
to equilibrate the samples. Incubation in Blocking buffer containing 1:3000 Anti-
DIG antibodies coupled to alkaline phosphatase (Roche, 093274) was performed 
for 4 to 5 hours at room temperature. Five washes were done in MAB-T with 5 
to 20 minutes waiting in-between. Another series of washes in MAB-T was 
carried out on the following day and was continued overnight. The embryos 
were equilibrated in alkaline phosphatase buffer (100 mM Tris-Base, 100 mM 
NaCl, 50 mM MgCl2, 1:1000 Tween-20) and stained in BM-Purple (Roche, 
11442074001) away from light for 8-14 hours (depending on the probe) at room 
temperature with moderate agitation. A last series of TBS-T washes were carried 
out before fixing the sample in 1X PBS containing 4% PFA. Pictures were taken 
with a Leica M205 FCA microscope equipped with a DFC 7000 T camera and were 
processed with Adobe Photoshop®. 

 
qPCR transgene quantifications 

Individual ear punches from adult mice were digested in proteinase K for 
48 hours, followed by heat-inactivation of the enzyme at 96°C. Samples were 
cooled down, centrifuged and gDNA was purified using phenol-chloroform 
extraction and ethanol precipitation. qPCR was performed using PowerUpTM 
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SYBRTM Green Master Mix (Thermo Fisher Scientific, A25742) on MicroAmpTM 
Optical 384-Well Reaction Plate (Thermo Fisher Scientific, 4309849) in a 
QuantStudioTM 5 Real-Time PCR device (Thermo Fisher Scientific). The primers 
used were either specific to the elements present in the TgN(38-40) construct 
(namely the CTCF site of CS38, CS39 and the first CTCF of CS40) (see Figs. S6 and 
S9), to control regions of the HoxD cluster (i.e. the intergenic Hoxd4-Hoxd8 and 
Hoxd8-Hoxd9 CTCF sites), or to a normalizing gene (Aldehyde dehydrogenase 1 
family, member A2 or Aldh1a2) (see Table S9). For each sample, the results were 
normalized to the value of Aldh1a2 using the ΔCt method. The qPCR 
quantifications plots shown on Figures S6 and S9 were produced using GraphPad 
Prism 8 and represent the values relative to the wild-type (ΔΔCt), for each qPCR 
target. 

 
Sequencing data analysis and display 

All chromosome conformation capture (4C-seq and Hi-C) data were 
analyzed through the Scientific IT and Application Support Center of the École 
polytechnique fédérale de Lausanne (EPFL). All chromatin immunoprecipitation 
(ChIP-seq and ChIPm) data were analyzed on our Galaxy platform 
(https://galaxyduboule.epfl.ch/). For all main figures in Results, data were 
plotted using the pyGenomeTracks software 
(https://github.com/deeptools/pyGenomeTracks) (Ramírez et al. 2018). For all 
supplemental figures, the genome browser tracks data were displayed using the 
UCSC Browser. Gene annotations were retrieved and adapted from UCSC 
(GRCm38.92-mm10). All figures were processed with Adobe Illustrator®. 

 
Quantifications of 4C-seq contacts over the HoxD TADs 

The quantifications shown on Figures 8 and 10 were performed by summing 
4C-seq scores from bedgraphs over either the T-DOM (chr2:74781516-75600000) 
or C-DOM (chr2:73920001-74636454), while excluding the HoxD cluster 
(chr2:74636455-74781515). The resulting values were divided by the one 
obtained for both domains, and then multiplied by 100 to obtain percentage 
values. This analysis was performed with R (https://www.r-project.org/) using 
own scripts. 

 
Control-FREEC 

Control-FREE Copy number and allelic content calling (Control-FREEC) 
(Boeva et al. 2011; 2012) was performed using the software available at 
(http://boevalab.com/FREEC/index.html). For each transgenic line of interest, a 
“test” sample was generated by using the corresponding total input DNA data 
from the ChIPmentation experiment (see ChIPmentation above). When several 
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total input DNA datasets were available for the same line, they were merged 
prior to launch the Control-FREEC analysis using the unionbedg tool of the 
BEDTools suite (Quinlan 2014). Next, a “control” sample was created by pooling 
all available total input DNA data of samples that were negative for this 
transgene and wild-type for the corresponding deletion background. For 
example, for the Control-FREEC analysis of TgN(d11-Evx2); del(attP-Rel5), the 
control sample included data from both TgN(38-40)high and TgN(38-40)low, since 
both the latter were negative for the TgN(d11-Evx2) and wild-type for the 
del(attP-Rel5) genetic background. For both the test and the control, the 
Control-FREEC signal, expressed as the number of reads scored for non-
overlapping genomic windows of given sizes (Boeva et al. 2011), was computed 
along a 7 Mb region of chromosome 2 including the HoxD locus (chr2:71000000-
78000000). The above analysis was carried out using three different window 
sizes: 1 kb, 2 kb and 5 kb (see Figs. S4D, S5D and S8D). Then, the software 
calculated the test/control signal ratio, i.e. the number of reads for the test 
divided by the number of reads for the control, for each window, multiplied by 
2 in order to obtain absolute copy numbers corresponding to a diploid genome. 
At last, the Control-FREEC software evaluated copy numbers along the 7 Mb chr2 
region starting from the test/control signal ratio by a maximum (log-)likelihood 
estimation (MLE) (Boeva et al. 2012). 

 
TgN(38-40)low mutant genome reconstruction 

The TgN(38-40)low mutant genome was built by inserting a 63812 bp 
sequence containing (1) the entire TgN(38-40) fosmid (chr2:75122684-
75160161), (2) an additional fragment of TgN(38-40) extending towards the 
CTCF of CS38 (chr2:75122684-75147258) and (3) the ca. 600 bp duplicated 
region (chr10:97019222-97019824) inside chromosome 10 after the position 
chr10:97019824 using the SeqinR package (Charif and Lobry 2007) in R. The 
genome was completed by adding wild-type chromosomes of mm10 (retrieved 
from the UCSC Genome Browser), as well as the del(CS38-40) mutant 
chromosome 2 (Rodríguez-Carballo et al. 2020) available at 
(https://zenodo.org/record/3826913#.XxH985MzZTY). 

 
Ethical declaration on animal experimentation 

All experiments were conducted in agreement with the Swiss Animal 
Welfare Act (LPA), under the animal experimentation license No GE 81/14 (to 
Professor Denis Duboule). 
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Supplemental Figure S1: Workflow for the extensive characterization of random transgene 
integrations. In the course of the present study, various aspects associated with the random 
integration of transgenes were analyzed by a combinatorial strategy involving multiple 
techniques. (A) Schematization of a random transgene integration event. The transgene (dark 
gray box), flanked by the 5’ and 3’ vector sequences (white boxes), integrated at a random 
genomic location (light gray box). (B) In order to identify a transgene’s integration site, inverse 
PCR (data not shown), 4C-seq, and TLA were performed. While inverse PCR failed to identify 
the integration site, possibly due to the loss of a restriction site from the construct or because 
of only low-throughput results, 4C-seq enabled to locate it, but could not reach a base-pair 
resolution. In contrast to 4C-seq, TLA was suitable to determine the integration site (see 
breakpoint) with a base-pair resolution, most likely because a higher diversity of hybrid 
junctions was represented within the circularized TLA molecules (see TLA DNA circle below) 
compared to those of 4C-seq. (C) To determine in how many copies a given transgene was 
present, qPCR, TLA, Control-FREEC and MinION turned out to be the most informative 
techniques. While qPCR on genomic DNA enabled to evaluate copy number for specific DNA 
regions present within the transgene, TLA allowed us to detect head-to-tail tandem 
configurations, for example. Control-FREEC enabled to estimate copy number on the entire 
length of a transgene, based on total input DNA data from ChIPmentation experiments. On its 
side, MinION allowed us to distinguish between several copies of a transgene along individual 
molecules thanks to the sequencing of long reads. (D) Regarding the integrity of a transgene, 
TLA enabled to detect internal integrations of exogenous sequences as well as small deletions. 
Primer walking (data not shown) using overlapping combinations of primers along the 
transgene was suitable to detect deletions of large DNA segments (e.g. the deletion of the 
sequences comprised between the second exon of Hoxd13 and the promoter of Evx2 in 
TgN(d11-Evx2); see Fig. 15A). MinION was also used to assess the preservation of a 
transgene’s sequence, but the relatively high error rate inherent to this technique needs to 
be taken into consideration when using it for this purpose. 
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Supplemental Figure S2: TLA analysis workflow. (A) Raw TLA sequencing data in fastq format 
were filtered and adapter sequences were removed using cutadapt (Martin 2011). The TLA 
sequencing reads were mapped on their entire length (end-to-end) onto the mm10 reference 
genome using Bowtie 2 (Langmead and Salzberg 2012). Coverage from uniquely mapped reads 
and reads not mapping to mm10 on their entire length were used in the (B) and (C) branches 
of the pipeline, respectively. (B) The sequencing coverage from uniquely mapped reads was 
assigned to each non-overlapping 1 Mb-size regions of the mm10 genome. The candidate 
integration site was then identified as the 1 Mb genomic region displaying maximum TLA 
coverage (not considering the HoxD locus, from which all transgenes originated). (C) In parallel, 
starting from the end-to-end mapping on mm10, only the reads not mapping on their entire 
length onto the mm10 genome were retrieved. These reads were splitted at the level of NlaIII 
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sites (CATG), for NlaIII-digestion + ligation events not to be considered as relevant hybrid 
junctions (NlaIII hybrid junctions). Only reads of more than 25 bp after splitting were 
considered informative and were kept for the next steps. Another round of end-to-end 
mapping on mm10 was performed (path 1). Only the reads not mapping end-to-end onto the 
mm10 genome were kept. These reads were mapped onto the transgene vector sequence 
(path 2) and only the reads not mapping end-to-end on the latter were retrieved. Hence, the 
resulting reads were those not corresponding to mm10, nor to the transgene vector on their 
entire length, and this could not be the result of NlaIII-digestion + ligation (non-NlaIII hybrid 
junctions). These reads were mapped locally, i.e. mapped while allowing a segment to not 
match, on both mm10 and the transgene vector. Next, non-NlaIII hybrid junctions were 
inspected, going from the mapped part (known) to the unmapped part (unknown), in order to 
characterize which sequences were brought together (e.g. chromosome on one side and 
transgene vector on the other). For more details, this analysis required the computation of an 
average hybrid sequence from all non-NlaIII hybrid reads displaying a particular connection. 
This enabled us to identify the transgene integration breakpoints with a base-pair resolution 
(see examples on Figs. S4C, S5C and S8C). 
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Supplemental Figure S3: See caption on next page. 
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Supplemental Figure S3: Characterization of the TgN(HoxD) integration by TLA and 4C-seq. (A) 
Scheme of the original TgN(HoxD) construct, spanning about 230 kb from part of Lnpk to the 
telomeric side of Hoxd1/lacZ-zeo. The transgene vector is indicated by dark gray boxes. The 
position of both TLA and 4C-seq viewpoints that were used for this line is also shown. (B) TLA 
and 4C-seq using viewpoints within the TgN(HoxD) construct. TLA was performed using the 
Hoxd13, Hoxd12(-2), vector-1 and 2 viewpoints, whereas Hoxd13 and Hoxd4 were used as 
viewpoints for 4C-seq. The TLA tracks represent non-smoothed end-to-end coverages over 
the 1 Mb region of the mm10 genome that displayed the maximum signal intensity (not 
considering the HoxD cluster’s region, from which the transgene originated). The 4C-seq tracks 
(Leonardo Beccari; unpublished results) represent the scores smoothened with a window of 
size corresponding to 11 fragments. Importantly, the highest TLA signals matched with the 
peaks of 4C-seq signals that could be expected in the direct vicinity of a viewpoint, strongly 
suggesting that the integration of the TgN(HoxD) construct occurred at the indicated level 
(green shaded area), within the Ptprk gene. The data were mapped onto the mm10 genome, 
so that the position of the TLA (green arrowheads) and 4C-seq (yellow arrowheads) viewpoints 
were artificially aligned to the candidate integration site. The region displayed is 
chr10:28000000-29000000 (mm10). (C) TLA signals over the HoxD cluster’s region, from which 
the TgN(HoxD) BAC originated. The distribution of the TLA signals over the region confirmed 
the preservation of the BAC’s extent (see coverages around the edges). The data were mapped 
onto the mm10 genome, but the signals originated from the ectopic integration since the 
samples used here were homozygous for a deletion of the endogenous HoxD cluster (HoxD

del(1-

13)). The 4C-seq results are not displayed for this region because the samples that were used 
did not fulfill the abovementioned background requirements. The TLA viewpoints were 
positioned on this figure either according to their true locations on the region (Hoxd13 and 
Hoxd12) or artificially at the level of the left end of the BAC (vector-1 and 2). The extension of 
the TgN(HoxD) BAC clone (chr2:74563132-74777993) is highlighted in purple. The region 
displayed is chr2:74518813-74824342 (mm10). 
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Supplemental Figure S4: See caption on next page. 
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Supplemental Figure S4: Characterization of the TgN(d11-Evx2) integration. (A) Scheme of the 
original TgN(d11-Evx2) construct, spanning about 37 kb from the third exon of Evx2 to the 
telomeric side of Hoxd11. The transgene vector is indicated by dark gray boxes. The loxP site 
(light gray arrowhead) used for transgene extra-copy removal was located in the 5’ part of the 
vector. The position of both on-construct TLA and 4C-seq viewpoints that were used for this 
line is also shown. (B and C) TLA using viewpoints within the TgN(d11-Evx2) construct. TLA was 
performed using the Evx2 and Hoxd12(-1) viewpoints. Of note, TLA libraries were prepared 
starting from mixed samples, corresponding to different transgenic lines, and several 
viewpoints were used simultaneously. The signal was attributed to each line based on the 
knowledge of the approximative welcoming region (different for each line), which was 
identified during pilot 4C-seq experiments (data not shown). The data were mapped onto the 
mm10 genome, so that the position of the mixed TLA viewpoints (green arrowheads) was 
artificially aligned to the integration site (green shaded area). The region shown in (B) 
(chr7:123600000-124600000, mm10) displayed the maximum end-to-end TLA coverage that 
could be attributed to this line. The region magnified in (C) (chr7:124096653-124099151, 
mm10) comprises the integration site (chr7:124097486-124098318, mm10), located within 
the Hs3st4 intron, where a ca. 1 kb deletion of chromosomal sequence was also detected. The 
average TLA hybrid junctions corresponding to both integration breakpoints are shown at the 
bottom of the pannel. They joined chromosome 7 sequences (black) together with fosmid 
sequences (green), and vice versa. Both the topology and the coordinates support a forward 
sequence configuration of the construct at the level of this integration. The origin of the 
sequence in gray is unknown. (D) Control-FREEC analysis applied on total input DNA data from 
TgN(d11-Evx2) samples (homozygous for both the transgene and the del(attP-Rel5) 
background). The analysis was performed for non-overlapping windows of 3 different sizes (1, 
2 and 5 kb). (T/C) stands for test (TgN(d11-Evx2)) over control (transgene-negative and wild-

type for the endogenous HoxD cluster) signal ratio. It was multiplied by 2 in order to obtain 
values reflecting absolute copy numbers. Below are shown the corresponding copy number 
evaluations by the algorithm. Values around 2 were observed outside of the del(attP-Rel5) 
extension and at the level of the Hoxd9/lacZ of this allele (red shaded area) and correspond 
to the 2 copies of these DNA sequences at the endogenous HoxD locus, as expected. 
Importantly, a value around 3 for the Hoxd12-Hoxd13 interval indicates the presence of this 
region in 1 or 2 in-cis copies at the level of the integration, since the TgN(d11-Evx2) samples 
that were used were homozygous for the transgene. Surprisingly, the algorithm returned a 
value of 1 instead of 0 for regions that were actually absent from the genome of the test 
samples, among which the sequence that was lost from the construct (red shaded area). The 
region displayed is chr2:74410000-74920000 (mm10). 
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Supplemental Figure S5: See caption on next page. 
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Supplemental Figure S5: Characterization of the TgN(38-40)
high integration. (A) Scheme of the 

original TgN(38-40) construct, spanning 45 kb and including regions CS38, CS39 and CS40. The 
transgene vector is indicated by dark gray boxes. The loxP site (light gray arrowhead) used for 
transgene extra-copy removal was located in the 3’ (right) part of the vector. The position of 
both on-construct TLA and 4C-seq viewpoints that were used for this line is also shown. (B and 
C) TLA using viewpoints within the construct in TgN(38-40)

high. TLA was performed using the 
CS38 and CS40 viewpoints. TLA libraries were prepared with mixed samples, corresponding to 
different transgenic lines, and mixed viewpoints, following the same strategy as explained in 
the caption of Figure S4. The data were mapped onto the mm10 genome, so that the position 
of the mixed TLA viewpoints (green arrowheads) was artificially aligned to the integration site 
(green shaded area). The region shown in (B) (chr3:100000001-101000000, mm10) displayed 
the maximum end-to-end TLA coverage that could be attributed to this line. The region 
magnified in (C) (chr3:100519573-100544051, mm10) comprises the integration site 
(chr3:100525665-100537307, mm10), where a ca. 12 kb deletion of chromosomal sequence 
was also detected. The average TLA hybrid junctions corresponding to both integration 
breakpoints are shown at the bottom of the pannel. They joined chromosome 3 sequences 
(black) together with fosmid sequences (green), and vice versa. Both the topology and the 
coordinates support a forward sequence configuration of the construct at the level of this 
integration. (D) Control-FREEC analysis applied on total input DNA data from TgN(38-40)

high 
samples (homozygous for both the transgene and the del(CS38-40) background). The analysis 
was performed for non-overlapping windows of 3 different sizes (1, 2 and 5 kb). (T/C) stands 
for test (TgN(38-40)

high) over control (transgene-negative and wild-type for the endogenous 
region CS38-40) signal ratio. It was multiplied by 2 in order to obtain values reflecting absolute 
copy numbers. Below are shown the corresponding copy number evaluations by the algorithm. 
Values around 2 were observed outside of the del(CS38-40) extension and correspond to the 
2 copies of this sequence at the endogenous locus, as expected. Importantly, a value around 
35-46 matching the extension of TgN(38-40) indicates the presence of this region in between 
17 and 23 apparently entire in-cis copies at the level of the integration, since the TgN(38-

40)
high samples that were used were homozygous for the transgene. The region displayed is 

chr2:75105976-75176976 (mm10). 
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Supplemental Figure S6: qPCR transgene quantification of TgN(38-40)

high. This experiment 
was performed on wild-type (n=3, blue circles), del(CS38-40) heterozygous (n=3, light blue 
squares) and TgN(38-40)

high heterozygous (n=6, orange triangles) gDNA samples from adult 
mice (Eddie Rodríguez-Carballo and Marie-Laure Gadolini; unpublished results). For each 
sample, the results were normalized to the value of Aldh1a2. In vertical is represented the 
qPCR value relative to the wild-type, for each qPCR target. CTCF-CS38, CS39 and CTCF-40a 
(first CTCF site of CS40) are regions present in the TgN(38-40) construct. CTCF-Hoxd4d8 
(intergenic CTCF site between Hoxd4 and 8) and CTCF-Hoxd8d9 (intergenic CTCF site between 
Hoxd8 and 9) were used as control regions, since they are only present at the endogenous 
HoxD locus. In TgN(38-40)

high, a mean value around 3 (horizontal bar) for CTCF-CS38 
represents an absolute copy number of 6. Since 2 of these copies correspond to the 
endogenous regions CS38-40, this represents 4 copies of CS38 at the level of the integration. 
Similar results were obtained for both CS39 and CTCF-CS40a, indicating the presence of 
multiple complete copies of CS38-40 in TgN(38-40)

high. As regards CTCF-Hoxd4d8 and CTCF-
Hoxd8d9, 2 absolute copies corresponding to the 2 wild-type alleles of the HoxD cluster were 
detected for all genotypes, as expected. 
 

CTCF-C
S38

CS39

CTCF-C
S40

a

CTCF-H
ox
d4
d8

CTCF-H
ox
d8
d9

0

2

4

6

8

Genomic regions

qP
C

R
 v

al
ue

s 
re

la
tiv

e 
to

 W
ild
-ty
pe

TgN(38-40)high - Transgene quantification

Wild-type

HoxDdel(CS38-40)/Wt

TgN(38-40)high/Wt



  Annexes to Master’s thesis – Andréa Willemin 

147 
 

 
 
Supplemental Figure S7: Chromatin accessibility (ATAC-seq in black; n=1) and distribution of 
H3K27ac (green; n=2) and H3K27me3 (red; n=8) marks within the TgN(38-40)

high welcoming 
landscape in wild-type distal forelimbs at E12.5. Note that the Tbx15 gene promoter is open 
and decorated by H3K27ac marks in a given fraction of cells, whereas it is covered by 
H3K27me3 marks in another fraction. Interactions established by the CS38 element in whole 
limbs of TgN(38-40)

high E12.5 embryos are shown below for comparison. Note that the 
contacts between CS38 and Tbx15 precisely match the zone of H3K27me3 enrichment around 
the promoter of Tbx15 (gray shaded area) (see Discussion). The region displayed is 
chr3:99040001-101160000 (mm10). ATAC-seq data are unpublished and were shared by 
Christopher Chase Bolt. H3K27ac and H3K27me3 ChIP-seq data are from (Rodríguez-Carballo 
et al. 2019). 
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Supplemental Figure S8: See caption on next page. 



  Annexes to Master’s thesis – Andréa Willemin 

149 
 

Supplemental Figure S8: Characterization of the TgN(38-40)
low integration. (A) Scheme of the 

original TgN(38-40) construct, spanning 45 kb and including regions CS38, CS39 and CS40. The 
transgene vector is indicated by dark gray boxes. The loxP site (light gray arrowhead) used for 
transgene extra-copy removal was located in the 3’ (right) part of the vector. The position of 
both on-construct TLA and 4C-seq viewpoints that were used for this line is also shown. (B and 
C) TLA using viewpoints within the construct in TgN(38-40)

low. TLA was performed using the 5’ 
part of the vector, CS38 and CS40 as viewpoints. TLA libraries were either prepared with mixed 
samples and viewpoints (CS38 and CS40; see mixed VPs tracks), following the same strategy 
as explained in the caption of Figure S4, or individual libraries were produced to increase the 
resolution (see CS38 and 5’ vector tracks). The data were mapped onto the mm10 genome, 
so that the position of the TLA viewpoints (green arrowheads) was artificially aligned to the 
integration site (green shaded area). The region shown in (B) (chr10:96935870-97107206, 
mm10) displayed the maximum end-to-end TLA coverages for this line. The region magnified 
in (C) (chr10:97019018-97020046, mm10) comprises the integration site (chr10:97019222-
97019824, mm10), where a ca. 600 bp duplication of chromosomal sequence was also 
detected. For both the CS38 and 5’ vector individual viewpoints, below the end-to-end 
coverage are shown the results of the local mapping of reads that were splitted at the level of 
NlaIII sites (CATG) but still did not map end-to-end on both the mm10 reference genome and 
the vector sequence (non-NlaIII hybrid reads). Drops of signal not coinciding with NlaIII sites 
are a typical signature of integration breakpoints. The determination of the part of these reads 
that did not map (i.e. beyond the drop) enabled to generate the average hybrid junctions 
corresponding to both integration breakpoints that are represented at the bottom of the 
pannel. They joined chromosome 10 sequences (black) together with fosmid sequences 
(green), and vice versa. Both the topology and the coordinates support that the transgene was 
present in a forward sequence configuration in-between the duplicated chromosomal 
sequences (chr10:97019824 – Transgene – duplication of chr10:97019222-97019824). 
Importantly, the part of the transgene displaying the transgene-to-chr10 topology consisted 
of a partial fragment extending towards CS38 (Fosmid:18148-18174), followed by short fused 
sequences of different origins with respect to the original construct (Fosmid:26580-26606, 
which originated from CS39 and Fosmid:39694-39702, which matched with the 3’ part of the 
vector). (D) Control-FREEC analysis applied on total input DNA data from TgN(38-40)

low 
samples (heterozygous for the transgene and homozygous for the del(CS38-40) background). 
The analysis was performed for non-overlapping windows of 2 different sizes (1 and 2 kb). 
(T/C) stands for test (TgN(38-40)

low) over control (transgene-negative and wild-type for the 
endogenous region CS38-40) signal ratio. It was multiplied by 2 in order to obtain values 
reflecting absolute copy numbers. Below are shown the corresponding copy number 
evaluations by the algorithm. Values around 2 were observed outside of the del(CS38-40) 
extension, as expected (see caption of Fig. S5). Importantly, a value around 4 for the part of 
the TgN(38-40) sequence not matching with the deleted sequence of del(38-40) indicates the 
presence of this region in 2 copies at the level of the integration, since 2 copies can be 
attributed to the endogenous locus and taking into account that the TgN(38-40)

low samples 
that were used were heterozygous for the transgene. In contrast, a value around 1 was 
obtained for the rest of the transgene sequence, the majority of which was deleted at the 
endogenous locus, indicating the presence of only 1 copy of the corresponding regions at the 
integration. Hence, together with the TLA results, these data strongly suggest the presence of 
one entire copy of region CS38-40 followed by a partial copy extending towards region CS38 
at the integration site. The region displayed is chr2:75105976-75176976 (mm10). 
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Supplemental Figure S9: qPCR transgene quantification of TgN(38-40)

low. This experiment was 
performed on wild-type (n=3, blue circles), del(CS38-40) heterozygous (n=3, light blue squares) 
and TgN(38-40)

low heterozygous (n=5, orange triangles) gDNA samples from adult mice (Eddie 
Rodríguez-Carballo and Marie-Laure Gadolini; unpublished results). For each sample, the 
results were normalized to the value of Aldh1a2. In vertical is represented the qPCR value 
relative to the wild-type, for each qPCR target. CTCF-CS38, CS39 and CTCF-40a (first CTCF site 
of CS40) are regions present in the TgN(38-40) construct. CTCF-Hoxd4d8 (intergenic CTCF site 
between Hoxd4 and 8) and CTCF-Hoxd8d9 (intergenic CTCF site between Hoxd8 and 9) were 
used as control regions, since they are only present at the endogenous HoxD locus. In TgN(38-

40)
low, a mean value of 1.75 (horizontal bar) for CTCF-CS38 represents an absolute copy 

number of 3.5. Since 2 of these copies correspond to the endogenous regions CS38-40, this 
represents 1 or 2 copies of CS38 at the level of the integration. On the same basis, the results 
indicate that both CS39 and CTCF-CS40a were present in about 1 copy. The results obtained 
for both CTCF-Hoxd4d8 and CTCF-Hoxd8d9 are in line with the presence of 2 absolute copies 
corresponding to the 2 wild-type alleles of the HoxD cluster, although some discrepancies 
were observed for TgN(38-40)

low; namely a mean value of 0.75-0.8 compared to 1 for the other 
genotypes. 
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Supplemental Figure S10: See caption on next page. 
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Supplemental Figure S10: MinION long-read sequencing of TgN(38-40)
low. (A) Scheme of the 

TgN(38-40)
low mutant genomic configuration reconstructed from TLA, Control-FREEC and 

qPCR. It consists of one entire copy of region CS38-40 and of a partial fragment extending 
towards an additional region CS38 (63.2 kb in total), both inserted after position 
chr10:97019824 of the mm10 genome (see Material and Methods). For all pannels, the region 
displayed is chr10:97018026-97084237 of the mm10+TgN(38-40)

low custom genome (chr10 
extension corresponding to chr10:97018026-97020425 of wild-type mm10). Below is shown 
the position of the sgRNAs used for the Cas9-mediated release that enabled to enrich the 
solution in sequencing-competent DNA molecules originating from the region of interest. The 
release was performed in two independent reactions, using two distinct pools of sgRNAs so 
as to produce overlapping fragments. The resulting 9.5 to 23 kb fragments were pooled and 
sequenced together. The MinION data were displayed onto the TgN(38-40)

low configuration 
in pannels (B) and (C). The sample used for this experiment was homozygous for both the 
transgene and the del(CS38-40) background (deletion of the endogenous region CS38-40 on 
chromosome 2). (B) MinION sequencing coverage on the TgN(38-40)

low mutant configuration. 
Total, forward and reverse strand sequencing coverages are shown. The MinION coverage 
revealed an about 30% enrichment for the region of interest compared to the rest of the 
genome and the segmented pattern demonstrated the efficiency of the release. Note that the 
quality of the sequencing was higher at the beginning of the reads, as revealed by opposite 
slopes between forward and reverse coverages. (C) Dot plot visualization of selected 
individual MinION sequencing reads. Each dot represents a complete identity along 20 bp 
between the read fasta file and the construct fasta file. Continuous oblique lines represent 
single MinION reads matching the expected genomic configuration. A difference between a 
read and the expected configuration would manifest by a line displaying either a discontinuity 
along the x-axis in case of insertion/deletion, or a bending causing the line to go backwards in 
case of duplication-inversion (e.g. head-to-head or tail-to-tail tandem). Importantly, no read 
fully spanned the mutant construction (i.e. displaying chr10 – Transgene – chr10), as expected 
from the total length and the release strategy. The longest read mapping on the construct 
spanned 37 kb and is shown on top. It confirmed the head-to-tail configuration of the 
integration and the preservation of all sequences along the indicated interval (from inter-
CS38/CS40 of the first copy to a region located upstream of the second copy of CS38). The 
oblique line on the left corresponds to the same read, but automatically assigned to the first 
copy of CS38-40. Together, the second and third reads shown on this pannel confirmed that 
the second (partial) copy of the construct was well preserved, that it included the CTCF site of 
CS38 and joined the partial CS38 with chromosome 10, as expected from the TLA results. 
Hence, the MinION results strongly support the mutant configuration shown in (A). The color-
code for the region displayed is given at the bottom of the pannel. pEpi5’ and pEpi3’ are the 
5’ and 3’ parts of the vector, respectively. 
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Supplemental Figure S11: TAD callings in TgN(38-40)

low using various parameter values. TAD 
identification was achieved using hicFindTADs. (A) TAD calling with a window size of 240 kb, 
as for Figures 21 and 22. (B) TAD calling using default window sizes. Here, the algorithm 
computed insulation scores for windows of sizes 200 kb and 280 kb, calculated the mean 
insulation (see blue curve) and performed TAD identification starting from the mean. (C) TAD 
calling with arbitrary window sizes comprised between 300 kb and 500 kb. For more details, 
the algorithm computed insulation for windows of sizes 300, 340 and 413 kb. (D) TAD calling 
with arbitrary window sizes comprised between 300 kb and 1 Mb. More precisely, the 
algorithm computed insulation for windows of sizes 300, 340, 413, 508, 620, 747 and 888 kb. 
The integration-induced splitting of the welcoming TAD is indicated by a green arrowhead. 
Note that this was only observed for the more stringent 240 kb and Default TAD callings, 
indicating the formation of a relatively weak boundary (or sub-TAD boundary) at the level of 
the integration. In (A), (B) and (C), mapping of the wild-type Hi-C data on the mutant genome 
(dotted wild-type TADs) resulted in an artefactual splitting of the welcoming TAD at the level 
of the Btg1 CTCF site due to the lack of mappable reads. Therefore, we also represented the 
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same data mapped onto the wild-type genome (solid wild-type TADs), adapted to the bin shift 
imposed by the integration. All TADs in the TgN(38-40)

low condition were identified starting 
from the mutant data mapped onto the mutant genome. The region displayed is 
chr10:95480001-97880000 of the mm10+TgN(38-40)

low custom genome (extent corresponds 
to chr10:95480001-97816188 of wild-type mm10). 
 
 
 
 
 
 



  Annexes to Master’s thesis – Andréa Willemin 

155 
 

 
 
Supplemental Figure S12: Selected sense probes controls of the whole-mount in situ 
hybridization (WISH) experiments. The embryos shown on this figure were processed 
following exactly the same protocol (see whole-mount in situ hybridization in Material and 
Methods) as for antisense whole-mount in situ hybridizations. (A) Sense probe Hs3st4 control. 
BM-Purple staining was only observed in the limbs and the brain. (B and C) Sense probe 
controls for Nsmce1 (B) and Zkscan2 (C). Staining was only observed in the brain. (D and E) 
Sense probe controls for Wdr3 (D) and Btg1 (E). As in (A), signal was detected in both the brain 
and the limbs. Arrowheads and asterisks indicate signal in the limbs and the brain, respectively. 
Scale bar: 1 mm. 
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4C-seq viewpoint Genotype Tissue Biological replicates 

Island-2 

wild-type 
E12.5 PFL 1 
E12.5 DFL 1 

Dup(8i-10) 
E12.5 PFL 1 
E12.5 DFL 1 

Dup(11-13) 
E12.5 PFL 1 
E12.5 DFL 1 

Island-4 

wild-type 
E12.5 PFL 5 
E12.5 DFL 5 

Dup(8i-10) 
E12.5 PFL 2 
E12.5 DFL 2 

Dup(11-13) 
E12.5 PFL 2 
E12.5 DFL 2 

Evx2 

wild-type 
E12.5 PFL 3 
E12.5 DFL 3 

Dup(8i-10) 
E12.5 PFL 2 
E12.5 DFL 2 

Dup(11-13) 
E12.5 PFL 2 
E12.5 DFL 2 

Hoxd11 

wild-type 
E12.5 PFL 1 
E12.5 DFL 1 

Dup(8i-10) 
E12.5 PFL 2 
E12.5 DFL 2 

Hoxd9 

wild-type 
E12.5 PFL 2 
E12.5 DFL 2 

Dup(11-13) 
E12.5 PFL 2 
E12.5 DFL 2 

Hoxd4 

wild-type 
E12.5 PFL 3 
E12.5 DFL 3 

Dup(8i-10) 
E12.5 PFL 2 
E12.5 DFL 2 

Dup(11-13) 
E12.5 PFL 2 
E12.5 DFL 2 

CS38 

wild-type 
E12.5 PFL 5 
E12.5 DFL 5 

Dup(8i-10) 
E12.5 PFL 2 
E12.5 DFL 2 

Dup(11-13) 
E12.5 PFL 2 
E12.5 DFL 2 

 
Supplemental Table S1: Biological replicates of the 4C-seq experiments performed in the 
duplications Dup(8i-10) and Dup(11-13) as well as the corresponding wild-type controls. DFL 
and PFL stand for proximal and distal forelimbs, respectively. Genotypes are expressed as 
alleles for sake of simplicity, but all experiments were performed on samples that were 
homozygous for the corresponding alleles. Genotypes are colored in the same way than the 
corresponding tracks of the main figures. The wild-type 4C-seq data for island-2, island-4, Evx2, 
Hoxd4 and CS38 have been published in (Rodríguez-Carballo et al. 2017). One replicate from 
all 4C-seq experiments in Dup(8i-10) and Dup(11-13) performed in duplicates was contributed 
by Imane El-Idrissi. 
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Transgenic line 4C-seq 
viewpoint/Hi-C Tissue Genotype 

TgN(HoxD) 
Hoxd13 E12.5 WL TgN(HoxD)/– 
Hoxd4 E12.5 WL TgN(HoxD)/– 

TgN(d11-Evx2) 

Hoxd12 E10.5 HLE TgN(d11-Evx2)/Wt 

CTCF-left 1 
E12.5 WL Wt/Wt 
E12.5 WL TgN(d11-Evx2)/TgN(d11-Evx2) 

CTCF-left 2 
E12.5 WL Wt/Wt 
E12.5 WL TgN(d11-Evx2)/TgN(d11-Evx2) 

Hs3st4 
E12.5 WL Wt/Wt 
E12.5 WL TgN(d11-Evx2)/TgN(d11-Evx2) 

Right 1 
E12.5 WL Wt/Wt 
E12.5 WL TgN(d11-Evx2)/TgN(d11-Evx2) 

Right 2 
E12.5 WL Wt/Wt 
E12.5 WL TgN(d11-Evx2)/TgN(d11-Evx2) 

TgN(38-40)
high

 

CS38 E12.5 WL TgN(38-40)
high

/Wt 

CTCF-left(h) 
E12.5 WL Wt/Wt 

E12.5 WL TgN(38-40)
high

/ TgN(38-40)
high

 

CTCF-right(h) 
E12.5 WL Wt/Wt 

E12.5 WL TgN(38-40)
high

/ TgN(38-40)
high

 

Man1a2 
E12.5 WL Wt/Wt 

E12.5 WL TgN(38-40)
high

/ TgN(38-40)
high

 

TgN(38-40)
low

 

CS38 E12.5 WL TgN(38-40)
low

/ TgN(38-40)
low

 

CS40 E12.5 WL TgN(38-40)
low

/ TgN(38-40)
low

 

CTCF-left(l) 
E12.5 WL Wt/Wt 

E12.5 WL TgN(38-40)
low

/ TgN(38-40)
low

 

3’Btg1 
E12.5 WL Wt/Wt 

E12.5 WL TgN(38-40)
low

/ TgN(38-40)
low

 

CTCF-right(l) 
E12.5 WL Wt/Wt 

E12.5 WL TgN(38-40)
low

/ TgN(38-40)
low

 

Hi-C 
E12.5 WL Wt/Wt 

E12.5 WL 
TgN(38-40)

low
/ TgN(38-40)

low
; 

HoxD
del(CS38-40)/del(CS38-40) 

 
Supplemental Table S2: Genotypes the 4C-seq and Hi-C samples used for all random 
transgenic lines. All 4C-seq and Hi-C experiments were performed in a single biological 
replicate. – indicates either wild-type or TgN(HoxD) allele (undetermined). (h) or (l) was added 
at the end of the CTCF-right and CTCF-left viewpoints names to distinguish the viewpoint 
surrounding the TgN(38-40)

high integration (h) from the one surrounding the TgN(38-40)
low 

integration (l). The TgN(38-40)
low Hi-C sample was homozygous for a deletion of the 

endogenous region CS38-40 (HoxD
del(CS38-40)) to ensure that signals mapping to CS38-40 only 

arose from the ectopic version of this region. Genotype are colored in the same way than the 
corresponding tracks of the main figures, if applicable. WL: whole limbs (both forelimbs and 
hindlimbs). HLE: headless embryos. 
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HoxD 

Island-2 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTGCATT
CATCAAGCTGTGATTAGCA 

iR CAAGCAGAAGACGGCATACGAAATCCCATAATATGTAGACTGTAGTGTTGC 

Island-4 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTTACAG
CCTAGTCTTTTCTCATCACAT 

iR CAAGCAGAAGACGGCATACGATGTAATTATTTCAGGGTTGGAGTAGAATCA 

Evx2 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTTTGGA
AACCCTGTGAGCCTAC 

iR CAAGCAGAAGACGGCATACGAGGGAAGAAACCTACCACGACAC 

Hoxd13 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTAAAAT
CCTAGACCTGGTCATG 

iR CAAGCAGAAGACGGCATACGAGGCCGATGGTGCTGTATAGG 

Hoxd12 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTAACAT
CCCAAAGGCTCATG 

iR CAAGCAGAAGACGGCATACGAGTGGTTACAGAGTGCAGATC 

Hoxd11 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTAAGCA
TACTTCCTCAGAAGAGGCA 

iR CAAGCAGAAGACGGCATACGACTAGGAAAATTCCTAATTTCAGG 

Hoxd9 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTTCACA
CTCCCGGGGCAGCCA 

iR CAAGCAGAAGACGGCATACGAAGTCGGAGAGCCAGAGTCC 

Hoxd4 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTCAGGA
CAATAAAGCATCCATAGGCG 

iR CAAGCAGAAGACGGCATACGATCCAGTGGAATTGGGTGGGAT 

CS38 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTTTCCA
AGGAGAAAGGTGTTGGTC 

iR CAAGCAGAAGACGGCATACGACAGGGCGTTGGGTCACTCT 

CS40 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTAACAT
TTTCCTGCTTCTTAGTC 

iR CAAGCAGAAGACGGCATACGAAAGCAAGACACAGAGAGATG 

TgN(d11

-Evx2)-
specific 

CTCF-left 1 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTGGGGG
TTAAGATATCTCCTGA 

iR CAAGCAGAAGACGGCATACGATAAACAGAGCATTTACGTGATC 

CTCF-left 2 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTGCTTT
GGTTAGCATTAATTCCA 

iR CAAGCAGAAGACGGCATACGAGCTGTGAGAATCAGGTATGA 

Hs3st4 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTCGGTG
TGGAAGACTCATG 

iR CAAGCAGAAGACGGCATACGAGGTTGAAAACTGCAGACTTT 

Right 1 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTTGGGG
TGTCTTGTCTCAT 

iR CAAGCAGAAGACGGCATACGATTAGAGCTTGCCGTGTTATT 

Right 2 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTGTGAC
AAGAGCTACTCACAG 

iR CAAGCAGAAGACGGCATACGATCCTTAACTTGTCCTTTGCT 

TgN(38-

40)high-
specific 

CTCF-left(h) 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTTGGTA
TAATTGGAGACGCAT 

iR CAAGCAGAAGACGGCATACGAACTGTATCAACCTCTAGTGTG 

CTCF-right(h) 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTCTGCT
GCTCTAAGTCAACA 

iR CAAGCAGAAGACGGCATACGAACAACAAACACTGAGGAAATT 

Man1a2 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTAGTCA
GCCTTAGAAATCAAGG 

iR CAAGCAGAAGACGGCATACGAGCTGGAATGTGGGGTTCCT 

TgN(38-

40)low-
specific 

CTCF-left(l) 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTGTTCC
AGAATGTCCCAGG 

iR CAAGCAGAAGACGGCATACGATATCAGCCCCAGAGTAGATC 

3’Btg1 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTAATGG
TATGACTACTTTAGCCA 

iR CAAGCAGAAGACGGCATACGAAAGAAAAGATAGCTCTCGGC 

CTCF-right(l) 
iF 

AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTACGTT
TATAGTCTAATTGGGCA 

iR CAAGCAGAAGACGGCATACGAATTGTGTTTTCGGTTGCTTT 

Supplemental Table S3: See caption on next page. 
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Supplemental Table S3: List of all 4C-seq primers used in this study. Illumina Solexa 
sequencing adapters are indicated in red (long adapter) for the inverse forward (iR) primers, 
or in blue (short adapter) for the inverse reverse (iR) primers. For some viewpoints, a 4 bp 
barcode (not represented) was inserted between the adapter and the rest of the primer in 
order to enable multiplexing of several 4C-seq libraries corresponding to the same viewpoint 
but belonging to different experiments. (h) or (l) was added at the end of the CTCF-right and 
CTCF-left viewpoints names to distinguish the viewpoint surrounding the TgN(38-40)

high 
integration (h) from the one surrounding the TgN(38-40)

low integration (l). 
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Transgenic line TLA viewpoint Sequence 

TgN(HoxD) 

TLA-vector-1 
iF CCTTGCGTATAATATTTGCCC 
iR GGCGATTCAGGTTCATCAT 

TLA-vector-2 
iF AGGATGTTCAGAATGAAACTCA 
iR GAACTAACCCCCGATATCAG 

TLA-Hoxd13 
iF ATTTTCAAAAGGGGTGGGAT 
iR CCTCCGGGTTTGAATTTGA 

TLA-Hoxd12-2 
iF AAAGGAAAGCCATTGGACTT 
iR GACTCAGACCCTAACACAAA 

TgN(d11-Evx2) 

TLA-Evx2 
iF TTCGTGGAGAAATGAGGAAG 
iR TGACAGCTAACTTTAAACACAA 

TLA-Hoxd12-1 
iF ATCTATCTAGGAAAATTGGCCT 
iR GAGGAGAGATCCAGAATCCT 

TgN(38-40)
high and 

TgN(38-40)
low 

TLA-CS38 
iF GGGCAGAACTCACTGATTAA 
iR ATCATTTGGGGATTGCAGAA 

TLA-CS40 
iF GGGACAATAAAGTGGACCTT 
iR GGGACTCCATCTAGACTTGT 

TgN(38-40)
low TLA-5’ vector 

iF TCACAGGTATTTATTCGCGA 
iR TTGTTACACCGTTTTCCATG 

 
Supplemental Table S4: List of all TLA primers used in this study. The transgenic lines that 
were characterized by using the indicated viewpoints is given on the left. TLA experiments 
were performed in a single biological replicate. The TLA libraries were prepared with either 
mixed or individual samples and viewpoints (see Figs. S3, S4, S5 and S8 for details). 
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n° Configuration 

Supporting uniquely mapped TLA reads 
Vector-1 Vector-2 Hoxd13 Hoxd12-2 Total 

1 
chr2:74777999 (telomeric to Hoxd1, end of the BAC clone) 

-> CCCATTGAATTCCGCGGATCCTCT (vector in 3’, +strand) 
4095 1185 54 50 5384 

2 
CTGTCTGTTCTGGAATTCCGCGGA (Lnpk, beginning of the 

BAC clone, -strand) -> pbace3-6:2799 (vector in 5’) 
312 373 72 0 757 

3 
ATACAAACCAGTGCACCCGACATA (Prox, -strand)  

-> pbace3-6:11391 
35 1 0 8 44 

4 
chr2:74645632 (between Evx2 and Prox)  

-> CTTGCTGGACCCGACATAGATAAT (between Evx2 and 
Prox, +strand, 12 bp duplication) 

14 66 0 4 84 

5 
CTGAATATAGCTGCACCCGACATA (telomeric to Hoxd1, 11 

kb before the end of the BAC clone, -strand) 
-> pbace3-6:11391 

249 318 36 47 650 

6 
GAATTCGATATCAAGCTTCCCCGG (Zeocin resistance, 

+strand) -> chr2:74764308 (second exon of Hoxd1) 
95 176 819 239 1329 

7 
GGTGGATGGGCTTTGCTCCTACTA (similarity to E. coli)  

-> chr10:28377980 (deduced TgN(HoxD) integration site) 
18 50 224 167 459 

8 
ACCGACGTTGACCAGCCGCGTAAC (similarity to E. coli) 

-> pbace3-6:11303 
43 78 331 137 589 

9 
pbace3-6:11370 -> GTAAGCGGGGCATTTTTCTTCCTG 

(similarity to E. coli) 
49 91 272 190 602 

10 
TATCAACGCTTATTCCCAACAGCT (similarity to E. coli)  

-> chr2:74691986 (Hoxd10, third codon) 
0 20 361 85 466 

 
Supplemental Table S5: Selected examples of TLA-detected hybrid junctions for TgN(HoxD). 
These junctions were identified using the TLA analysis pipeline presented in Figure S2, with 
both the mm10 genome and the sequence of the transgene vector (called pbace3-6) as 
references. They represent situations in which discontinuities within either mm10 or the 
transgene vector were detected. -> indicates a fusion between sequences of different origins. 
The origin of the sequences is given between parentheses. The number of uniquely mapped 
reads (resulting from local mapping, see Fig. S2B) from each TLA viewpoint supporting these 
configurations is given on the right. The hybrid configuration n°1 reveals a fusion between a 
sequence belonging to chromosome 2 of mm10 (in this case a sequence of the HoxD cluster 
located on the telomeric side of Hoxd1, which precisely matched with end of the BAC clone 
used to generate the TgN(HoxD) construct) and the transgene vector in 3’, confirming the 
preservation of the BAC’s extent on the telomeric side. Conversely, configuration n°2 
confirmed the preservation of the BAC’s extent on the centromeric side. The configurations 
n°3 to 5 revealed unexpected reorganization events between the BAC clone and the transgene 
vector (e.g. a junction between Prox and the vector; see configuration n°3), as well as within 
the BAC clone (e.g. a 12 bp duplication between Evx2 and Prox; see configuration n°4). 
Configuration n°6 confirmed the presence of the Zeocin resistance cassette withing the Hoxd1 
gene (see genetically engineered mice strains in Material and Methods and Figure S3A for 
details). Of particular interest, configuration n°7 matched with the site of chromosome 10 
where maximum TLA and 4C-seq coverages were observed (see Fig. S3B), likely reflecting the 
integration site, although only a sequence with similarity to E. coli could be detected at this 
level. Interspersed bacteria-related sequences were also detected within the transgene vector 
(see configurations n°8 and 9). At last, the configuration n°10 demonstrated the replacement 
of the 5’ of Hoxd10 by another exogenous sequence, matching with our observations by 
ChIPmentation (see Fig. 13A). 
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Experiment Genotype Tissue Biological 
replicates 

CTCF ChIP-seq Wild-type 
E12.5 PFL 1 
E12.5 DFL 1 
E12.5 WL 1 

CTCF ChIPm 

Wild-type E9.5-10 HLE 1 
TgN(HoxD)/–; 

HoxD
del(attP-Rel5)/del(attP-Rel5) 

E9.5-10 HLE 3 

TgN(d11-Evx2)/TgN(d11-Evx2); 

HoxD
del(attP-Rel5)/del(attP-Rel5) 

E12.5 WL 2 

TgN(38-40)
high

/TgN(38-40)
high

; 

HoxD
del(CS38-40)/del(CS38-40) 

E12.5 WL 2 

TgN(38-40)
low

/Wt; 

HoxD
del(CS38-40)/del(CS38-40) 

E12.5 WL 2 

RAD21 ChIP-seq Wild-type E12.5 WL 1 

RAD21 ChIPm 

Wild-type E9.5-10 HLE 1 
TgN(HoxD)/–; 

HoxD
del(attP-Rel5)/del(attP-Rel5) 

E9.5-10 HLE 2 

TgN(d11-Evx2)/TgN(d11-Evx2); 

HoxD
del(attP-Rel5)/del(attP-Rel5) 

E12.5 WL 2 

TgN(38-40)
high

/TgN(38-40)
high

; 

HoxD
del(CS38-40)/del(CS38-40) 

E12.5 WL 2 

TgN(38-40)
low

/Wt; 

HoxD
del(CS38-40)/del(CS38-40) 

E12.5 WL 2 

H3K27ac ChIP-seq Wild-type 
E13.5 GT 1 
E12.5 DFL 2 

H3K27me3 ChIP-seq Wild-type 
E13.5 GT 1 
E12.5 DFL 8 

ATAC-seq Wild-type 
E13.5 GT 1 
E12.5 DFL 1 

 
Supplemental Table S6: Biological replicates of the ChIP-seq, ChIPmentation and ATAC-seq 
experiments. The wild-type CTCF and RAD21 E12.5 ChIP-seq data have been published in 
(Rodríguez-Carballo et al. 2017). H3K27ac, H3K27me3 and ATAC-seq data for E13.5 GT are 
from (Amândio et al. 2020). H3K27ac and H3K27me3 data for E12.5 DFL were retrieved from 
(Rodríguez-Carballo et al. 2019). ATAC-seq data for E12.5 DFL were shared by Christopher 
Chase Bolt. – indicates either wild-type or TgN(HoxD) allele (undetermined). H3K27ac and 
H3K27me3 ChIP-seq experiments are colored in the same way than the corresponding tracks 
of the figures. PFL: proximal forelimbs. DFL: distal forelimbs. WL: whole limbs. HLE: headless 
embryos. GT: genital tubercles. 
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EnGen®-
compatible 

oligo 
Sequence 

EnGen_up_1 
TTCTAATACGACTCACTATAGAGATGGTGAAAATGACCTGG
GTTTTAGAGCTAGA 

EnGen_up_2 
TTCTAATACGACTCACTATAGAGATTTGTTTGGGAGTGCGG
GTTTTAGAGCTAGA 

EnGen_1/4_1 
TTCTAATACGACTCACTATAGTGGTGCAGGAGATACACAGA
GTTTTAGAGCTAGA 

EnGen_1/4_2 
TTCTAATACGACTCACTATAGACTAGTAAAACAACTTGATG
GTTTTAGAGCTAGA 

EnGen_1/2_1 
TTCTAATACGACTCACTATAGTGGTAATCTAGCAAGCTCTG
GTTTTAGAGCTAGA 

EnGen_1/2_2 
TTCTAATACGACTCACTATAGAGTGCATAGAATCCCCAAAG
GTTTTAGAGCTAGA 

EnGen_3/4_1 
TTCTAATACGACTCACTATAGTGATGGCTAGGTCACAGGAG
TTTTAGAGCTAGA 

EnGen_3/4_2 
TTCTAATACGACTCACTATAGCTAGAAAGAGAAACCACAGA
GTTTTAGAGCTAGA 

EnGen_pEpi3
_1 

TTCTAATACGACTCACTATAGCTAGTGATAATAAGTGACTG
GTTTTAGAGCTAGA 

EnGen_pEpi3
_2 

TTCTAATACGACTCACTATAGCAAGAAGAAATATCCACCGG
TTTTAGAGCTAGA 

EnGen_down
_1 

TTCTAATACGACTCACTATAGATGTGTATTGCAGAAGTCAG
GTTTTAGAGCTAGA 

EnGen_down
_2 

TTCTAATACGACTCACTATAGTAAATAAAATTTATAATCTG
GTTTTAGAGCTAGA 

 
Supplemental Table S7: List of all EnGen®-compatible DNA oligos used as templates for sgRNA 
production. The resulting sgRNAs were used to direct Cas9 cleavage in the nCATS experiment 
of TgN(38-40)

low. The name of the oligos indicate their approximate position on the TgN(38-

40) transgene or surrounding regions (up=chromosome upstream of the transgene, 1/4=one 
quarter into the transgene, 1/2=halfway into the transgene, 3/4=three quarters into the 
transgene, pEpi3=transgene vector in 3’, down=chromosome downstream of the transgene). 
_1 or _2 indexes are used to distinguish members of sgRNA pairs targeted to approximately 
the same region. The underlined sequence matches with the target DNA (followed by the PAM 
sequence, i.e. NGG, in the corresponding genomic region). The sequence highlighted in red is 
the T7 promoter for sgRNA production, whereas the one highlighted in cyan served as RNA 
scaffold for the Cas9 enzyme. A “G” has been darkened when not present in the original target 
sequence. It was added to ensure efficient sgRNA transcription. 
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Line Primer Sequence 

TgN(d11-Evx2) 

Hs3st4_ISH_Fw TCAAGAAAGGAGGGACACGC 
Hs3st4_ISH_Rv CACCCTCTTCCTGTTCCCAC 

Zkscan2_ISH_Fw AGCAACAGTGGGGTTTGGAA 
Zkscan2_ISH_Rv ATGGACGGCAGTTAACCAGG 

Nsmce1_ISH_Fw* GGAGAGCAGGAGCCATGA 
Nsmce1_ISH_Rv* GGTCAGCCCAGAACGATG 

TgN(38-40)
high

 

Wdr3_ISH_Fw CTTGCTTGCCACGGAACT 
Wdr3_ISH_Rv* TGTGGCAGTCCCCAAAGT 

Man1a2_ISH_Fw* GCAGCATCCTGGCTGAGT 
Man1a2_ISH_Rv* CGCCAGAGAACAGCAGGT 
Gdap2_ISH_Fw* TCCCAGTGCTTCTCGGTC 
Gdap2_ISH_Rv* TGGAGTCCTGGGAAATGG 
Tbx15_ISH_Fw CCCTTCAACTAATAATCAGC 
Tbx15_ISH_Rv GAAGCCAAGTCCAGGTGTAGC 

Ptgfrn_ISH_Rw* ATTCTCTCACCTCAGCATAGCC 
Ptgfrn_ISH_Rv* AGACGAAAGGGAAAGGTAGGTC 

TgN(38-40)
low

 
Btg1_ISH_Fw* CTTTGGGTGGGCTCCTCT 
Btg1_ISH_Rv* TGGTGGTTTGTGGGAAAGA 

 
Supplemental Table S8: List of all PCR primers used for in situ probe cloning. Primers indicated 
with an asterisk were retrieved from the Allen Brain Atlas (https://portal.brain-map.org/). All 
other primers were designed using Primer3Plus (Untergasser et al. 2007) 
(http://www.bioinformatics.nl/cgi-bin/primer3plus/primer3plus.cgi). 
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Line Primer Sequence 

 

TgN(38-40)
high 

and 
TgN(38-40)

low
 

CTCF-CS38_qPCR_Fw GCAAAGCTCGACCTACACTTC 
CTCF-CS38_qPCR_Rv ATTTACAGTGCGAGGGTCTCC 

CS39_qPCR_Fw TCACGCTGACACTGTGTTTG 
CS39_qPCR_Rv GCAGGTTACGTAATGTGTGCTG 

CTCF-CS40a_qPCR_Fw TGGTGGTGAAGAAGCGGTAAG 
CTCF-CS40a_qPCR_Rv CGACAGCCTTTCCATCTGTTTG 

CTCF-Hoxd4d8_qPCR_Fw TTCGGTTGTCTGGAGCTTTG 
CTCF-Hoxd4d8_qPCR_Rv AGAAGAACGGGTGGCTCTTGTG 
CTCF-Hoxd8d9_qPCR_Fw TCAGCGGTCCAAACCCAAGTCA 
CTCF-Hoxd8d9_qPCR_Rv CTGCACCACAACGCTAGCTTTAC 

Aldh1a2_qPCR_Fw CTCTTTGGCCATAAACGTTCCC 
Aldh1a2_qPCR_Rv TAAAGTGACCGAGCAAGCAC 

 
Supplemental Table S9: List of all qPCR primers used for the transgene quantifications of 
TgN(38-40)

high and TgN(38-40)
low shown in Figures S6 and S9, respectively. 


