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ABSTRACT 

The paper analyzes two timely business trends: Digitalization and 
Data Privacy which are deepening their roots globally. Businesses 
are overwhelmed with enormous quantities of data processed by 
their internal operations such as website cookies, mobile 
applications, surveillance cameras, etc. Some even purchase data 
from data vendors who have better capacity to process it to suit 

specific business targets. More companies are developing new 
business models to capture value from the digitalization process. 
Such business models include Apple Pay, Google Pay, Ali Pay 
and Lufthansa Miles & More purchase enabled loyalty card which 
were traditionally companies offering mobile phones, advertising 
and travel services and core businesses respectively. Other 
companies are digitalizing partially or wholly their business 
processes to improve security, these include banks, create 

convenience by using personal identifying techniques such as 
fingerprint or facial recognition while others process data and 
invent business solutions for future use to compete in the market. 
Previous studies addressed the topics of Business Models without 
much emphasis on the digital trends and evolving issues such as 
Data Privacy and Digital Ethics. Comparatively, the topic of Data 
Privacy has also been argued in biased ways by previous scholars 
either from a utilitarian point of view where they claimed that 

privacy should be accorded great importance for businesses only 
and not individuals or as a basic human right by social scientists 
and law scholars.  We suggest a checklist to minimize risks from 
both the utilitarian and ethical points of view for enterprises in the 
digital era.  

 CCS Concepts 
• Security and privacy➝Human and societal aspects of 

security and privacy   • Security and privacy➝Economics of 

security and privacy   • Information systems➝Personalization 
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1. INTRODUCTION 
In 2015, the value of data contributed more than €285 billion 
(over 1.94% of the EU GDP), only after a year, the value grew to 
€300 billion representing 1.99% of the GDP. This value is 
expected to rise to €739 billion (4% of the overall EU GDP) in 
2020 if favorable policy and legislative conditions are put in place 
in time and investments in ICT are encouraged.[12].  

Data stimulates new business models and thus stimulates 
innovation. [2]. More companies are digitalizing business models 
and processes by utilising data collection methods such as 
geolocation [11], customization from preferences tracked through 
social media [1] to generate income, for example through 
advertising [23], transmitting data to companies which are better 
equipped to process it [35], etc. examples include Apple Pay, 
Google Pay, Ali Pay, Miles & More enabled with purchase 

function (Lufthansa). But others collect for future strategic 
purposes such as competition for instance, using the data to 
develop a business solution in case the competitor develops one. 
The paper will concentrate on evaluating risks against benefits to 
collect personal data to suggest a checklist when companies may 
collect data to innovate value creating business solutions. 

Unlike selecting a business strategy, designing a business model is 
more complex as it requires segmenting the market, creating a 

value proposition for each segment, setting up the framework to 
deliver that value, and then figuring out various mechanisms to 
protect business model/strategy from imitation by competitors or 
disintermediation by customers. [17]. “The essence of a business 
model is in defining the manner by which the enterprise delivers 
value to customers, entices customers to pay for value, and 
converts those payments to profit.”[34]. 

Moritz Böhmecke-Schwafert, Crispin Niebel claimed, “indeed, 

the digital economy and the exponential possibilities it provides 
not only allows for a multitude of business models in meeting new 
customer desires but also in creating value for both consumers as 
well as firms.” [9]. But this is not always the case as many 
innovations do not turn up into successful business models. 
Examples of successful technological innovation which failed to 
get the business model and the technology strategy right included; 
EMI (the CAT scanner) and Xerox (the personal computer), so 
did Thomas Edison who had a questionable track record in terms 

of business model innovation, abandoning the recording business 
and also failing to get direct (rather than alternating) current 
adopted as the industry standard for electricity generation and 
transmission. [29]. The development of the internet has allowed 
individuals and businesses easy access to vast amounts of data and 
information, and customer power has increased. [34]. Previous 
research emphasized data collection for businesses for direct 
economic purposes such as profitability through advertising, 

marketing, lock-ins, discriminative pricing, etc. [7], [4]. There are 
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other non-monetary benefits such as Trust and Reputation that 
companies can thrive on if they collect data ethically to develop 
business solutions, products, services and processes create [27] 
and the International Association of Privacy Professionals (IAPP) 
defines Data Privacy as the right to have some control over how 

your personal information is collected and used.  

1
 This work received funding from the PERFORM Project 
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research and innovation programme under the Marie 
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2. LITERATURE REVIEW 
Early scholars addressed the notion of value creation through the 
subject of Business Models where they emphasized the 4 major 

considerations in Business Model formulation being (1) What – 
Referring to value proposition, (2) who for target customer, (3) 
How for value network, and why for profit mechanisms. While 
they mentioned about the 7 IT business trends to watch such as 
Freemium and social media [15], they did not address issues of 
data and information which are core in digitalized business 
models. Paasi Jaakko included the themes of data and information 
is his paper about business models[27] but still he did not address 

the issue of related risks. Therefore, this paper will address the 
gap of risks related to Data and Information within the area of 
Digitalization to suggest a checklist in order to enhance value 
created for stakeholders by enterprises. 

3. METHODOLOGY 

3.1 Search and Selection 
To answer the question of how the 2 trends of Digitalization and 

Data Privacy Compliance generate value to enterprises, a 
narrative (conventional) [20] literature review covering the 
following themes was conducted: 

1. Innovative Digital Business Solutions 

2. Data Privacy in Digitalization 

3. Ethical & Economical Risks of Digitalization and Data 
Privacy. 

Table I below summarizes our search and selection which was 
initiated on Google Scholar after determining the themes which 

would help in answering the research questions: (1) What would 
enterprises consider to determine if digitalization (process or 
business model) would add value to the organization and (3) what 
would be the best approach to minimize business risk that can 
potentially be caused by data privacy violations. Articles time 
range of 10 years (2009-2019) were selected as they intensively 
covered a depth of knowledge on Digitalization and Data Privacy 
combined. 

     Table I: Selection process for literature 

Theme Innovative 

Business 

Solutions 

(1) 

Data Privacy 

in 

Digitalization 

(2) 

Ethical & 

Economical 

Risks of 

Digitalization 

and Data 

Privacy. 

(3) 

Topics 

Covered 

Artificial 

Intelligence 

(AI), Big Data, 

Biometric and 

Tracking 

Technologies 

Cookies, Web 

beacons, 

Profiling, 

Nonobvious 

Relationship 

Awareness 

Legal risks, 5 

Moral dimensions 

of the 

Information Age, 

Key 

technological 

(NORA) trends that raise 

ethical issues, 

Risk Analysis 

Methods 

Generated 

sources/Time 

in Sec 

17,500/13 15,400/0.04 17,80/27 

Selected 33 24 7 

 

A total of 64 journal papers and book chapters were handpicked 
for their relevance to the topic by reading their abstracts, 
accessibility to full article, publication in English language in our 
4 target journals, namely; Information and Computer Security, 
Electronic Commerce Research, Computer Law and Security 
Review, and Technological Forecasting and Social Change.  To 
minimize imbalances in our inclusion of source material or 

objective in viewpoints [8] few papers led to the snowball 
technique which is a way of finding literature by using a key 
document on the subject as a starting point. By going through the 
bibliography in some articles, we found to other relevant titles on 
the themes above to reinforce our analysis which were not 
published in our 4 target journals. In addition, recent court cases 
relating to Digitalization and Data Privacy violations which led to 
significant economic penalties were analyzed to extract lessons 

learnt. By applying proven  

3.2 Synthesis 
Upon conducting a thorough literature review, theme 1 articles 
(Innovative Business Solutions) had rich findings interconnecting 
with articles in theme 2 (Data Privacy in Digitalization) but there 

was insufficient work which discussed theme 3 (Ethical & 
Economic Risks of Digitalization and Data Privacy) in depth. 
Basing on the findings from the topics covered in theme 3 (Legal 
risks, 5 Moral dimensions of the Information Age, Key 
technological trends that raise ethical issues, Risk Analysis 
Methods) which we integrated with topics in themes 1 (Artificial 
Intelligence (AI), Big Data, Biometric and Tracking Technologies) 
and 2 (Cookies, Web beacons, Profiling, Nonobvious Relationship 

Awareness (NORA)) to recommend considerations during the 
digitalization process and compliance to Data Privacy which 
would lead to value addition for enterprises. 

4. INNOVATIVE DIGITAL BUSINESS 

SOLUTIONS 
There are many innovative Digital Business Solutions but we 
shall focus on 3 major categories determined by their functions 
which cover most of the enterprises’ needs.: Biometric 
Technologies which are used to ensure maximum security, 
Tracking Technologies mainly used in Marketing, as well as 
Assessment Technologies. 

4.1 Biometric Technologies 
Due to security risks associated with traditional security 
techniques namely; Firewalls, Anti Malware Software, Intrusion 
Detection Systems, Internet Protocol Security, Secure Socket 
Layer and Cryptography, Biometric technology was adopted for 

highly critical systems. Biometric Technologies can either have 
physical biometric characteristics such as fingerprints and face 
recognition or behavioral characteristics such as voice and 
handwritten signatures. [5]. 

4.1.1 Face Recognition Technologies  
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The computer technology which would recognize human faces 
was invented in 1964 and 1965 by Woody Bledsoe, Helen Chan 
and Charles Bisson. Since 1997, the technology evolved from 
0.54 error rate when it was first tested by the US Department of 
Defense's Face Recognition Technology to 0.026 in 2006. Facial 

recognition technology has been adopted by social media websites 
such as Facebook, it is also currently integrated into consumer 
software which has posed ethical concerns with data privacy 
regulators. [3] 

4.1.2 Fingerprints 
In the late 1990s, 8/10 sales using biometric technology were 
performed by fingerprint recognition. The technology looks at the 
friction ridges that cover the fingertips and classify patterns of 

minutiae, such as branches and end points of the ridges while 
some have capabilities of looking at the pores in the skin of the 
ridges. [31] 

4.1.3 Handwritten Signatures  
These were originally used in China, Korea and Japan as a form 
of transaction although the upper class people preferred carved 
personal seals which are still used for serious transactions. Over 
time, the signature became accepted as the standard way of doing 
transactions. This can be seen in post offices, banks, and many 

contracts worth billions of dollars are concluded using this 
technology. [31]. 

4.1.4 Voice Recognition 
Authentication of a person’s voice by this technology is done by 
storing samples of the voices in a database and matched with the 
real time voice sample. Background noise should be eliminated to 
avoid interference with the authentication process due to 
environmental changes. [31]. 

4.2 Tracking Technologies - Cookies / IPs 
Acquisti and Varian (2005) demonstrate that consumer tracking 
will raise a merchant’s profits only if the tracking is also used to 
provide consumers with enhanced personalized services. Google 
is the largest Web tracker, monitoring thousands of websites. 
Efficiency for online ads is achieved by implementing online 

technologies which is a combination of cookies and web beacons 
(Web bugs) which are small programs placed on computers when 
websites are visited and report back to servers of the beacon 
owners, the domains and webs visited, ads clicked and other 
online behavior. [10] 

4.3 Artificial Intelligence (AI) 
Professors J. McCarthy (Stanford University), M. L. Minsky 
(Massachusetts Institute of Technology), H. Simon and A. Newell 
(Carnegie Mellon University) C. E. Shannon (IBM Bell Labs, N. 
Rochester), and other scholars, first established the concept of 
“artificial intelligence” at Dartmouth College in the US in 1956. 
They defined AI as the ability of machines to understand, think, 
and learn in a similar way to human beings, indicating the 
possibility of using computers to simulate human intelligence. [28] 

Since the 1970s, AI has been applied in many business 
innovations and its development has led to many ethical concerns 
including Data privacy. 

4.4 Big Data 
The first definition of Big Data is believed to be the usage of 

larger volumes of data for visualization by Michael Cox and 
David Ellsworth. Since then, there are many definitions for Big 
Data but the commonest one is that from IBM which suggested 

that Big Data is characterized by 3Vs, namely; Volume (large 
amounts of data generated from various sources), Variety (using 
multiple kids of data to analyze a situation) and Velocity (rapid 
increase of both structured and non-structured data over time 
causing a need for frequent decision making about the data). Like 

Artificial Intelligence, Big Data is widely used by enterprises in 
Decision Making Technologies such as Risk and Credit 
Assessments. [26] 

5. DATA PRIVACY RISKS IN A 

DIGITALIZED ERA 
There is no difference in the definition of risk from both the 
International Organization for Standardization (ISO) and the 
Committee of Sponsoring Organizations of the Treadway 
Commission (COSO) define risk as the possibility that an event 
will occur that adversely affects the achievement of objectives; 

risk is described by likelihood and impact by both parties [6].  

Digitalization is faced by both opportunities and risks. The risks 
may include consequences which are directly connect to economic 
loss such as customer switching leading to reduced revenue, and 
anti-competition practices such as barriers to entry [32]. Financial 
Penalties arising from Data Privacy violations and other 
commercial laws are increasing rapidly. In 2017, Google was 
fined 2.42 billion Euros for violating the EU antitrust laws [22] 

and in 2019, French Court issued a fine of €50 million for 
violating Data Privacy Regulations [13]. Data Privacy Risks are 
both economic and non-economic to both enterprises and 
individual customers as discussed below: 

 Dignity 

During the digitalization process, enterprises which do not comply 
with data privacy practices, do so at the cost of potential 
compromising of their customers and employees’ dignity. While 
human beings may gain some psychological advantages over 
disclosing their private data [33] , the problem is all about having 
control on who discloses this data. The potential risks of having 

too much information disclosed to the wrong parties may not 
include only economic disadvantages such as price discrimination 
but also other forms of discrimination (which may be based on 
gender, race, income status, etc.), social stigma, embarrassment 
and blackmailing [4]. Data Privacy has been criticized by early 
privacy scholars such as Posner as being disadvantageous 
economically and socially in such a way that it increases the cost 
of acquiring information and also inhibits innovation as well as 

business processes such as hiring the right candidates [30],  
however, other privacy scholars supported it as a fundamental 
human right which would enable previous offenders for example, 
to restart a new life and reintegrate positively in society.[25] 

 Good Will 

The increasingly sophisticated scientific devices with capabilities 
to collect personal information such as geographical location and 
health related data of body temperature, heartbeat, have created a 
new sense of urgency in defense of privacy. The concepts of love, 
friendship and trust which are interconnected to other aspects of 
humanity such as morality, respect and personality. These are 

vital aspects which should be protected. [14]. Airbnb, one of the 
most disruptive digitalized business models faced criticism when 
it was discovered that a group of Airbnb hosts had been installing 
secrete surveillance cameras on guests and shared gossip and 
embarrassing photos of them which challenged the public image 
of Airbnb. [18] 
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 Legal Risks  

Regulators are increasingly playing a more proactive role to 
protect the privacy of individuals while putting into consideration 
the business concerns of many enterprises. Some of the popular 
data privacy regulations include; General Data Protection 
Regulation (GDPR) which came into force on 25th May, 2019 will 
be strengthened by the implementation of the e-privacy 

Regulation soon and the EU-US Privacy Shield which was 
adopted on 12 July 2016 and became operational on 1 August 
2016 to protect the fundamental rights of anyone in the EU whose 
personal data is transferred to the United States for commercial 
purposes. It allows the free transfer of data to companies that are 
certified in the US under the Privacy Shield. Violation of such 
regulations can potentially cost offenders a huge financial penalty. 
GDPR violations may be fined up to €20 million, or up to 4% of 

the annual worldwide turnover of the preceding financial year, 
whichever is greater. 

6. RISK ANALYSIS METHODS 
There are two types of risk analysis methods which are widely 
adopted; (1) Quantitative which use mathematical and statistical 
tools to measure risk and (2) Qualitative risk analysis methods 

whereby risk is analyzed basing on interviews instead of 
mathematics. [19]. The basic formula used to calculate risk is by 
multiplying the probability of occurrence of security breach by the 
consequence (impact) of occurrence of security breach [24] which 
has been extended by other scholars to give more consistent 
results. Quantitative Risk Analysis has been digitalized into 
software but sometimes paper based analysis is conducted.  

7. RECOMMENDATIONS 
Basing on the 5 Moral Dimensions of the Information Age, 
proposed by Laudon & Laudon, which suggested the following 
aspects: (1) Information rights and obligations. What information 
rights do individuals and organizations possess with respect to 
themselves? What can they protect? (2) Property rights and 
obligations. How will traditional intellectual property rights be 
protected in a digital society in which tracing and accounting for 
ownership are difficult and ignoring such property rights is so 
easy? (3) Accountability and control. Who can and will be held 
accountable and liable for the harm done to individual and 
collective information and property rights? (4) System quality. 
What standards of data and system quality should we demand to 
protect individual rights and the safety of society? (5) Quality of 
life. What values should be preserved in an information and 
knowledge-based society? Which institutions should we protect 
from violation? [10] 

Therefore, we propose a checklist which addresses utilitarian and 
ethical benefits which could enhance value for stakeholders 
during digitalization: 

 Suitability to Risk Appetite 

There several definitions for Risk Appetite but the one from 

COSO fits this paper the best – “The amount of risk an entity is 
willing to accept in pursuit of value (it also refers to the degree of 
risk, on a broad-based level, that a company or other entity is 
willing to accept in pursuit of its goals)” [6]. Referring to 
literature from value creation and business models, [16], we 
integrate the notion of risk in a digitalized business perspective 
not only in terms of utilitarian and also ethical benefits to help 
enterprises determine if digitalization is required, or which part of 
the process can be digitalized or to forego digitalization all the 

same basing on the assessment from the enterprise’s risk appetite. 

 Involvement of Stakeholder participation 

Upon analyzing the Technology Acceptance Models which were 
proposed by Fred Davis in 1989 which emphasized the notions of 
ease of use and usefulness of the technology, it was suggested that 
perceived features of a community such as trust be incorporated. 

[21] As discussed earlier in this paper that it’s important for 
enterprises to maintain good will and respect the dignity of all 
stakeholders (customers, employees and shareholders) because 
they all contribute to trust.  Loss of trust can directly affect 
enterprises with both utilitarian benefits such as loss of revenue 
and also ethical negative consequences. 

 Compliance to Regulations   

Digitalization should not compromise regulatory aspects such as 

commercial laws of anti-trust, competition, consumer protection, 
as well as Data Privacy Compliance, among others to address 
ethical and legal dilemmas which are increasingly becoming 
costly. As earlier mentioned in this paper, In 2017, Google was 
fined 2.42 billion Euros for violating the EU antitrust laws [22] 
and in 2019, French Court issued a fine of €50 million for 
violating Data Privacy Regulations [13]. Other examples include 
Facebook which was fined US$5 billion and British Airways, 183 

British Pounds for Data Privacy related violations.  

8. CONCLUSION 
While it is impossible to calculate the negative utility coming 
from future potential misuse of personal information, [1] it can be 
minimized. We were not able to propose a digitalized business 

model which integrated topics of value creation to risks, data 
privacy and digital information with pressing ethical concerns in 
today’s business environment but we are hopeful that future 
research will address this research gap. Therefore, it’s necessary 
for enterprises to first assess the risks involved by using either 
qualitative or quantitative methods, keeping in mind ethical 
concerns especially relating to data privacy to make an informed 
decision whether partial and whole digitalization is necessary. 
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