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How attitudes generated 
by humanoid robots shape human 
brain activity
G. Di Cesare1,2,3*, F. Vannucci3, F. Rea1, A. Sciutti3 & G. Sandini1

During interpersonal interactions, people perform actions with different forms of vitality, 
communicating their positive or negative attitude toward others. For example, a handshake can be 
“soft” or “vigorous”, a caress can be ‘kind’ or ‘rushed’. While previous studies have shown that the 
dorso-central insula is a key area for the processing of human vitality forms, there is no information on 
the perception of vitality forms generated by a humanoid robot. In this study, two fMRI experiments 
were conducted in order to investigate whether and how the observation of actions generated by a 
humanoid robot (iCub) with low and fast velocities (Study 1) or replicating gentle and rude human 
forms (Study 2) may convey vitality forms eliciting the activation of the dorso-central insula. These 
studies showed that the observation of robotic actions, generated with low and high velocities, 
resulted in activation of the parieto-frontal circuit typically involved in the recognition and the 
execution of human actions but not of the insula (Study 1). Most interestingly, the observation of 
robotic actions, generated by replicating gentle and rude human vitality forms, produced a BOLD 
signal increase in the dorso-central insula (Study 2). In conclusion, these data highlight the selective 
role of dorso-central insula in the processing of vitality forms opening future perspectives on the 
perception and understanding of actions performed by humanoid robots.

During social interactions, people perform actions gently, neutrally, or rudely etc., expressing their positive or 
negative attitudes towards others. These aspects of actions characterize human behavior and provide information 
about the affective state of the agent. For example, when observing one individual greeting another, it may be 
immediately apparent if that person is happy or not, or if he/she feels good. The same observations occur within 
speech: when answering the phone, it is possible to ascertain how the other person feels from their tone of voice. 
These forms of communication have been named ‘vitality forms’ by Daniel Stern1,2.

It is important to note that vitality forms differ from emotions, especially from basic emotions, in several 
aspects: basic emotions are short-lasting events characterized by viscero-motor responses and preparation to act. 
According to Darwin3 and James4, these two characteristics represent the essence of emotional states. In contrast, 
vitality forms represent the way (the form) in which actions are performed and reflect the internal states of the 
agent; they modulate human behavior in a continuous manner.

Besides the goal (what) and motor intention (why), vitality forms represent a third fundamental aspect of the 
action, conveying information via the way in which actions are performed (how). Vitality forms play a double 
role in interpersonal interactions: the expression of vitality forms allows the agent to communicate his attitude, 
while the perception of vitality forms allows the receiver to understand the attitude of others. The ability to 
perceive and express vitality forms is already present in babies during mother–child interactions5, evidencing 
the important role that vitality forms play in relating to and understanding others. Perception of vitality forms 
is impaired in individuals with social and communicative disorders such as children with Autism Spectrum 
Disorders6–8. Most importantly, recent findings have shown that gentle and rude vitality forms expressed by the 
agent through voice or gesture, influence the subsequent motor response of the receiver, stressing even more 
their relevance in social interactions9. Despite the crucial role of vitality forms in human relations very little is 
known about these forms of social communication. To date, only Di Cesare and colleagues have investigated 
the neural correlates involved in vitality processing showing that the perception and expression of vitality forms 
result in activation of the dorso-central insula10,11. In a subsequent study, the same authors demonstrated that 
the same insular sector is activated, not only when participants observed or imagined performing hand actions 
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with a specific vitality form, but also when they listened to action verbs or imagined pronouncing them gently or 
rudely12. Taken together, these findings clearly indicate that the dorso-central insula is a selective area involved 
in the encoding of vitality forms regardless of the modality through which they are conveyed13.

Besides obtaining a better understanding of this important social sign, the study of vitality forms may have 
important future impact. In the coming years, robots will be used in numerous different social contexts such 
as hospitals, education14,15, security, and health care16, interacting more and more with humans. The expres-
sion of vitality forms through action and speech could represent one of the missing links in the human–robot 
relationship that can allow a greater and immediate understanding of the robot’s mind and intentions17,18. The 
ability to express vitality forms represents a fundamental component a more human like robot relationship17–20. 
A fascinating possibility suggests that new generations of robots could be endowed with the capacity to express 
vitality forms, appearing more authentic and comfortable interacting by exploiting this intuitive social skill. An 
interesting question is whether the observation of actions generated by a humanoid robot (iCub) can convey vital-
ity forms, and which kinematic parameters are important in eliciting the activation of the dorso-central insula.

In contrast with previous fMRI studies, which have investigated the understanding of robotic actions 
(what)21,22, the present study is focused on a different action property: the form (how). For this purpose two 
fMRI studies were conducted: the aim of the first study was to assess whether the observation of the iCub robot, 
generating actions with different velocity profiles, produced an activation of the insula. It has been shown that 
human actions performed with rude vitality forms are characterized by a higher velocity profile than those per-
formed with gentle vitality forms. This stresses the important role of kinematic features and, in particular, velocity 
profile and peak velocity in conveying vitality forms23. In this study, sixteen participants were required to pay 
attention to either video-clips showing a human actor offering an object in a gentle or rude way, or to video-clips 
showing the iCub robot generating the same action with a low and high velocity. It is important to note that these 
robotic actions were performed with a “biological motion” signature (i.e. were in accordance with the 2/3 power 
law which characterizes biological motion)40. Results of this first study showed that the observation of human 
actions produced activation of the dorso-central insula whereas the observation of robotic actions performed 
with biological motion did not elicit insular activity. In other words this first experiment showed that modulating 
the velocity profile of robot actions according to the 2/3 power law does not necessarily produce vitality forms 
because the observation of these actions did not activate the insula.

In order to assess whether the lack of the insular activity was due to the presence of kinematics differences 
between human and robotic actions, or to the nature of the agent (human vs. robot), a second study was con-
ducted: an actress was asked to perform an offering gesture gently or rudely and its kinematic parameters (i.e. 
peak velocity, length trajectory) were recorded by the Optotrack motion caption system and remapped into the 
kinematic model of the iCub robot allowing it to exactly replicate the human action including the parameters 
encoding the same vitality forms. It was then assessed whether the observation of these robotic actions, repli-
cating the human kinematics, produced activation of the dorso-central insula. The results of this second study 
showed that the observation of robotic actions endowed with human vitality forms produced a BOLD signal 
increase in the dorso-central insula. This insular activity was very similar to that obtained during the observa-
tion of human actions.

In conclusion, the results obtained in these two fMRI studies provide evidence that the kinematic param-
eters of human actions represent an important cue essential to trigger the activity of the dorso-central insula. 
Furthermore it demonstrated that vitality forms are encoded by kinematic parameters (e.g. peak velocity) which 
are not simply related to modulating the velocity profile of biological motions compliant to 2/3 power law. These 
findings may have implications in neuroscience but also in other fields, such as robotics and, more generally, 
human–machine interaction suggesting that future humanoid robots and virtual avatars could be endowed with 
the capacity to generate vitality forms in order to promote human–robot interactions.

Results
fMRI study 1.  Sixteen healthy right-handed volunteers (6 females and 10 males, mean age = 26, SD = 3) par-
ticipated in the first fMRI study. Two conditions were presented: human and robot. In the human condition 
participants observed video-clips showing an actor performing an action (offering one of five possible objects) in 
a gentle or rude way (human vitality forms) or without any vitality form (control: human jerky action) (Fig. 3A). 
Given that gentle and rude human actions are characterized by different kinematic properties (velocity, trajec-
tory), an attempt was made to obtain the same actions with iCub robot by manipulating the velocity of move-
ments generated according to the 2/3 power law which characterizes biological motion. In other words, iCub 
robot was programmed to generate actions with high and low velocities. Thus, in the robot condition, partici-
pants were presented with video-clips showing the iCub robot performing a passing action with two velocities 
(low and high) (robotic vitality forms) or with a jerky movement (control: robotic jerky actions) (Fig. 3B). During 
the presentation of these stimuli, participants were asked to fixate on a white cross in the center of the screen and 
to focus on the way in which actions were performed.

Main effect of the observation of actions performed by human and iCub robot.  The observation of human actions 
conveying gentle and rude vitality forms when compared with a baseline, resulted in activation of the occipi-
tal lobe, bilateral inferior parietal lobule extending to the supramarginal gyrus, and bilateral premotor cortex 
extending to the inferior frontal gyrus. In addition, there was a bilateral activation of the insular cortex. The 
results of the global null conjunction produced following observation of gentle and rude vitality forms are shown 
in Fig. 1A (left panel). A similar activation pattern of the parietal and frontal areas was observed for the robot 
condition with a large extension of the frontal areas (Fig. 1B, left panel). It is important to note the lack of the 
activity of the insular cortex (Fig. 1B, left panel; for coordinates see Table 1). In contrast, the observation of 
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videoclips reproducing jerky actions performed by both human and iCub robot (control stimuli) produced the 
activation of the parieto-frontal circuit typically involved in the recognition and execution of actions but not of 
the insula (Fig. 1A,B, right panels).

Contrasts between vitality forms and control stimuli.  The most important results with regards to assessing the 
role of vitality forms in the modulation of brain activity associated with human actions are derived from the con-
trasts human rude actions (HUM RD) versus human jerky actions (HUM CT) and human gentle actions (HUM 
GT) versus human jerky actions (HUM CT). Results of both contrasts revealed the activation of the left dorso-
central insula (Fig. 2A, panels 1–2). In contrast, the observation of robotic actions generated with low and high 
velocities relative to controls [robotic fast actions (ROB FS) vs. robotic jerky actions (ROB CT); robotic slow actions 
(ROB SL vs. robotic jerky actions (ROB CT)] did not produce the activation of the dorso-central insula. Addition-
ally, the contrast robotic fast actions versus robotic jerky actions produced the activation of the inferior frontal 
gyrus, prefrontal gyrus and superior temporal gyrus in the right hemisphere.

Contrasts between human and iCub robot.  The most important result for assessing possible differences between 
the perception of human and robotic actions are derived from the direct contrast between human versus robot 
[human (rude actions + gentle actions)—robot (fast actions + slow actions)]. Specifically, this contrast revealed 
activation of the left dorso-central insula (Fig. 2A, panel 4). Conversely, the opposite contrast (robot vs. human) 
did not produce any significant activation. It is important to note that the activation of the dorso-central insula 
was also found in the direct contrast between human gentle actions versus robotic slow actions.

fMRI study 2.  Sixteen healthy right-handed volunteers (5 females and 11 males, mean age = 25, SD = 3) par-
ticipated in the second fMRI studies. The stimuli presented in this fMRI study were very similar to those pre-
sented in the first study [2 conditions: human and robot; 1 action performed with 5 objects with vitality forms 
(gentle and rude) or without vitality form (jerky action)] (Fig. 3C). Most importantly, in the robot condition, 
participants were presented with video-clips showing the iCub robot executing and exactly replicating of the 
actions generated by humans. In this way, the robot’s movements implicitly contain the kinematic parameters 
characterizing human vitality forms (peak velocity, velocity profile: Fig. 4B). As in Study 1, during the presenta-
tion of the stimuli participants were required to focus on a white cross in the center of the screen and pay atten-
tion to the way in which actions were performed. 

Main effect of actions performed by human and iCub robot.  Results indicate that the observation of actions 
performed by humans either gently or rudely produced a common activation of the occipital lobe, bilateral 
inferior parietal lobule, bilateral premotor cortex and inferior frontal gyrus extending to the insula (Fig. 1C, left 
panel). A very similar activation pattern was observed for the robot condition with a large extension of the frontal 
areas including the insular cortex (Fig. 1D, left panel, see Table 2 for coordinates). Furthermore, the observation 
of video-clips showing jerky actions (control stimuli) performed by both human and robot, produced similar 
activation patterns, though more extensively in the left inferior frontal gyrus and in the right hemisphere for the 
robot condition (Fig. 1C,D, right panels).

Contrasts between vitality forms and control stimuli.  The direct contrast between human actions performed 
with vitality forms (gentle or rude) and the control condition (jerky actions) revealed the activation of the left 
dorso-central insula (HUM RD vs. HUM CT; HUM GT vs. HUM CT; Fig. 2B, panels 1 and 2). On the contrary, 
the contrast between the observation of robotic actions and the control condition did not produce any activation 
[robotic rude actions (ROB RD) vs. robotic jerky actions (ROB CT); robotic gentle actions (ROB GT) vs. robotic 

Figure 1.   Brain activations resulting from the observation of gentle and rude human action vitality forms 
(global null conjunction) (A–C, left panel), robotic actions (B–D, left panel) and relative controls (jerky actions: 
human control, (A–C), right panel; robot control, (B–D), right panel) obtained in Study 1 and Study 2. These 
activations have been rendered into a standard Montreal Neurological Institute brain template (PFWE < 0.05 
cluster level). LH left hemisphere, RH right hemisphere.
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jerky actions (ROB CT)]. The lack of insular activity may have been due to the extensive activation of the left 
inferior frontal gyrus during the observation of robotic jerky actions (Fig. 1D, right panel).

Contrasts between human and iCub robot.  Unlike the results of Study 1, the direct contrast between the obser-
vation of human actions and robotic actions [human (rude actions + gentle actions) – robot (rude actions + gentle 
actions)] did not reveal any significant activation (Fig. 2B, panel 4). Furthermore, no significant activation was 
found in the contrast human rude actions versus robotic rude actions and in the contrast human gentle actions 
versus robotic gentle actions.

Testing for the vitality effect in the dorso‑central insula: region‑of‑interest analysis.  In both Studies, in order to 
examine the BOLD signal change of the insular cortex during the observation of human and robotics actions 
and quantify possible differences (Study 1: HUM RD vs. ROB FS, HUM GT vs. ROB SL; Study 2: HUM RD vs. 
ROB RD, HUM GT vs. ROB GT), two regions of interest (ROIs) were defined. These ROIs were created using the 
functional maps of the contrasts analyses obtained in Study 1 and Study 2. In particular, ROI 1 was defined by 
centering the sphere (radius = 3 mm) around the local maxima of activation resulting from the contrast HUM 
RD versus HUM CT [ROI 1 coordinates: x = − 42, y = 10, z = 6 (Study 1); x = − 42 , y = 10, z = 0 (Study 2)], whereas 
ROI 2 was created around the maxima of activation resulting from the contrast HUM GT versus HUM CT 
[ROI 2 coordinates: x = − 40, y = 10, z = 2 (Study 1); x = − 40, y = 10, z = 4 (Study 2); Fig. 2A3–B3]. Then, using the 
SPM Rex Toolbox (https​://web.mit.edu/swg/rex), in both ROIs, for each participant, the BOLD signal change 

Table 1.   Cerebral activity obtained in Study 1 during the observation of (A) human actions versus baseline 
(global null conjunction of gentle and rude conditions); (B) robotic actions versus baseline; (C) human actions 
versus robotic actions. Local maxima, as shown in Fig. 1A,B, are given in MNI standard brain coordinates, 
significant threshold is set at PFWE < 0.05 (cluster-level).

Anatomical region

Left hemisphere Right hemisphere

x y z Z-score x y z Z-score

(A) Human actions versus baseline

Inferior occipital gyrus − 6 − 78 − 10 Inf 4 − 82 − 2 Inf

Middle occipital gyrus − 46 − 72 4 Inf 46 − 76 4 Inf

Lingual gyrus − 6 − 78 − 10 Inf 4 − 82 − 2 Inf

Inferior temporal gyrus 50 − 68 − 8 Inf

Middle temporal gyrus 48 4 52 6.14

Inferior parietal lobule − 28 − 52 42 Inf

Precentral gyrus − 36 − 4 50 5.87 38 0 46 7.62

Inferior frontal gyrus − 38 24 − 4 5.79

Posterior-medial frontal gyrus − 10 0 68 5.67

Insula − 44 12 − 2 4.97

Hippocampus − 26 − 22 − 10 5.35

Thalamus − 18 − 30 0 7.45

(B) Robotic actions versus baseline

Superior Occipital Gyrus − 14 − 96 8 Inf

Fusiform Gyrus − 34 − 72 − 12 Inf 28 − 76 − 14 Inf

Lingual Gyrus 4 − 84 − 6 Inf

Calcarine Gyrus − 2 − 84 − 12 Inf 16 − 94 2 Inf

Inferior Parietal Lobule − 32 − 57 40 6.91 40 − 54 44 5.86

Angular Gyrus 38 − 58 52 6.00

Precentral Gyrus − 40 − 4 52 6.62 40 2 48 7.50

Inferior Frontal Gyrus − 36 50 − 16 6.41

Middle Frontal Gyrus − 46 24 40 7.15

Orbital Gyrus 40 46 − 18 7.14

Middle Orbital Gyrus 48 48 − 8 6.41

Hippocampus − 24 − 26 − 8 7.09 24 − 30 − 4 7.04

Thalamus − 20 − 30 4 7.72

Cerebellum − 12 − 84 − 18 Inf 28 − 74 − 20 Inf

(c) Human actions versus robotic actions

Lingual gyrus 6 − 66 2 6.52

Middle Temporal Gyrus − 44 − 64 8 3.67

Middle Frontal Gyrus − 32 36 32 4.33

Insula − 38 8 10 3.96

https://web.mit.edu/swg/rex


5

Vol.:(0123456789)

Scientific Reports |        (2020) 10:16928  | https://doi.org/10.1038/s41598-020-73728-3

www.nature.com/scientificreports/

was extracted and recorded relative to the observation of human and robotic actions performed in different 
conditions (Study 1: HUM RD, HUM GT, ROB FS, ROB SL; Study 2: HUM RD, HUM GT, ROB RD, ROB GT). 
Considering the BOLD signal extracted from ROIs of Study 1, t-tests revealed significant differences between 
the human and iCub robot during the observation of rude (ROI 1, Fig. 2C, left panel) and gentle actions (ROI 2, 
Fig. 2C, right panel; p < 0.05). In contrast, t-tests relative to the BOLD signal extracted in ROIs of Study 2 did not 
reveal any difference between human and iCub robot (Fig. 2 D; p > 0.05).

Discussion
During social interactions, according to positive or negative mood, the agent may perform actions with differ-
ent forms communicating his/her internal state. The observation of these forms of action allows the receiver to 
understand the internal state of the agent (“how she/he feels”) and consequently to prepare an adequate motor 
response. Previous fMRI data have shown that the dorso-central sector of insula is a key region involved in the 
perception and expression of these aspects of social communication named vitality forms (Daniel Stern)10–12,24. 
In this study, two fMRI experiments were conducted to investigate whether the observation of actions executed 
by a humanoid robot (iCub) could elicit activation of the dorso-central insula as well as investigate which 
kinematic parameters are responsible for the activation. In the first study participants were required to pay 
attention to video-clips showing an actor performing actions with different vitality forms (gentle and rude) 
and robotic actions generated with low and high velocities which were designed to be reminiscent of the gentle 
and rude action vitality forms performed by the actor. In agreement with previous data, observation of human 
actions produced a bilateral activation of the parieto-frontal circuit known to be involved in the encoding of 
action execution and recognition25,26. The same circuit was also activated during the observation of robotic 
actions. Most interestingly, results from this first experiment showed that, besides the common activation of 
the parieto-frontal circuit, only observations of human actions produced activation of the dorso-central insula. 
Furthermore, the ROI analysis carried out in this insular sector showed a significant difference of the BOLD 
signal between the observation of human actions and robotic actions in both rude and gentle conditions. Taken 
together, these findings indicated that observations of iCub robot generating actions with slow and high velocities 
produced activation of the parieto-frontal circuit but not of the insula suggesting that the observer understood 
the action goal (passing the object, “what”) but not the way in which the action was performed i.e. its vitality 
form (“how”). The specific activation of the insula only for observations of human actions could be due to the 

Figure 2.   Insular activations during the processing of actions performed by human actors and iCub robot. 
Parasagittal sections showing the activation of the left insula resulting from the contrasts HUM RD versus HUM 
CT and HUM GT versus HUM CT obtained in Study 1 (A, panels 1–2) and Study 2 (B, panels 1–2) (PFWE < 0.05 
cluster level). Around the local maxima of these activation foci, two ROIs were build [Study 1, panel A3 (ROI 
1: x = -42, y = 10, z = 6; ROI 2: x = -40, y = 10, z = 2); Study 2, panel B3 (ROI1: x = -42, y = 10, z = 0; ROI2: x = -40, 
y = 10, z = 4)]. The panels A4 and B4 show the insular activation produced by the contrast human versus robot 
regardless of the type of vitality form conveyed. BOLD Signal changes extracted in the two ROIs located in the 
dorso-central insula in Study 1 (C) and Study 2 (D). The bar graphs indicate the comparisons between human 
and robot in the two experimental conditions. Asterisk indicates the significant difference (p < 0.05).
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physical properties of the stimuli which, in the case of the “biological motion” model used to generate iCub 
movements, did not include vitality. Indeed, the kinematic parameters (e.g. peak velocity, length trajectory) of 
human actions differed from those generated by iCub robot. To test this possibility, a second fMRI study was 
conducted to investigate whether the observation of robotic actions generated by producing an exact replica of 
the human actions (i.e. same kinematic parameters including peak velocity) could elicit activation of the insula. 
In this study, as was the case for the human condition, the robot wore a red shirt to emphasize arm actions. 
Results of Study 2 confirmed this hypothesis, showing that observation of robotic actions endowed with human 
vitality forms induced a BOLD signal increase in the dorso-central insula. In particular, the ROI analysis carried 
out in the dorso-central insula did not reveal any significant difference of the BOLD signal between the observa-
tion of human and robotic actions in both gentle and rude conditions. Most interestingly, conversely to the first 
study, the main contrast for assessing possible differences between the perception of human and robotic actions 
(human actions vs. robotic actions) revealed no differences in activation of the insula. These data suggest that the 
dorso-central insula was involved in the processing of both human actions and robotic actions conveying human 
vitality forms. One could object that this insular activity, besides corresponding to the recognition of vitality 
forms generated by the iCub robot, may also reflect a possible effect of the shirt that the robot wore. The choice 
of “dressing” the iCub robot was made to avoid possible confounding effects that may affect participant attention 
(e.g. rotation, glittering, etc.), emphasizing the arm actions as occurred in the human condition. Although this 
hypothesis cannot be completely excluded, the observation of the iCub robot wearing the shirt and generating 
actions with a jerky movement (control condition) did not produce the activation of the dorso-central insula 
(robot jerky actions vs. baseline).

Taken together, data obtained from Study 1 and Study 2 confirm the role of the dorso-central insula in the 
processing of vitality forms indicating that this brain area is also involved in the processing of robotic actions 
conveying human vitality forms. Furthermore, these two fMRI studies provide evidence that the kinematic 

Figure 3.   Example of video-clips observed by participants during the two experiments. Study 1: the images 
show the human actor and the iCub robot at start (A, B, left panels) and end positions (A, B, right panels). Study 
2: the images show the human actress and the iCub robot dressed in a red shirt at start (C, D, left panels) and 
end positions (C, D, right panels). For each action, the initial and final positions were fixed. In the central part of 
the screen a white cross indicated the focus point for the duration of videoclips.

Figure 4.   Physical properties of the video stimuli. Graphs depict the profiles of 2D mean velocity perceived by 
participants during the observation of video-clips showing gentle and rude actions performed by human actors 
and iCub robot in Study 1 (A) and Study 2 (B).
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parameters of human actions play a fundamental role in triggering the activation of the dorso-central insula. 
Notably, insula activity increased during the observation of a humanoid robot performing actions with biological 
kinematic parameters characterizing human vitality forms (peak velocity, velocity profile). Additionally, although 
the two fMRI studies were conducted with two different groups of participants, the activation foci obtained dur-
ing the observation of human vitality forms (human rude actions vs. human control actions; human gentle actions 
vs. human control actions) were located in the same insular sector (Fig. 2A,B, panels 1 and 2).

It is not completely clear how visual information reaches the dorso-central insula, during the observation of 
actions performed by others, allowing for the recognition of vitality forms. Previous anatomical data obtained 
from monkeys showed that the dorso-central insula receives connections from the anterior part of the superior 
temporal sulcus27,28, where neurons are located that respond to complex visual stimuli, amongst which are 
several types of arm movements. Similarly, in humans, Almashaikhi and colleagues29 showed that electrical 
stimulation of the dorso-central insula (middle and posterior short gyri) in patients with drug-resistant epilepsy, 
determines evoked potentials in the temporal areas encoding biological visual stimuli, such as the observation of 
hand and arm actions. This cortical network represents the main pathway through which visual input may reach 
the dorso-central insula. After the encoding of vitality forms, it is very likely that the insula may transform this 
information in a motor domain allowing the observer to prepare an adequate motor response. This hypothesis is 
corroborated by anatomical studies conducted with monkeys showing that the central part of the insula is con-
nected with the parieto-frontal areas (the inferior parietal lobule; the ventral premotor cortex, and the prefrontal 
area 46) which have a fundamental role in the control of voluntary hand/arm movements30–32. These findings are 
also in agreement with a tractography study (DTI) conducted with both humans and monkeys (Di Cesare and 
colleagues33) showing that the dorso-central insula is connected with the parieto-frontal circuit in both species. 

Table 2.   Cerebral activity obtained in Study 2 during the observation of (A) human actions versus baseline 
(global null conjunction of gentle and rude conditions); (B) robotic actions versus baseline. Local maxima, as 
shown in Fig. 1C,D, are given in MNI standard brain coordinates, significant threshold is set at PFWE < 0.05 
(cluster-level).

Anatomical region

Left hemisphere Right hemisphere

x y z Z-score x y z Z-score

(A) Human actions versus baseline

Inferior occipital gyrus − 48 − 70 − 4 Inf 42 − 68 − 16 Inf

Superior occipital gyrus 20 − 88 6 Inf

Middle occipital gyrus 44 − 76 − 2 Inf

Lingual gyrus 12 − 90 − 6 Inf

Fusiform gyrus 32 − 72 − 14 Inf

Inferior Temporal Gyrus 58 − 60 − 4 Inf

Middle temporal gyrus − 48 − 64 8 Inf 50 − 64 − 2 Inf

Inferior parietal lobule − 42 − 48 48 5.53

Precentral gyrus − 42 − 4 46 6.22 42 2 44 Inf

Middle cingulate cortex 8 16 44 5.20

Posterior-medial frontal gyrus 6 6 70 6.43

Insula − 42 12 0 4.49

Hippocampus − 22 − 28 − 6 7.25

Thalamus 20 − 28 − 2 Inf

Cerebellum − 10 − 76 − 40 6.90 22 − 76 − 20 Inf

(B) Robotic actions versus baseline

Inferior occipital gyrus 44 − 76 − 2 Inf

Calcarine gyrus − 4 − 84 − 12 Inf 14 − 90 2 Inf

Lingual gyrus − 6 − 78 − 4 Inf 12 − 90 − 6 Inf

Precuneus − 6 − 40 70 4.99 6 − 52 68 4.10

Fusiform gyrus 28 − 70 − 14 Inf

Middle temporal gyrus 50 − 62 0 Inf

Paracentral lobule − 12 − 32 72 3.52 10 − 30 68 4.81

Inferior parietal lobule − 44 46 46 5.17

Precentral gyrus − 48 2 52 5.75 42 2 44 7.80

Inferior frontal gyrus 40 28 − 4 4.44

Posterior-medial frontal gyrus − 6 10 50 5.43 4 8 70 5.57

Insula − 42 12 0 3.81

Hippocampus 28 − 24 − 8 Inf

Thalamus 22 − 26 − 4 Inf

Cerebellum 22 − 76 − 20 Inf
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These anatomical connections confirm the involvement of the dorso-central insula in the cerebral networks for 
generating hand actions suggesting its possible role in the modulation of action. In line with this hypothesis, 
previous studies have indicated that the dorso-central insula is activated not only during the observation of vital-
ity forms but also during their execution. The overlap of execution and perception of action conveying vitality 
forms suggests the existence of a mirror mechanism for action vitality forms in the dorso-central insula. This 
mirror mechanism is different from that located in the parietal and frontal areas specific for the understanding 
of action goals, and is located in the insula which might allow one to express their own mood/attitude and to 
understand those of others.

In conclusion, three particular findings from this study add to the existing data on the observation of robotic 
actions and shed new light on the functioning of the dorso-central insula: first, the observation of robotic actions 
does not interfere per se with activation of the insular cortex. Second, kinematic features (e.g. peak velocity) of 
an observed action appear to represent an important cue essential for triggering insula activity. Third, observing 
a humanoid robot performing actions generated with human kinematic parameters such as peak velocity, as well 
as velocity profile, produce activation of the dorso-central insula.

This study represents a preliminary step in understanding how to endow robots with gentle and rude vitality 
forms, as well as the neural correlates involved in the processing of these robotic vitality forms. Furthermore, it 
highlights how programming robot movements in a precise and repetitive way could allow for the investigation 
of the contributions of different kinematic parameters to perception of actions. Results and methodology from 
this study may have implications for other research fields such as robotics and private sectors. In fact, robots in 
the future are expected to interact with humans in several scenarios including as a companion34–36, or assistant37. 
These new applications will require robots to be calm, efficient, legible and entertaining. To succeed in these 
new applications, robots need to efficiently communicate with humans in their environment38–40. It is plausible 
that, in future, vitality forms could become a fundamental tool for humanoid robots and virtual avatars allowing 
them to convey the internal states that characterize human communication. In this way, robots will appear more 
authentic and comfortable to interact with, promoting interactions with humans.

Materials and methods
Subjects.  Two different groups of sixteen healthy right-handed participants (group 1: six females and ten 
males, mean age = 26.5 years, SD = 3.8; group 2: five females and eleven males, mean age = 25.7 years, SD = 3.4) 
took part in Study 1 and Study 2 respectively. The choice to collect 16 subject in the current study is based on 
results provided by a power analysis carried out on previous data relative to a similar fMRI study12. Results of 
power analysis indicated that, in order to obtain a medium effect in the dorso-central insula due to the observa-
tion of human actions conveying vitality forms, it is essential to collect a sample consisting of at least 15 par-
ticipants [(partial eta square = 0.21, α = 0.05, β = 0.95 and non sphericity correction 0.7 (ε)]. All participants had 
normal or corrected-to-normal vision. Informed consent was obtained from all participants and the experiment 
was approved by the ethics committee of the University of Parma (UNIPRMR750v1) in accordance with the 
Declaration of Helsinki.

Experimental design, stimuli and tasks.  Both Study 1 and Study 2 consisted of three experimental 
runs. Each run was organized in a blocked design based on a 2 × 3 factorial design with the agent (human and 
robot) and the action forms [gentle actions, rude actions (vitality forms condition) and jerky actions (control condi‑
tion)] as factors.

In Study 1, participants were shown video clips of a male actor offering different objects (apple, orange, packet 
of crackers, bottle, ball) with gentle or rude vitality forms, or without any vitality form (i.e. jerky actions; control 
condition) (Fig. 3A). Specifically, control stimuli were obtained by presenting one static frame of the action every 
400 ms (5 frames in total from the beginning to the end of the action). The aim of the control stimuli was to 
allow participants to understand the action goal without conveying any vitality form information. Additional 
video-clips showed a humanoid robot (iCub) generating the same actions (offering different objects) at one of 
two velocities (high or low) which approximate the gentle and rude vitality forms expressed by the human actor 
(Fig. 3B). As a control, participants were presented with video-clips showing the iCub robot generating the 
same actions with a jerky movement. The iCub robot generated actions in accordance with the 2/3 power law 
which characterizes biological motion41. Subsequently, in order to obtain a similar peak velocity between the 
kinematic curves of actions performed by the human actor and those generated by the iCub robot, the frame rate 
of video-clips was adjusted accordingly (Fig. 4A). For all video-clips, the face area of both the human actor and 
iCub robot was omitted to avoid possible confounding effects due to attention being paid to facial expression. 
All video-clips were recorded using a high definition camera (Panasonic HC X900) fixed at a 180° angle with 
respect to the human actor and the iCub robot (i.e., providing an allocentric point of view).

In Study 2, participants were presented with very similar video stimuli as those presented in Study 1 [2 agents: 
human and robot; 3 action types: gentle actions, rude actions (vitality forms condition) and jerky actions (control 
condition)] differing on three points: 1) the human agent was a female actress; 2) the iCub robot was able to 
execute the exact kinematic replica of the actions performed by the human actress (i.e. with the same velocity 
profiles); and 3) the iCub robot wore a red shirt to emphasize the arm actions as occurred for the human actor 
(Fig. 3D).

The choice of a female actress was supported by the necessity of matching the anthropometric characteristics 
of the iCub robot with those of the human agent in order to match the kinematic parameters (velocity profile, 
length trajectory) of action. For this purpose, the kinematic parameters regarding gentle and rude actions per-
formed by the actress were recorded by the OptoTrack system and remapped into the kinematic model of the 
iCub robot refining the generation of its actions.
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All actions performed in Study 1 and Study 2 were also filmed by a high definition camera (Panasonic HC 
X900) in order to obtain video stimuli to present in the two fMRI studies.

During the experiment, participants were required to fixate on a white cross in the center of the screen and 
to focus on the vitality forms of the action. At the beginning of each block, an instruction panel stating “observe” 
reminded participants to pay attention to the action. In 10% of cases, participants were required to indicate the 
last perceived vitality form by pressing a button on a response box placed inside the scanner (Fig. 5).

Kinematic recording and physical properties of stimuli.  3D stimuli motion.  In Study 1, a VICON 
Motion Capture System (Vicon OMG, UK MX2 model, sampling frequency: 100 Hz.) was used to record the 
kinematic features of actions performed by both the male actor and the robot. In particular, six infrared cameras 
recorded the 3D position (at regular time intervals) of 5 markers placed in different positions of the right arm: 
one on the thumb, one on the index finger, one on the wrist, one on the elbow and one on the shoulder. In all vid-
eos, the actor and the robot performed the actions starting from the same initial position and reaching the same 
final position (Fig. 3A). During execution, the natural and ecological expression of human actor was preserved 
as much as possible avoiding excessive artificial manipulation of kinematic variables.

In Study 2, the kinematic features of the actions performed by both the female actress and the robot were 
recorded from the same marker positions as described above, but using a different system: the NDI OptoTrack 
(sampling frequency: 200 Hz). The choice of this new recording system was supported by the presence of active 
markers. These specific markers helped to avoid possible confounding effects caused by the reflective metallic 
parts of the robot.

The Two-Thirds (2/3) Power Law41 is a typical trait of human motion, linking speed to the curvature of an 
elliptical movement. A module was designed giving the iCub robot the ability to execute curve arm movements 
compliant with this law42, taking advantage of the existing Cartesian controller of the iCub43. Given some precise 
parameters that define a trajectory in 3D space, the module can generate a smooth, human-like movement, which 
is then executed by the robot. Particular attention was paid to the generation of biological motion for the robot 
because, as has been previously demonstrated, such motions are decisive in drawing out motor resonance and 
automatic imitation during interactions44,45.

2D perceived velocity of stimuli.  After video recording, the 2D kinematic profiles of all actions pre-
sented in the video-clips were analyzed using the Tracker software. For this purpose, a specific point of the 
agent’s hand (human or robot) corresponding to the index finger, was marked for all video clips. In particular, 
for each video frame, the position of the index finger was tracked in the space from the beginning to the end of 
action. For all actions, using both X and Y values of each tracked point, the module of velocity 

(

|v| =
√

v2x + v2y

)

 
for gentle and rude actions was calculated and averaged. Figure 4 shows the kinematic profiles of human and 
robotic actions presented to participants in Study 1 and Study 2 (perceived velocity).

Experimental paradigm.  Participants both studies were laid in the GE MR750 scanner in a dimly lit envi-
ronment. The stimuli were presented via the VisuaSTIM system with a 30 dB noise-attenuating headset with 
40 Hz to 40 kHz frequency response and with a 500.000 pixels × 0.25 square inch resolution with horizontal 
eye field of 30°. The transmission of the digital signal to the scanner occurred via optic fiber. E-Prime 2 Profes-
sional software was used (Psychology Software Tools, Inc., Pittsburgh, USA, https​://www.pstne​t.com) in order 
to present video stimuli and record participants’ answers. Video stimuli were presented in blocks of five con-
secutive stimuli of the same condition each lasting 2.5 s (conditions: human gentle actions, human rude actions; 
human jerky actions; robotic slow actions (Study 1) or robotic gentle actions (Study 2); robotic fast actions (Study 

Figure 5.   Graph shows the experimental paradigm adopted in the two fMRI studies. A block design was used 
in both experiments. Video stimuli were presented in blocks of five consecutive stimuli (duration 12.5 s) of the 
same condition (human gentle actions, HUM GT; human rude actions, HUM RD; human jerky actions, HUM 
CT; robotic slow actions, ROB SL; robotic fast actions, ROB FS; robotic jerky actions, ROB CT) followed by a rest 
period lasting 12.5 s (FIX). In 10% of cases, catch trial blocks (Resp) were intermixed with experimental blocks, 
in which participants had to indicate the last observed vitality form (gentle, rude, neutral).

https://www.pstnet.com
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1) or robotic rude actions (Study 2); robotic jerky actions). An inter block period of 12.5 s without video stimuli 
was present between two consecutive blocks. In 10% of cases the inter block period catch trials were randomly 
presented and participants were required to indicate the last vitality form observed by pressing a button on a 
response box placed inside the scanner (Fig. 5). Study 1 and Study 2 were both composed of three functional 
runs comprising a total of nine blocks (45 single trials) for each condition, presented in a randomized order. 
Each functional run lasted approximately 10 min.

fMRI data acquisition.  Imaging data were collected on a 3 T Discovery MR750 GE scanner equipped with 
an eight-channel receiver head coil. Functional images were acquired using a gradient EPI sequence with a TR 
of 2500 ms, TE of 30 ms, flip angle of 90°, parallel imaging acceleration factor of 2, 205 × 205 mm2 field of view, 
voxel size of 2.5 × 2.5 × 3 mm3. The scanning sequence comprised 224 ascending sequential volumes composed 
by 40 axially slices. Additionally, a high resolution T1-weighted structural image (1 × 1 × 1 mm3) was acquired 
with a TR of 8100 ms, TE of 3.2 ms, flip angle of 12° for each participant.

Statistical analyses.  Data analyses for both Study 1 and Study 2 were performed using SPM12 (Wellcome 
Trust Center for Neuroimaging, London, UK). The first three volumes of each run were discarded to allow for 
T1 equilibration effects. For each participant, functional volumes were first slice-timing corrected, realigned 
to the mean volume and unwarped for between-scan motion correction. Subsequently, the T1-weighted image 
was resampled into functional image space before segmentation into gray, white and cerebrospinal fluid and 
normalization to the Montreal Neurological Institute (MNI) space, according to SPM12 preprocessing pipe-
line. Finally, spatial transformations derived from segmentation step were then applied to the realigned EPIs 
for normalization to MNI space with a voxel size of 2 × 2 × 2 mm. At the end of preprocessing, all functional 
normalized volumes were spatially smoothed with a 6 mm full-width half maximum isotropic Gaussian kernel. 
For all subjects, head motion was carefully checked and no participant met the exclusion criteria of 3 mm mean 
displacement. Data were analyzed using a random-effects model46, implemented in a two-level procedure. At the 
first level (single-subject analysis), the BOLD signal was modeled using a general linear model (GLM) compris-
ing the onsets and durations of each block condition for each functional run. In the first Study, the GLM model 
consisted of eight regressors: human rude actions (HUM RD), human gentle actions (HUM GT), human jerky 
actions (HUM CT), robotic fast actions (ROB FS), robotic slow actions (ROB SL), robotic jerky actions (ROB CT), 
instruction and response. Stimuli were presented in blocks of five consecutive video-clips of the same condition. 
Each block was modeled as a whole event lasting 12.5 s. The blocks presenting catch trials intermixed with the 
experimental blocks were modeled as events lasting 12.5 s (Fig. 5).

In the second-level analysis (group analysis), contrast images of the first level were entered into a flexible 
factorial model for each participant47. This model consisted of six regressors (HUM RD, HUM GT, HUM CT, 
ROB FS, ROB SL, ROB CT) and considered the activation patterns resulting from contrasts between conditions 
(HUM RD vs. HUM CT; HUM GT vs. HUM CT; ROB FS vs. ROB CT; ROB SL vs. ROB CT) and agents (HUM vs. 
ROB; HUM RD vs. ROB FS; HUM GT vs. ROB SL).

In the second Study, the GLM model consisted of eight regressors at the first level: HUM RD, HUM GT, HUM 
CT, ROB RD, ROB GT, ROB CT, instruction and response. In the second-level analysis, for each participant, 
the contrast images of the first level were entered into a flexible factorial model47. This model consisted of six 
regressors (HUM RD, HUM GT, HUM CT, ROB RD, ROB GT, ROB CT) and considered the activation patterns 
resulting from contrasts between conditions (HUM RD vs. HUM CT; HUM GT vs. HUM CT; ROB RD vs. ROB 
CT; ROB GT vs. ROB CT) and agents (HUM vs. ROB; HUM RD vs. ROB RD; HUM GT vs. ROB GT).

In both studies, the location of the activation foci was determined in the stereotaxic space of the MNI coor-
dinates system. All significant clusters were identified using an a priori voxel-wise FWE-corrected threshold of 
p < 0.05 (cluster level).

Received: 21 April 2020; Accepted: 22 September 2020

References
	 1.	 Stern, D. N. The Interpersonal World of the Infant (Basic Books, New York, 1985).
	 2.	 Stern, D. N. Forms of Vitality Exploring Dynamic Experience in Psychology, Arts, Psychotherapy, and Development (Oxford University 

Press, Oxford, 2010).
	 3.	 Darwin, C. On the Origin of Species by Means of Natural Selection, or Preservation of Favoured Races in the Struggle for Life (John 

Murray, London, 1859).
	 4.	 James, W. What is an emotion. Mind 34, 188–205 (1884).
	 5.	 Trevarthen, C. The concept and foundations of infant intersubjectivity. In Intersubjective Communication and Emotion in Early 

Ontogeny (ed. Braten, S.) (Cambridge University Press, New York, 1998).
	 6.	 Hobson, R. P. & Lee, A. Imitation and identification in autism. J. Child Psychol. Psych. 40(4), 649–659 (1999).
	 7.	 Rochat, M. J. et al. Impaired vitality form recognition in autism. Neuropsychologia 51(10), 1918–1924 (2013).
	 8.	 Di Cesare, G. et al. Differences in action style recognition in children with autism spectrum disorders. Front. Psychol. 8, 1456 

(2017).
	 9.	 Di Cesare, G., De Stefani, E., Gentilucci, M. & De Marco, D. Vitality forms expressed by others modulate our own motor response: 

a kinematic study. Front. Hum. Neurosci. 11, 565. https​://doi.org/10.3389/fnhum​.2017.00565​ (2017).
	10.	 Di Cesare, G. et al. The neural correlates of “vitality form” recognition: an fMRI study. Soc. Cognit. Affect. Neurosci. 9, 951–960 

(2013).
	11.	 Di Cesare, G., Di Dio, C., Marchi, M. & Rizzolatti, G. Expressing and understanding our internal states and those of others. Proc. 

Natl. Acad. Sci. USA 112(33), 10331–10335 (2015).
	12.	 Di Cesare, G., Marchi, M., Errante, A., Fasano, F. & Rizzolatti, G. Mirroring the social aspects of speech and actions: the role of 

the insula. Cereb Cortex 1, 1–10 (2017).

https://doi.org/10.3389/fnhum.2017.00565


11

Vol.:(0123456789)

Scientific Reports |        (2020) 10:16928  | https://doi.org/10.1038/s41598-020-73728-3

www.nature.com/scientificreports/

	13.	 Di Cesare, G., Gerbella, M. & Rizzolatt, G. The neural basis of vitality forms. Natl. Sci. Rev. https​://doi.org/10.1093/nsr/nwz18​7 
(2020).

	14.	 Baxter, P., Ashurst, E., Read, R., Kennedy, J. & Belpaeme, T. Robot education peers in a situated primary school study: personalisa-
tion promotes child learning. PLoS ONE 12, e0178126. https​://doi.org/10.1371/journ​al.pone.01781​26 (2017).

	15.	 Belpaeme, T., Kennedy, J., Ramachandran, A., Scassellati, B. & Tanaka, F. Social robots for education: a review. Sci. Robot. 3, 
eaat5954. https​://doi.org/10.1126/sciro​botic​s.aat59​54 (2018).

	16.	 Conti, D. et al. Use of robotics to stimulate imitation in children with Autism Spectrum Disorder: a pilot study in a clinical setting. 
In 24th IEEE International Symposium on Robot and Human Interactive Communication (RO-MAN, 1–6) (2015).

	17.	 Manzi, F. et al. (2020). Frontiers in psychology (in press).
	18.	 Di Cesare, G., Errante, A., Marchi, M. & Cuccio, V. Language for action: motor resonance during the processing of human and 

robotic voices. Brain Cogn. 118, 18–27 (2017).
	19.	 Di Dio, C. et al. Shall i trust you? From child-robot interaction to trusting relationships. Front. Phychol. 11, 469 (2020).
	20.	 Manzi, F. et al. The understanding of congruent and incongruent referential gaze in 17-month-old infants: an eye-tracking study 

comparing human and robot. Sci. Rep. 10(1), 11918 (2020).
	21.	 Gazzola, V., Rizzolatti, G., Wicker, B. & Keysers, C. The anthropomorphic brain: the mirror neuron system responds to human 

and robotic actions. Neuroimage 35, 1674–1684 (2007).
	22.	 Urgen, B. A., Pehlivan, S. & Saygin, A. P. Distinct representations in occipito-temporal, parietal, and premotor cortex during action 

perception revealed by fMRI and computational modeling. Neuropsychologia 127, 35–47 (2019).
	23.	 Di Cesare, G. et al. Vitality forms processing in the insula during action observation: a multivoxel pattern analysis. Front. Hum. 

Neurosci. 10, 267. https​://doi.org/10.3389/fnhum​.2016.00267​ (2016).
	24.	 Di Cesare, G., Pinardi, C., Marchi, M. & Rizzolatti, G. Understanding the attitude of others by hearing action sounds: the role of 

the insula. Sci. Rep. https​://doi.org/10.1038/s4159​8-019-50609​-y (2019).
	25.	 Di Dio, C. et al. The neural correlates of velocity processing during the observation of a biological effector in the parietal and 

premotor cortex. Neuroimage 64, 425–436 (2012).
	26.	 Rizzolatti, G. & Sinigaglia, C. The mirror mechanism: a basic principle of brain function. Nat. Rev. Neurosci. 17(12), 757–765 

(2016).
	27.	 Seltzer, B. & Pandya, D. N. Post-rolandic cortical projections of the superior temporal sulcus in the rhesus monkey. J. Comp. Neurol. 

312(4), 625–640 (1991).
	28.	 Mufson, E. J. & Mesulam, M. M. Insula of the old world monkey. II: afferent cortical input and comments on the claustrum. J. 

Comp. Neurol. 212(1), 23–37 (1982).
	29.	 Almashaikhi, T. et al. Functional connectivity of insular efferences. Hum. Brain Mapp. 35, 5279–5294 (2014).
	30.	 Jezzini, A. et al. A shared neural network for emotional expression and perception: an anatomical study in the macaque monkey. 

Front. Behav. Neurosci. 9, 243 (2015).
	31.	 Gerbella, M., Belmalih, A., Borra, E., Rozzi, S. & Luppino, G. Connections of the anterior (F5a) subdivision of the macaque ventral 

premotor area F5. Brain Struct. Funct. 216, 43–65 (2011).
	32.	 Borra, E., Gerbella, M., Rozzi, S. & Luppino, G. The macaque lateral grasping network: a neural substrate for generating purposeful 

hand actions. Neurosci. Biobehav. Rev. 75, 65–90 (2017).
	33.	 Di Cesare, G. et al. Insula connections with the parieto-frontal circuit for generating arm actions in humans and macaque monkeys. 

Cereb. Cortex 29, 2140–2147 (2018).
	34.	 Lorenz, T., Weiss, A. & Hirche, S. Synchrony and reciprocity: key mechanisms for social companion robots in therapy and care. 

Int. J. Soc. Robot. 8(1), 125–143 (2016).
	35.	 Rabbitt, S. M., Kazdin, A. E. & Scassellati, B. Integrating socially assistive robotics into mental healthcare interventions: Applica-

tions and recommendations for expanded use. Clin. Psychol. Rev. 35, 35–46 (2015).
	36.	 Takayanagi, K., Kirita, T. & Shibata, T. Comparison of verbal and emotional responses of elderly people with mild/moderate 

dementia and those with severe dementia in responses to seal robot, PARO. Front. Aging Neurosci. 6, 257 (2014).
	37.	 Szafir, D., Mutlu, B., & Fong, T. Communication of intent in assistive free flyers. In Proceedings of the 2014 ACM/IEEE International 

Conference on Human-Robot Interaction (HRI’14) 358–365 (ACM, New York, 2014).
	38.	 Venture, G. & Kulić, D. Robot expressive motions: a survey of generation and evaluation methods. ACM Trans. Hum. Robot Interact. 

https​://doi.org/10.1145/33442​86 (2019).
	39.	 Sandini, G., Sciutti, A. & Rea, F. Movement-based communication for humanoid-human interaction. In Humanoid Robotics: A 

Reference (eds Goswami, A. & Vadakkepat, P.) (Springer, Dordrecht, 2019).
	40.	 Manzi, F., et al. A robot is not worth another: Exploring children’s mental stateattribution to different humanoid robots. Front. 

Psychol. https​://doi.org/10.3389/fpsyg​.2020.0201 (2020).
	41.	 Lacquaniti, F., Terzuolo, C. & Viviani, P. The law relating the kinematic and figural aspects of drawing movements. Acta Psychol. 

(Amst.) 54(1–3), 115–130 (1983).
	42.	 Noceti, N., Rea, F., Sciutti, A., Odone, F., Sandini, G. View-invariant robot adaptation to human action timing. In Proceedings of 

SAI Intelligent Systems Conference 804–821 (Springer, Cham, 2018).
	43.	 Pattacini, U., Nori, F., Natale, L., Metta, G., Sandini, G. An experimental evaluation of a novel minimum-jerk Cartesian control-

ler for humanoid robots. In Proceedings of IEEE/RSJ International Conference on Intelligent Robots and Systems, IROS 1668–1674 
(2010).

	44.	 Bisio, A. et al. Motor contagion during human-human and human-robot interaction. PLoS ONE 9(8), e106172. https​://doi.
org/10.1371/journ​al.pone.01061​72 (2014) ((eCollection 2014)).

	45.	 Chaminade, T., Franklin, D.W., Oztop, E., Cheng, G. Motor interference between humans and humanoid robots: Effect of biological 
and artificial motion. In Proceedings of the 4th IEEE International Conference on Development and Learning, 96101 (2005).

	46.	 Friston, K. J., Holmes, A. P. & Worsley, K. J. How many subjects constitute a study?. Neuroimage 10, 1–5 (1999).
	47.	 Friston, K. J. et al. Classical and Bayesian inference in neuroimaging: applications. Neuroimage 16, 484–512 (2002).

Acknowledgements
Giuseppe Di Cesare, Fabio Vannucci and Alessandra Sciutti are supported by a Starting Grant from the European 
Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme. G.A. 
No. 804388, wHiSPER".

Author contributions
G.D.C., F.R., A.S. and G.S. designed the research; G.D.C. conducted the experiment; G.D.C., F.V. and A.S. ana-
lysed the data; G.D.C., F.V., F.R., A.S. and G.S. wrote the manuscript.

Competing interests 
The authors declare no competing interests.

https://doi.org/10.1093/nsr/nwz187
https://doi.org/10.1371/journal.pone.0178126
https://doi.org/10.1126/scirobotics.aat5954
https://doi.org/10.3389/fnhum.2016.00267
https://doi.org/10.1038/s41598-019-50609-y
https://doi.org/10.1145/3344286
https://doi.org/10.3389/fpsyg.2020.0201
https://doi.org/10.1371/journal.pone.0106172
https://doi.org/10.1371/journal.pone.0106172


12

Vol:.(1234567890)

Scientific Reports |        (2020) 10:16928  | https://doi.org/10.1038/s41598-020-73728-3

www.nature.com/scientificreports/

Additional information
Correspondence and requests for materials should be addressed to G.D.C.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://creat​iveco​mmons​.org/licen​ses/by/4.0/.

© The Author(s) 2020

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	How attitudes generated by humanoid robots shape human brain activity
	Results
	fMRI study 1. 
	Main effect of the observation of actions performed by human and iCub robot. 
	Contrasts between vitality forms and control stimuli. 
	Contrasts between human and iCub robot. 

	fMRI study 2. 
	Main effect of actions performed by human and iCub robot. 
	Contrasts between vitality forms and control stimuli. 
	Contrasts between human and iCub robot. 
	Testing for the vitality effect in the dorso-central insula: region-of-interest analysis. 


	Discussion
	Materials and methods
	Subjects. 
	Experimental design, stimuli and tasks. 
	Kinematic recording and physical properties of stimuli. 
	3D stimuli motion. 

	2D perceived velocity of stimuli. 
	Experimental paradigm. 
	fMRI data acquisition. 
	Statistical analyses. 

	References
	Acknowledgements


