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Machine Learning (ML) Tools

Platform: Anaconda (https://docs.anaconda.com/anaconda/install/)

Programming Language: Python

Software: Integrated Development Environment (IDE) 

Jupyter / Spyder

Library:  Pandas (https://pandas.pydata.org/)

Scikit-Learn (https://scikit-learn.org/stable/)

Recommended Lecture*: Prof. Renato Bruni, ‘’Optimization and 

Machine Learning for the Imputation of Missing Interconnected Data’’

*(strongly suggested before this lecture)

https://docs.anaconda.com/anaconda/install/
https://pandas.pydata.org/
https://scikit-learn.org/stable/
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Directory Structure

original_dataset.xlsx

Columns_Final_Name.xlsx

columns_ordered.pkl 

columns_ordered_bibliometric.pkl

1_smooth_imputation.py

2_merge_smoothfiles.py

3_donor_imputation.py          

4_donor_imputation_relaxed.py     

5_smooth_after_donor.py           

6_merge_smoothfiles.py

7_add_ratios_and_trends.py            



Python Code Pipeline

1_smooth_imputation.py       

2_merge_smoothfiles.py       

3_donor_imputation.py          

4_donor_imputation_relaxed.py     

5_smooth_after_donor.py            

6_merge_smoothfiles.py            

7_add_ratios_and_trends.py  

Trending Smooth 

Imputation

Donor & Donor 

Relaxed Imputation

Statistical Analysis



Imputation Procedure

 Objective:

In our work we want to reconstruct as much as possible missing 

values through the Machine Learning procedures. We 

consider 2 different types of missing value: single or small 

sequence and almost complete or full sequence. These 

different situations are tackled with 2 different methods : 

Smooth Imputation or Donor Imputation.

 Smooth Imputation: (Impute from the same Institution) 

Combination of the weighted average and the linear 

regression considering the time series.

 Donor Imputation: (Impute from the Donor Institution) For each 

Institution under imputation, find a similar complete 

Institution (Donor) at least for the variable we need,and use 

the values of the latter to impute the missing values of the 

former. 



Smooth Imputation

Main Steps:

 1. Data Preparation & Cleaning Part.

 2. ETER ID check about Missing Sequence (single, consecutive or full).

 3. Extraction of Training and Test Data, computing Linear Regression          

Model and Weighted Average.

 4. Combination between LR and WA :

Coefficient                            m = slope of LR model ,                                                              

minimum available value

 5. If the result is Negative, really unfeasible, we use the Exponetiation    

Operation applied with an exponent in (0,1) to obtain a positive value in 

line with the Trend.

 6. Add Imputed values in the final Dataset.

vi = (a2 / a2 +1) vi
WA + (1 / a2 +1) vi

LR

a = _____
min {vh }
h  i

2|m|

min {vh }    



Different types of Missing Values

Check Missing Sequence



Institution Data Extraction

Select ETER ID



Model Preparation

Type of Missing

Train & Test Data



Linear Combination: LR - WA

Weighted Average

Linear Regression Model



Smooth Value Computation

«a» Coefficient



Exponentiation Operation

Avoid Negative Values



Smooth Example - Students

Eter ID: FR0026



Smooth Example - Students

Eter ID: SI0022



Donor Imputation

Main Steps:

 1. Data Preparation (add Country Similarity) & Cleaning Part.

 2. ETER ID check about Missing Sequence (almost complete or full).

 3. Creation of the container for all possible Donor Institutions.

 4. “Window” filter on categorical variables and Size, Trend and Ratios.

 5. Computation of the Distance Function based on multiple features, with 

the extraction of the nearest Donor Institution.

 6. Value imputation, if possible with the application of a normalization 

method.

 7. Add Imputed values in the final Dataset.



Initial set of Donors 

Donor Selection



Applying filters on the initial set of Donors

Categorical Window



Filters on the set of Donors

Initial Set of Selected Donors

Set of Selected Donors is reduced



Filters on the set of Donors

Reduced Again



Distance Function: using Country

Country Similarity



Distance Funct. : using Size, Trend, …

KNN Vector



Distance Funct.: other variables

KNN Vector



Donor Example – All Variables

Imputed: DE0256  Donor: DE0245

Donors after Filtering 



Donor Example – Rescaled Values

Imp.: FI0024  Donor: FI0021

Normalization

Imputed Value



Conclusions

 Fast imputation of several types of missing values.

 Different imputation techniques for short or full sequences.

 Really flexible according to the request of the user.

 Applicable to every ETER variable.

 Could be easily adapted to other educational data, or other 

interconnected data with different origin. 

 Code avialble in Python, can take advantage of several 

libraries for instance Pandas to handle with Excel files and 

Scikit-learn with many Machine Learning Tools.



Further Developments

 For many incomplete Institutions, we have scarcity of Donors: 

missing values are often too much and they are concentrated on 

some types of Institutions, so those types are very difficult to 

impute. Possible other sources for data integration ?

 Smooth Imputation works initially with a univariate model, and 

later Ratios are used to connect the different variables. Maybe a 

native multivariate extension is possible ?

 If a Donor contains errors, its errors are propagated when it is 

used for imputation. We plan to study further filtering techniques 

for Donors.

 Full Parallelization ?



THANK YOU
for your attention!

Any Questions ?


