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• Particle Track Reconstruction and TrackML Challenge

• Hep.TrkX Graph Neural Network approach

• Quantum Graph Neural Network approach
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and Particle Track Reconstruction
High Luminosity LHC
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CPU resource needs
2017 Computing model

2018 estimates:
MC fast calo sim + standard reco
MC fast calo sim + fast reco
Generators speed up x2

Flat budget model
(+20%/year)

ATLAS Preliminary

High Luminosity upgrade of LHC brings many
computational challenges.

ATLAS computing model projections for Phase-2

Particle Track Reconstruction to be much harder!

Run -1 Run -2 Run -3 

𝜇 21 40 150-200?

Tracks ~280 ~600 ~7-10k

𝜇: 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑝𝑒𝑟 𝑏𝑢𝑛𝑐ℎ 𝑐𝑟𝑜𝑠𝑠𝑖𝑛𝑔

H. Gray, Track reconstruction in the ATLAS experiment, 2016.
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A Public Machine Learning Challenge for Particle Tracking
TrackML Challenge

https://www.kaggle.com/c/trackml-particle-identification/overview
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Hep.TrkX GNN

https://arxiv.org/abs/1810.06111
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Promising Results
Hep.TrkX GNN

Model Scores:

Purity: 99.5%
Efficiency: 98.7%
Overall Accuracy: 99.5% 

with 0.5 threshold
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Quantum computing allows a new
way of computation for certain
problems including;

• Prime number factorization
• Solving Linear Equations
• Machine Learning!
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Quantum Computing

Credit: IBM Research
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Quantum Classifiers
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Introducing Quantum Graph Neural Networks for Particle Track Reconstruction

Our Work

• First results were showcased at CHEP 2019, proceeding submitted: https://arxiv.org/abs/2003.08126

Aim: 

• Using Gate Level Quantum Computers for Particle Track Reconstruction by altering an already good performing 
Graph Neural Network Approach (Hep.TrkX)

InputNet Quantum
EdgeNet

Quantum
NodeNet

Quantum
EdgeNet

Quantum
NodeNet

Quantum
EdgeNet

https://arxiv.org/abs/2003.08126
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Preprocessing the Data

• Each event is divided into 8 segments 
in 𝜂 and 2 segments in z directions.

• 1% of TrackML data is used. 

• Following cuts are applied to the data 
to construct graphs:

𝒑𝑻 > 1 GeV

∆∅/∆r < 0.0006

z0 < 100 mm

𝜼 [-5, 5]

Histogram of 100 Events

Example Subgraph
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In Cylindrical Coordinates
Plotting the Data Blue: After preprocessing with

Hep.TrkX methods

Red: Ground Truth
1/16 of an event
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How does it work?
A Quantum Classifier

Node 1 (r1,∅1,z1) 

Node 0 (r0,∅0,z0) 
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Quantum Edge Network
Quantum Networks

Edge
Information

Node Features

Hidden Features

Number of qubits is 
required to be increased, 

to increase the size of 
hidden dimension.
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InputNet Quantum
EdgeNet

Quantum
NodeNet

Quantum
EdgeNet

Quantum
NodeNet

Quantum
EdgeNet
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Quantum Node Network
Quantum Networks

Node
Information

Node of Interest

Multiple neighbours for nodes

Recurrent Iterations

A circuit is setup for each possible neighbor.
2 independent circuits are required for this example.
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Training the Network

Run the circuit N times

Averaging the measurement outcomes gives
a probability of being an edge.

Calculate an error from the ground truth data.

Calculate the gradients of the parameters
using parameter shift rule.

Update the parameters:
𝜽 = 𝜽 − 𝜂 ∇!𝒥(𝜃)

Repeat!
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Training with Different Amount of Iterations (Single epoch)
Training Results of the QGNN

Training set: 1400 subgraphs, Validation set: 200 subgraphs, 
using ADAM, binary cross entropy, lr = 0.01, shots =1000. Hidden Dimension Size = 1. 

AUC: Area Under ROC, a 
measure of accuracy for 
different thresholds. AUC = 1.0 
means perfect score
See slide 25 for details.
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Comparison to Simple Classical Networks (2 epochs)
Training Results of the QGNN

Same Dataset. Classical Networks have x100 learning rate.
Simple experiments with Classical Networks show the potential for the Quantum Network.

Increasing Nhid.dim. , improves 
the performance

Increasing Nhid.dim. , improves 
the performance
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First results are promising. With this approach we are optimistic to get better
results.

There are things to explore;

• More layers (iterations)
• More hidden features (qubits)
• Different Quantum Networks/Architectures
• Testing with more data
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Conclusion

Simulation times of Quantum 
Networks are limiting fast 

development, due to very long 
run times 𝒪(weeks).
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QUESTIONS?
Email: ctuysuz@cern.ch
Twitter: @cenk_tuysuz

github.com/cnktysz/heptrkx-quantum
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http://cern.ch
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Backup Slides
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Following cuts are applied to the 
TrackML data:

• Pt > 1.0 GeV
• ∆∅/∆𝑟 < 0.006
• zo <  100
• -5 > 𝜂 > 5
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Preprocessing

Plot from: https://github.com/HEPTrkX/heptrkx-gnn-tracking
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Simple Gates :
single parameter, rotation on a plane

|0⟩ = 10 à Apply Ry (𝜃) à
cos(())

sin((
)
)

General Gates:
multiple parameters, rotation on the whole bloch sphere

|0⟩ = 10 à Apply U3(𝜃, ∅, 𝜆) à
cos((

)
)

𝑒*∅sin(())
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Quantum Gates

Bloch sphere courtesy of 
http://www.laborsciencenetwork.com
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Taking Gradients of a Q. Circuit

Gradient taking operation can be 
composed as 2 Quantum Circuits.

Pennylane is a software that supports
automatic differentiation of quantum
circuits. 

https://pennylane.ai/

Noisy simulations are promising!
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AUC

ROC is the curve for TPR vs FPR.
AUC is the integral of ROC.

AUC = 1.0 means perfect score.


