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Abstract. In the last decades, a huge number of documents has been
digitised, before undergoing optical character recognition (OCR) to ex-
tract their textual content. This step is crucial for indexing the docu-
ments and to make the resulting collections accessible. However, the fact
that documents are indexed through their OCRed content is posing a
number of problems, due to the varying performance of OCR methods
over time. Indeed, OCR quality has a considerable impact on the index-
ing and therefore the accessibility of digital documents. Named entities
are among the most adequate information to index documents, in par-
ticular in the case of digital libraries, for which log analysis studies have
shown that around 80% of user queries include a named entity. Taking
full advantage of the computational power of modern natural language
processing (NLP) systems, named entity recognition (NER) can be op-
erated over enormous OCR corpora efficiently. Despite progress in OCR,
resulting text files still have misrecognised words (or noise for short)
which are harming NER performance. In this paper, to handle this chal-
lenge, we apply a spelling correction method to noisy versions of a corpus
with variable OCR error rates in order to quantitatively estimate the con-
tribution of post-OCR correction to NER. Our main finding is that we
can indeed consistently improve the performance of NER when the OCR
quality is reasonable (error rates respectively between 2% and 10% for
characters (CER) and between 10% and 25% for words (WER)). The
noise correction algorithm we propose is both language-independent and
with low complexity.

Keywords: named entity recognition, optical character recognition, char-
acter degradation, spelling correction

1 Introduction

Large quantities of valuable documents have been scanned as images for digital
archives. In order to extract text information from those images, OCR techniques
are widely used. The OCR process usually begins with loading text images as
input and improving the input quality, a step that may involve multiple tech-
niques, such as deskewing, noise removal, etc. In the next steps, OCR systems
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binarize images and detect text zones. Then, the core part of OCR systems will
take place by mapping each character image to the most proper character code.
Finally, the OCR system generates a text file corresponding to the input im-
age. However, due to storage conditions or poor quality of printing materials,
the image quality may be low, in which case the OCR may generate very noisy
texts, strongly diverging from the original text, known as the Ground Truth
(GT). Often, these noisy texts are nonetheless readable by humans in digital 1i-
braries, which lessens the motivation to re-digitize and/or re-OCR them, which
is a costly process. The key problem is that this noisy text is used for building the
indexes used for instance by search engines. This implies that a keyword query
will return documents containing the adequate keyword only if it was properly
recognized by the OCR system. Many relevant documents may thus be missed,
in proportions that are very hard to quantify.

A study has shown that named entities are the first point of entry for users
in a search system [4]. For instance, on the Gallica digital library®, 80% of user
queries contain at least one named entity [1]. For this reason, named entities can
be given a higher semantic value than other words to index digitised documents.
In order to improve the quality of user searches in a system, it is thus necessary
to ensure the quality of these particular terms. In the presence of OCR errors,
NER systems are not able to override the degradation caused by the OCR in
the extracted text. For this reason, post-OCR task should be helpful in order to
improve the effectiveness of NER systems over noisy textual data.

This work extends a previous work studying the performance of an effective
neural network-based NER system over several noisy versions of a NER corpus
with variable rates of OCR errors [5]. We aim to use a post-OCR correction to
this variety of OCRed texts in order to quantitatively estimate its contribution on
NER performance. The underlying idea of this work is to evaluate the impact of
post-OCR correction on the performance of NER over noisy text, a task strongly
related to information access in digital libraries.

The remainder of this paper is organized as follows: Section 2 surveys related
works on misspellings, OCR errors and post-OCR, approaches. Then, we intro-
duce the dataset in Section 3. In Section 4, we analyze OCR errors and give
many useful statistics, before summarizing our major findings in Section 5.

2 Related Work

Many studies focused on the impact of OCR errors on NLP [8] and Information
Retrieval (IR) [19]. Miller et al. [12], for instance studied the performance of
named entity extraction under a variety of spoken and OCRed data. They showed
that over noisy texts, NER F-score may lose about 8 points with a word error
rate of only 15%. Recently, Hamdi et al. [5] simulated many noisy versions of
NER resources with different types of noise in order to study the correlation
between OCR error rates and NER accuracy. In a similar setting, [17] studied

3 Qallica is the digital portal of the National Library of France.
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the impact of OCR errors on different NLP tasks. They concluded that NER is
less affected by OCR errors than sentence segmentation or dependency parsing.

A few amount of works studied the contribution of post-OCR correction on
NLP and IR tasks. Magdy and Darwish [11], for instance, examined the effect
of OCR error correction on document retrieval. On named entity recognition,
Rodriquez et al. [16], reported that manual correction of OCR output have not
a very observable improvement on NER results.

Our work is similar to Rodriquez et al. [16], we study the impact of post-OCR
correction on NER performance. However, unlike them, we automatically rectify
erroneous tokens over a variety of noisy texts using a low-complexity algorithm.
We perform NER using three accurate neural network NER systems.

3 Dataset overview

The dataset used in this work is the English corpus given by the Conference
on Natural Language Learning in 2003 (CoNLL-2003) [18]. The dataset de-
fines four classes of named entities: Persons (PER) including individuals and
groups. Locations (LOC) includes countries, regions, addresses as well as states
and provinces. Organisations (ORG) concerns commercial, educational, gov-
ernment as well as medical-science, religious, sports. Miscellaneous (MISC)
annotates all other named entities such as nationalities and events. The dataset
defines more then 40,000 named entities.

As we mentioned in the introduction, this work extends a previous study
on the impact of OCR errors on named entity recognition [5]. Authors simu-
lated several OCRed versions* of the test data adapted to this real-life problem.
This simulation of document degradation is required because while there exist
datasets with OCRed text and corrected text, as well as text with NER mark-
up, there are no datasets contain both, and even less so with different levels and
types of OCR noise. First of all, raw texts in the test set have been extracted and
then converted into images. With the help of the DocCreator tool [6], common
OCR degradation have been added to these images by putting noise texture
to their backgrounds. Degradation include bleeding effect, blurring, character
degradation, and phantom character. For each type of noise, two levels of degra-
dation were applied: level 1 corresponds to noises that are sparsely applied on
the original document and level 2 corresponds to noises that appear more of-
ten. Thus, level 1 of each degradation means the simulated text contains less
noise than level 2. These degradations define typical OCR noises when storing
documents in digital libraries or using a document scanner [3]. The open source
OCR engine Tesseract v-3.04.01 has been used to extract noisy texts from the
degraded images. In order to quantify OCR error rates in the obtained versions
of the test set, two common metrics have been used: the character error rate
(CER) and the word error rate (WER) which correspond respectively to the
rate of erroneous output characters (resp. words) out of the total number of

* https://zenodo.org/record /3877554
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characters (resp. words) in the corpus [9]. In the end, many OCRed versions of
the test set are obtained with a CER and WER rates respectively varying from
1% to 20% and from 8% to 50%.

4 Named Entity Recognition on noisy texts

For NER, we utilized the DeLFT® (Deep Learning Framework for Text) frame-
work. This library re-implements standard state-of-the-art deep learning archi-
tectures relevant to named entity recognition. Among the existing architectures,
we chose to use BLSTM ones due to their ability to overcome some of the OCR
errors [15]. We built three models based on BLSTM-CRF [7], BLSTM-CNN |[2]
and BLSTM-CNN-CRF [10]. We also used the Stanford Global Vectors (GloVe)
as our word embedding in order to represent document vocabulary and word fea-
tures. GloVe is an unsupervised learning algorithm that produces a word vector
space based on global word co-occurrence statistics [14].

Results show comparable NER, performances of the three systems. However,
they are harmfully impacted by the OCR quality especially when the OCR
error rates are relatively high. Figure 1 shows the correlation between the NER
performances and the character error rate. We show also the evolution of the
word error rate (dotted line). Regardless of the system used NER results may fall
by about 30 percentage points due to OCR noise when the OCR error rates are
respectively 20% and 50% at the character and the word levels. Unsurprisingly,
the higher the OCR error rates, the greater the degradation of NER F1l-score.
For all systems, the NER F1-score achieves less than 80% when the CER reaches
around 3% and the WER is about 20%.

As proof, noisy texts contain many out-of-vocabulary words, which NER
models cannot identify as named entities. Following our analysis of the output
predictions, we made several observations:

1. Contaminated named entities were well recognised by NER system in both
clean and noisy versions: for instance, the named entity Mittermayer, which
corresponds to a person name is correctly associated to Minermayer. How-
ever it is well recognized and labeled by the NER system.

2. Contaminated named entities were detected and well classified in the clean
text version, but their alternative in noisy version were wrongly recognized
by the NER system: the location Japan for example is associated to Japgfi
which is not recognized by any NER system.

3. Named Entities that were not corrupted after the OCR process still failed to
be recognized by NER systems, because of noisy context surrounding them.

® https://github.com /kermitt2/delft
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Fig. 1. NER F1l-score degradation according character error rates
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Fig. 2. Correctly-OCRed named entity were wrongly classified by NER system due to
noisy paragraph surround

The example in Figure 2 shows that even if the named entity is not contam-
inated by the OCR system, it can be impacted by noisy surrounding words and
therefore associated to a wrong class.

— GT: ”Prime Minister Dick Spring who said the honour had been made in
recognition of Charlton ’s achievements as the national soccer manager.”

— OCR: ”Prime Minister Dick Spring who said the homur had been made in
recognimm on Charlton s ac ievements as the national soccer manager.”

Since most of these noisy words had the same problem, the existing NER
systems wrongly classified or did not recognize them. Hence, noisy texts dra-
matically reduced NER performance.

In order to solve this problem, we proposed to use an edit distance based
algorithm as a spell-checker including a dictionary in order to carefully examine
each word and compare it with every dictionary entry.



6 Huynh et al.

5 Experiments

To handle this problem, we pre-processed noisy texts before parsing them using
NER models with an efficient and low-complexity text correction method named
SymSpell®. In our work, the algorithm is based on Levenshtein distance which
calculates the minimum steps (insertion, deletion or substitution) to transform
a string into another string.

5.1 Noisy text correction

SymSpell consists of two steps: pre-calculation and searching. At first, SymSpell
generates all possible terms within the pre-set edit distance by deletion only. In
this work, the max edit distance is set to 2. According to a recent study, OCR
post-processing approaches are recommended to focus on correcting erroneous
words with edit distances 1 and 2 [13]. For example, with (italy, 2) meaning the
word “italy” and a max edit distance of 2, we have:

delete (italy, 0) == italy
— delete (italy, 1) == ital or itay or taly or ... (for a total of (?) possible
)

strings

delete (italy, 2) == ita or itl or aly or ... (for a total of (g) possible strings)

Many different entries may share the same result string: delete (italy, 1) ==
delete (vital, 1) == ital

Second, upon receiving input, SymSpell starts to erase each single character
within an edit distance from that term. By doing so, both imprecise dictionary
generated strings and imprecise input-generated string might match and meet
in the middle. Thus, SymSpell will choose possible candidates and give sugges-
tions to correct the misspelled input. Setting an edit distance threshold allows
SymSpell to remove many irrelevant candidates. SymSpell automatically chooses
the one with the highest frequency when it encounters multiple candidates that
satisfy the max edit distance threshold.

5.2 Results and discussion

Figure 3 presents the output of SymSpell text pre-processing. Well corrected
named entities are colored in red.

5 https://github.com/mammothb/symspellpy
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Fig. 3. SymSpell correction output

In order to evaluate the contribution of SymSpell on NER results, we calcu-
lated NER F1-scores of different models before and after the post-OCR. correc-
tion. Table 1 compares the Fl-scores given on the original noisy data and the
ones that applied the SymSpell method.

OCR error rate|| BidLSTM-CRF | BidLSTM-CNN |BidLSTM-CRF-CNN

CER| WER | Original{SymSpell|Original|SymSpell|Original| SymSpell
1.7 8.5 86.8 79.8 86.9 78.9 87.6 80.0
1.7 8.8 85.6 79.6 85.7 78.9 87.0 80.0
1.8 8.0 84.6 79.4 85.0 78.8 85.2 79.8
1.8 8.5 85.2 79.7 85.0 78.9 86.1 80.0
1.8 8.6 84.6 79.8 84.7 78.8 84.0 80.0
3.6 20.0 73.1 78.6 74.2 77.6 74.1 78.2
4.3 21.8 70.9 78.7 69.4 77.6 68.8 78.7
6.3 23.7 71.0 78.0 71.0 77.6 71.0 77.2
20.3| 54.0 59.8 68.4 59.0 68.3 60.3 68.0

Table 1. Fl-score comparison between original noise and SymSpell correction

Table 1 shows that the BLSTM-CNN-CRF model globally outperforms the
two other NER models in both OCRed and post-OCR corrected texts. The post-
OCR correction improves NER results when the OCR error rates are relatively
high. Very satisfactory results (up to 77%) are reached when the word error rate
is less than 25%. However, post-OCR correction may also degrade NER F1-scores
especially when the OCR error rate is very low (less than 2% at the character
level and less than 10% at the word level). The SymSpell method did not take
care of surrounding context and relied only on pure edit-distance, then chose
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the most suitable word by frequency index, the algorithm sometimes changed
original words into ones that were not related to the context (e.g., substituted
” Al-ain” - a location NE - with the word ” Again”). This mechanism would reduce
the performance of existing NER system mentioned above.

In order to stress the impact of the OCR noise and the contribution of the
post-OCR correction on NER Fl-scores, we calculated two § measures:

— Onoisy Which gives the decrease rate between the F1-score given in clean data
and the Fl-score given in noisy data using BLSTM-CNN-CRF.

— Osymspert Which indicates the decrease rate between the Fl-score given in
clean data and the F1-score given in post-OCR corrected data using BLSTM-
CNN-CRF.

Figure 4 shows the evolution of the § measures according to the character
error rate. The WER curve (dotted) is also given to ease comparison.

WER
& noisy
& symSpell

Lz Lz 18 18 18 3.6 4,3 6,3 20.3

CER

Fig. 4. Fl-score decrease on noisy and corrected text

The curves show that NER Fl-scores are considerably impacted by OCR
errors when the OCR error rate is relatively high (more than 20% at the character
level and more than 50% at the word level). The decrease rate Onoisy jumps
from 20% to 30%. The post-OCR correction allowed us to overcome this issue.
Osymspent 1s almost constant ~ 10% which means that SymSpell allowed us to
overcome OCR issues and propose a NER Fl-score exceeding 80%. However,
Figure 4 also showed that for low error rates (less than 2% and 10% at the
character level and the word level respectively), a post-OCR correction is not
a suitable solution and it is better to simply run NER systems on the original
noisy text, as if they contained no noise.
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6 Conclusion

The main aim of this research was to propose methods that help increase the
performance of NER over noisy text data, by applying post-OCR correction. The
result has shown that the SymSpell correction algorithm (with max edit distance
set to 2) can consistently increase NER results over noisy texts when the CER
and the WER respectively exceed 2% and 10%, while standard techniques are
otherwise preferable. In future work, we plan to further study this phenomenon,
using different max edit distances and exploiting other post-OCR correction
techniques.
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