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Abstract. When coupled with spatio-temporal context, location-based
data collected in mobile cellular networks provide insights into patterns
of human activity, interactions, and mobility. Whilst uncovered patterns
have immense potential for improving services of telecom providers as
well as for external applications related to social wellbeing, its inherent
massive volume make such ’Big Data’ sets complex to process. A sig-
nificant number of studies involving such mobile phone data have been
presented, but there still remain numerous open challenges to reach tech-
nology readiness. They include efficient access in privacy-preserving man-
ner, high performance computing environments, scalable data analytics,
innovative data fusion with other sources–all finally linked into the appli-
cations ready for operational mode. In this chapter, we provide a broad
overview of the entire workflow from raw data access to the final appli-
cations and point out the critical challenges in each step that need to
be addressed to unlock the value of data generated by mobile cellular
networks.
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1 Mobile Cellular Networks - From Data to Applications

There is a tremendous growth of new applications that are based on the analysis
of data generated within mobile cellular networks. Mobile phone service providers
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collect large amounts of data with potential value for improving their services
as well as to enable social good applications [7]. As an example, every time a
user makes via mobile phone interaction (SMS, call, internet), a call detail record
(CDR) is created and stored by a mobile network operator. CDRs not only log
the user activity for billing purposes and network management, but also pro-
vide opportunities for different applications such as urban sensing [5], transport
planning [3, 28], disaster management [38, 46, 64] socio-economic analysis [45,
57] and monitoring epidemics of infectious diseases [36, 62, 11, 10].

Several studies have reviewed applications to analyse CDRs, however most
focus on specific aspects such as data analytics for internal use in telecom compa-
nies [26], graph analytics and applications [7], or public health [44]. This survey
aims to cover the entire workflow from raw data to final application, with em-
phasis on the gaps to advance technology readiness. Figure 1 depicts our main
concept which shall be used to summarise the state of the art work and identify
open challenges.

Fig. 1. Mobile Cellular Networks - From Location Data to Applications.

The rest of this paper is structured as follows. Section 2 provides some
background on mobile cellular networks and the nature of the data sets avail-
able. It also sets the basis for different approaches to anonymization. Section 3
presents a discussion of data-intensive approaches and architectures to deal with
the computationally-demanding nature of detecting patterns from telecom data.
Then, Section 4 discusses approaches to analyze mobile operators data sets via
graph analysis and machine learning. Section 5 enumerates some relevant exter-
nal data sources that can complement mobile phone data, while Section 6 elabo-
rates on diverse pertinent applications. Finally, Section 7 furnishes the summary
and objectives for future research efforts.
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2 Data Anonymization and Access

With the pervasive adoption of smartphones in modern societies, in addition to
CDRs, there is now a growing interest in xDRs, Extended Data Records. They
enclose information on visited web sites, used applications, executed transac-
tions, etc. Coupled with cell-tower triangulation, applications can infer fine-
grain phone locations [29], thus making data volumes even larger. Telecom data
typically include spatial and temporal parameters to map device activity, con-
nectivity, and mobility.

Telecom operators follow rigorous procedures for data anonymization to pre-
serve privacy such that anonymized records cannot be linked to subscribers un-
der any normal circumstances. Furthermore, before releasing any data to third
parties, data sets are usually aggregated on temporal and/or spatial scales. For
example, the numbers of calls as well as the duration of calls between any pair
of antennas are aggregated hourly and movement trajectories are provided with
reduced spatial resolution [1]. Differential privacy paradigm adds noise to orig-
inal data up to the level not affecting the statistics significantly to preserve
users’ privacy. Another approach, suggested by the Open Algorithms (OPAL)
initiative, proposes moving the algorithm to the data [35]. In their model, raw
data are never exposed to outside parties, only vetted algorithms run on telecom
companies’ servers.

An example of preserving privacy of users by releasing only pre-aggregated
data is Telecom Italia Big Data Challenge [4]. Opened data sets accumulated
activity and connectivity across defined spatial cells of the city of Milan and in
the Province of Trentino in 10 min resolution. Despite aggregation, data sets
are still rich source of information, especially when fused with other data such
as weather, news, social networks and electricity data from the city. To get
some useful insight about the data we further describe and visualize activity
and connectivity maps from Telecom Italia data sets and mobility from Telekom
Srbija data set.

2.1 Activity

The activity data set consists of records with square id, time interval, sms-in ac-
tivity, sms-out activity, call-in activity, call-out activity, internet traffic activity
and country code, for each square of grid network. The data is aggregated in
ten minutes time slots. We did further aggregation on daily level to gain overall
insight into daily base activity. Figure 2 illustrates an aggregated activity of mo-
bile phone users in the city of Milan. We observe that areas with highest activity
refer to urban core of the city, whereas areas with lower activity levels refer to
peripheral parts of the city. The same analysis is performed for the Province
of Trentino and corresponding results are presented in Figure 3. Although the
inspected area of the Trentino Province exceeds significantly the urban area of
the city of Trentno, the same pattern in distribution of mobile phone activity is
present - high activity in urban area along lower activity in rural areas. From
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the visual inspection of Figure 3 we observe that higher activity areas spatially
refer to transit areas with main roads, which was expected.

Fig. 2. Aggregated activity over spatial area of the city of Milan.

2.2 Connectivity

Connectivity data provides directional interaction strength among the squares
(cells) of the grid network. Records consist of timestamp, square id1, square id2
and strength which represents the value (weight) of aggregated telecom traffic
multiplied with a constant k to hide exact number of calls and sms recorded by
single base station [4]. As in [43] we performed additional spatial aggregation,
and analyzed connectivity patterns between different city zones of Milan through
the lens of graph theory. For illustration purposes we created a single undirected,
weighted graph for a typical working day from the data set. In Figure 4 we present
the obtained spatial graph of connectivity links. During the work week, the city
center acts as a hub, the strongest links are gathered close to the city center,
while on weekends and holidays the opposite pattern occurs [43].

The second type of connectivity data presents connectivity from the city of
Milan to other Provinces in Italy. Additional aggregation is applied to extract
daily base connectivity patterns. Figure 5 presents connectivity links from dif-
ferent areas of the city of Milan to Provinces in Italy. We may conclude that
the distribution of connectivity links is regular to all Provinces, and that the
majority of links start from central areas of the city of Milan.
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Fig. 3. Aggregated activity over spatial area of Trentino Province

Fig. 4. Mobile Cellular Networks - From Location Data to Applications
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Fig. 5. Connectivity from the city of Milan to Provinces
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Fig. 6. Mobility across the city of Novi Sad, Serbia

2.3 Mobility

Mobile phone data can reveal the approximate location of a user and its mo-
bility trace based on geographical location of the Radio Base Stations which
registered the traffic. In [16] the authors proposed a novel computational frame-
work that enables efficient and extensible discovery of mobility intelligence from
large-scale spatial-temporal data such as CDR, GPS and Location Based Ser-
vices data. In [25] the authors focus on usage of Call Detail Records (CDR) in
the context of mobility, transport and transport infrastructure analysis. They
analyzed CDR data associated with Radio Base Stations together with Open
Street Map road network to estimate users mobility. CDR data can provide gen-
eralized view of users mobility, since data is collected only when the telecom
traffic happens. To illustrate mobility data set we created Figure 6 that presents
a map with mobility traces across the city of Novi Sad on 3rd July 2017, for
the time interval between 6am and 12pm extracted from raw CDR data through
aggregation of visited locations’ sequences of anonymous users. Data originate
from Serbian national operator, Telekom Srbija, released under non-disclosure
agreement. From mobility traces we can detect few locations in the city that
acts as trajectory hubs.
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3 Big Data Processing

The typical workflow applied for processing spatio-temporal data, such as mo-
bile phone data used in this case study, contains numerous queries across loca-
tions and timestamps of interest, spatial/time aggregations and summarization.
Existing solutions are rarely focusing on the execution time, scalability, and
throughput that are of high importance for the implementation and near real-
time settings. In this section, we present briefly some important concepts and
architectural issues related to processing Big Data.

3.1 Big Data Architectures

Over the last decade we have witnessed a tremendous progress and innovation in
large-scale data processing systems and the associated data-driven computation.
Among many others, these include MapReduce-based computational systems,
data streaming technologies, and NoSQL database systems. A major challenge
is to build systems that on the one hand could handle large volumes of batch
data and on the other hand offer the required scalability, performance and low
latency required for integration and real-time processing of massive, continuous
data streams. In the following paragraphs, we discuss some of the architectural
principles underlying Big Data systems that address this challenge, in particular
the Lambda and the Kappa architectural alternatives.

Lambda Architecture Big Data systems often face the challenge of how to
integrate processing of “new” data that is being constantly ingested into a system
with historical (batch) data. Newly arriving (real-time) data is usually processed
using stream-based processing techniques, while historical data is periodically
reprocessed using batch processing. The Lambda architecture [40] is a blueprint
for a Big Data system that unifies stream processing of real-time data and batch
processing of historical data.

The Lambda architecture pursues a generalized approach to developing Big
Data systems with the goal of overcoming the complexities and limitations when
trying to scale traditional data systems based on incrementally updated rela-
tional databases. In an incremental database system, the state of the database
(i.e. its contents) is incrementally updated, usually when new data is processed.
In contrast to incremental database systems, the Lambda architecture advocates
a functional approach relying on immutable data, i.e., new data is added on top
of the immutable historical data (batch data) already present in the system.

As opposed to traditional distributed database systems, e.g., where distri-
bution of tables across multiple machines has to be explicitly dealt with by the
developer, a key underlying principle of the Lambda architecture is to make
the system aware of its distributed nature so that it can automatically manage
distribution, replication and related issues. Another key aspect of the Lambda ar-
chitecture is its reliance on immutable data as opposed to incrementally updated
data in relational database systems. Reliance on immutable data is essential for
achieving resilience with respect to human errors.
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The Lambda architecture promises to tackle many important requirements of
Big Data systems, including scalability, robustness and fault tolerance (including
fault-tolerance with respect to human errors), support for low-latency reads and
updates, extensibility, easier debugging and maintainability. At a high-level of
abstraction, the Lambda architecture is comprised of three layers, the batch
layer, the serving layer, and the speed layer.

The batch layer stores the raw data (also often referred to as batch data,
historical data, or master data set), which is immutable. Whenever new data
arrives, it is appended to the existing data in the batch layer. The batch layer
is responsible for computing batch views taking into account all available data.
The batch layer periodically recomputes the batch views from scratch so that
also the new data that has been added to the system since the computation of
the last batch views is processed.

The serving layer sits on top of the batch layer and provides read access to
the batch views that have been computed by the batch layer. The serving layer
usually constitutes a distributed database, which is populated with the com-
puted batch views, and ensures that the batch views can be randomly accessed.
The serving layer is constantly updated with new batch views once these be-
come available. Since the serving layer only needs to support batch updates and
random reads, but no random writes (updates), it is usually significantly less
complex than a database that needs to support random reads and writes. While
the serving layer enables fast read-only access to the pre-computed batch views,
it must be clear that these views may not be completely up-to-date, since data
that has been acquired since the latest batch views have been computed have
not been considered.

The speed layer is provided on top of the serving layer in order to support
real-time views on the data. The speed layer mitigates the high latency of the
batch layer by processing the data on-the-fly, as it arrives in the system, using
fast, incremental algorithms to compute real-time views of the data. As opposed
to the batch layer, which periodically recomputes the batch views based on all
historical data form scratch, the speed layer does not compute real-time views
from scratch. To minimize latency, it only performs incremental updates of the
real-time views taking into account just the newly arrived data. The real-time
views provided by the speed layer are of temporary nature. Once the new data
has arrived at the batch layer and has been included in the latest batch views,
the corresponding real-time views can be discarded.

Figure 7 depicts the main architectural aspects of the Lambda architecture.
Data streamed in from data sources (sensors, Web clients, etc.) is being fed
in parallel both into the batch layer and the speed layer, which compute the
corresponding batch views and real-time views, respectively.

The lambda architecture can be seen as a trade-off between two conflicting
goals: speed and accuracy. While computation of real-time views is being done
with very short latencies, computation of batch views is typically a very high-
latency process. On the other hand, since the speed layer does not take into
account all of the available data, real-time views are usually only approximations,



10 S. Brdar et al.

Fig. 7. The Lambda Architecture.

while batch views provide accurate answers considering all data available in the
master data store at a certain point in time. In order to get a view of all the
available data (batch data and new data) queries have to be resolved such that
they combine the corresponding batch-views and real-time views, which can
either be done in the serving layer or by the client applications.

The Lambda architecture has been widely recognized as a viable approach to
unifying batch and stream processing, by advocating real-time stream processing
and batch re-processing on immutable data. There are, however, some potential
drawbacks associated with the Lambda architecture. Although a major objective
of the lambda architecture is to reduce the complexity as compared to traditional
distributed database systems, this goal often cannot be fully realized. While the
batch layer usually hides complexity from the developers, typically by relying on
some high-level MapReduce framework (e.g., Hadoop), the speed layer may still
exhibit significant complexities to the developers of Big Data solutions. In addi-
tion, having to develop and maintain two separate data processing components,
the stream layer and the batch layer, adds to the overall complexity. Another
potential issue with the Lambda architecture is that constantly recomputing
the batch views from scratch might become prohibitively expensive in terms of
resource usage and latency.

Kappa Architecture A limitation of the Lambda architecture is that two
different data processing systems, i.e., the stream layer and the batch layer, have
to be maintained. These layers need to perform the same analytics, however
realized with different technologies and tools. As a consequence, the system
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becomes more complex and debugging and maintenance become more difficult.
This drawback is being addressed by the Kappa architecture [31].

Fig. 8. The Kappa Architecture

The Kappa architecture constitutes a simplification of the Lambda archi-
tecture by uniformly treating real-time data and batch data as streams. Con-
sequently, batch processing as done in the lambda architecture, is replaced by
stream processing. The Kappa architecture assumes that (historical) batch data
can also be viewed as a (bounded) stream, which is often the case. What is re-
quired, however, is that the stream processing component also supports efficient
replay of historical data as a stream. Only if this is the case, batch views can
be recomputed by the same stream analytics engine that is also responsible for
processing real-time views. Besides the ability to replay historical data, the order
of all data events must be strictly preserved in the system in order to ensure
deterministic results.

Instead of a batch layer and a speed layer, the Kappa architecture relies on
a single stream layer capable of handling the data volumes for computing both
real-time views and batch views. Overall system complexity decreases with the
Kappa architecture as illustrated in Figure 8. However, it should be noted that
the Kappa architecture is not a replacement of the Lambda architecture, since
it will not be suitable for all use cases.

3.2 Big Data Frameworks

There is a plethora of Big Data frameworks and tools that have been developed
in the past decade. As a result, both the Lambda architecture and Kappa ar-
chitecture can be implemented using a variety of different technologies for the
different system components. In the following, we briefly discuss a few frame-
works that are most typically used to implement Big Data systems based on the
Lambda or Kappa architecture.
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Hadoop The Apache Hadoop ecosystem is a collection of tools for developing
scalable Big Data processing systems [63]. The Hadoop File System (HDFS) is a
distributed file system for storing large volumes of data on distributed memory
machines (clusters) transparently handling the details of data distribution, repli-
cation and fail-over. The Hadoop MapReduce engine utilizes HDFS to support
transparent parallelism of large-scale batch processing that can be formulated
according to the MapReduce programming model. Hadoop is often used to im-
plement the batch layer in data processing systems that implement the Lambda
Architecture.

Spark Apache Spark introduces Resilient Distributed Data sets (RDDs) and
Data Frames (DFs) [65, 66]. Spark can work nicely within the Hadoop ecosys-
tem, although this is not mandatory, since Spark is self-contained with respect
to task scheduling and fault tolerance. Moreover, it supports a large collection of
data sources, including HDFS. Spark supports iterative MapReduce tasks and
improves performance by explicitly enabling caching of distributed data sets. A
wide range of functions support categorization of application components into
data transformations and actions. In addition, Spark provides stream processing
functionality, a rich machine learning library, a powerful library for SQL pro-
cessing on top of Data Frames and also a library specifically designed for graph
processing (GraphX). Spark is often used for implementing the speed layer in a
Lambda or the stream layer in a Kappa architecture.

Kafka Apache Kafka [30, 60] is a scalable message queuing and log aggregation
platform for real-time data feeds. It provides a distributed message queue and
a publish/subscribe messaging model for streams of data records, supporting
distributed, fault-tolerant data storage. The framework is run as a so-called
Kafka cluster on multiple servers that can scale over multiple data centers. Kafka
supports efficient replay of data streams and thus it is often used to implement
systems that resemble the Kappa architecture.

Samza Apache Samza [42] is a scalable, distributed real-time stream processing
platform that has been developed in conjunction with Apache Kafka and that is
often used for implementing Big Data systems based on the Kappa architecture.
Samza can be integrated easily with the YARN resource management framework.

Resource Management Frameworks YARN is a resource negotiator in-
cluded with Apache Hadoop. YARN decouples the programming paradigm of
MapReduce from its resource management capabilities, and delegates many
scheduling functions (e.g., task fault-tolerance) to per-application components.
Apache Mesos is a fine-grained resource negotiation engine that supports shar-
ing and management of a large cluster of machines between different computing
frameworks, including Hadoop, MPI, Spark, Kafka, etc. The main difference
between YARN and Mesos is the resource negotiation model. Whereas YARN



Mobile Cellular Networks 13

implements a push-based resource negotiation approach, where clients specify
their resource requirements and deployment preferences, Mesos uses a pull-based
approach, where the negotiator offers resources to clients which they can accept
or decline.

4 Data Analysis

Data Analysis is the scientific process of examining data sets in order to discover
patterns and draw insights about the information they contain. In the case of
data collected by mobile phone providers, typically in the form of CDRs, the
analysis focuses in two main directions: i) graph analysis and ii) machine learn-
ing. Moreover, the data analysis must incorporate the spatial-temporal charac-
teristics of such data.

4.1 Graph Analytics

Graph mining is a heavily active research direction with numerous applica-
tions [2, 15] that uses novel approaches for mining and performing useful analysis
on datasets represented by graph structures. Current research directions can be
categorized into the following groups [52]: i) Graph clustering used for group-
ing vertices into clusters; ii) Graph Classification used for classifying separate,
individual graphs into two or more categories; iii) Subgraph mining used for
producing a set of subgraphs occurring in at least some given threshold of the
given input example graphs.

One of the core research directions in the area of graph clustering is the
discovery of meaningful communities in a large network [20] from the perspec-
tive of spatial-temporal data that evolves over time. In the majority of real-life
applications, graphs are extremely sparse usually following power-law degree
distribution. However, the original graph may contain groups of vertices, called
communities, where vertices in the same community are more well-connected
than vertices across communities. In the case of CDR data, the graph corre-
sponds to user interactions and communities correspond to groups of people with
strong pair-wise activity within the group delimited by spacial-temporal bound-
aries. To enable efficient community detection in potentially massive amounts of
data, the following problems must be tackled [58]: i) the algorithmic techniques
applied must scale well with respect to the size of the data, which means that
the algorithmic complexity should stay below O(n2) (where n is the number of
graph nodes), and ii) since these techniques are unsupervised, the algorithms
used must be flexible enough to be able to infer the number of communities dur-
ing the course of the algorithm. Moreover, the temporal dimension of the data
must be taken into account when detecting communities to better understand
the natural evolution of user interactions. Some algorithms that qualify for this
task are Louvain [8], Infomap [54], Walktrap [50], FastGreedy [14], etc.

The result of community detection analysis is a set of grouped vertices that
have very strong inner connectivity. The results could be presented on the map,
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since telecom data is georeferenced. In Figure 9 we present geographical map of
Milan city with wide suburban area overlayed with the results of community de-
tection analysis in 3D. Communities that have smaller overall area are presented
with higher bars. From visual inspection of Figure 9 we can notice that the dense
urban area of the city has a larger number of small communities, while in the
sparsely populated suburban area there are a few very large communities. High
number of communities within small spatial area is reflecting dynamic nature of
telecom traffic in urban areas, which is strongly related to people flow and its
dynamic across the city.

Fig. 9. Communities over the city of Milan in 3D.

Collective classification and label propagation are two important research
directions in the area of graph classification for vertex classification. Iterative
classification is used for collective classification to capture the similarity among
the points where each vertex represents one data point either labeled or unla-
belled [55]. Label propagation is a converging iterative algorithm where vertices
are assigned labels based on the majority vote on the labels of their neighbors
[67]. In the case of CDR data, these algorithms can be used to draw insights
about users and their neighborhoods by finding the correlations between the la-
bel of a user and i) its observed attributes, ii) the observed attributes (including
observed labels) of other users in its neighborhood, iii) the unobserved labels of
users in its neighborhood. The spatial-temporal dimension of the data also plays
an important role as the correlations will bring new insight into the propagation
of labels and the way user neighborhood is built.
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Subgraph mining deals with the identification of frequent graphs and sub-
graphs that can be used for classification tasks, graph clustering and building
indices [51]. In the case of CDR data, subgraph mining can help to detect hidden
patterns in active user communities delimited into spatial-temporal boundaries
by contrasting the support of frequent graphs between various different graph
classes or to classify user interaction by considering frequent patterns using the
spatial-temporal dimensions as a cardinal feature.

4.2 Machine learning

Spatial-temporal data analysis is an important and evolving domain of machine
learning. The main direction when dealing with such data is forecasting and
prediction in support of the decision-making process.

Classical machine learning techniques, from simple ones for sequential pat-
tern mining (e.g., Apriori, Generalized Sequential Pattern, FreeSpan, PrefixS-
pan, SPADE) to more complex ones (e.g., Linear, Multilinear, Logistic, Poisson
or Nonlinear Regression), can be used to capture the dependencies between spa-
tial and temporal components and help with making accurate predictions into
the future and extract new knowledge about the evolution of users and their
interests.

With the increasing evolution and adoption of neural networks, new deep
learning architectures are developed for the analysis of spatial-temporal data and
used for making and quantifying the uncertainty associated with predictions [56].
These techniques can be employed in the process of making accurate predictions
for spatial-temporal data when working in both big data and data scarce regimes
managing to quantify the uncertainty associated with predictions in a real-time
manner.

5 Data Fusion

Identified patterns from telecom data reach true value when combined with
other sources. As illustrated in Figure 10 processed and analyzed telecom data
can be fused with diverse data sources in context of various applications. We
summarized several fusion scenarios in Table 1. The list is not exhaustive, only
highlights diversity of the combinations, and some of the examples might in-
tegrate mobile phone data with more than one external source. Satellite data,
environmental data, IoT, Points-of-Interests (POI), National statistics and other
sources can add to the value of mobile phone data. For example, satellite data
can provide information on land cover types and changes and IoT can collect
valuable ground truth measurements.

Bringing together heterogeneous datasets with mobile phone data and using
them jointly is challenging due to typical mismatch in the resolutions of data,
multimodal and dynamic nature of data. Some applications on mobile phone
data demand external sources only for training and validation (e.g. learning
model to predict socio-economic indicators based on features extracted from
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Table 1. Data fusion scenarios - mapping external data sources with telecom data.

External Data Source Examples

Satellite data NASAs Tropical Rainfall Measurement Mission (TRMM)
satellite←→ anomalous patterns of mobility and calling fre-
quency [38]
Landsat-7 for deriving impact map of floods←→ aggregated
activity by day and by antenna [46]
SPOT-Vegetation satellite for calculating vegetation index
←→ average number of calls between all market pairs [27]

Environmental data The air quality estimated by regional model ←→ staying at
home and travel patterns [17]
Availability of environmental freshwater measured as the to-
tal length of the rivers in each spatial unit ←→ estimate of
mobility obtained from CDRs [39]
Logs of the climatic conditions: temperature, relative humid-
ity, air pressure and wind speed from weather stations ←→
inferring the social network for each subject [49]

POI Events on famous POIs across city ←→ users presences in
the area [21]
POIs from Google Earth for land use inference ←→ aggre-
gated number of calls managed by each of base transceiver
station towers [48]
Pokémon POIs ←→ city-level aggregated distributions of
number of connected devices and downloaded information
from xDR records [24]

IoT Inductive loop vehicle detectors ←→ mobility, rush hours
trafic [28]

Census, Surveys Travel surveys ←→ daily commuting from mobility traces
patterns [3]
Census on journey to work ←→ activity and connectivity
around laborshed area [5]
Demographic and health surveys ←→ connectivity and mo-
bility across country [11]
National statistics on socio-economic development ←→ hu-
man mobility patterns [45]
Household income and expenditure survey←→ top up credit
amounts, mobility and social network features [57]

Infrastructure The street network (highways and primary streets) from
OpenStreetMap, metro network, bus routes ←→ xDR data
aggregated into origin-destination (OD) matrices [23]
Customer sites of each power line per grid square and line
measurement indicating the amount of flowing energy ←→
aggregated people dynamics features from the mobile phone
network activity [9]
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Fig. 10. Fusion of mobile phone data with other sources.

telecom data). Here special attention is needed to understand the bias and avoid
spurious correlations. Other scenarios demand continuous information flow from
external source and dynamic integration (e.g. air quality measurements fused
with aggregated mobility from telecom data). The main challenge here is the
timely processing of external data and proper alignment with mobile phone
data.

Fusion scenarios reported in Table 1 illustrate heterogeneity of external data
sources, all having an important role in unlocking the value of mobile phone data
coming from telecom operators. The quality of final application depends on the
availability of external sources, efficiency of data processing and the quality of
delivered information and its integration.

6 Applications

A plethora of research work has been published related to the usage of telecom
data for a multitude of purposes. Telecom data contains rich user behaviour
information, and it can reveal mobility patterns, activity related to specific lo-
cations, peak hours or unusual events. Extracting frequent trajectories, home
and work location detection, origin destination matrices are further examples of
knowledge that may be mined from rich telecom data. Telecom operators have a
great interest to analyze collected data for optimizing their services. For exam-
ple, time-dependent pricing schemes can maximize operators profit, as well as
users grade of service. Dynamic data pricing frameworks combining both spatial
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and temporal traffic patterns [18] allow estimating optimal pricing rewards given
the current network capacity.

Telecom data significantly enriched many different fields and boosted external
social good applications. Studies in transportation, urban and energy planning,
public health, economy and tourism have benefited most from this valuable new
resource that surpasses all alternative sources in population coverage, spatial
and temporal resolution.

Transportation planning applications need information on different modes
of trips, purposes, and times of day. With telecom data transportation models
can effectively utilize mobility footprints at large scale and resolution. This was
validated by an MIT study [3] on the Boston metropolitan area where the authors
demonstrated how CDR data can be used to represent distinct mobility patterns.
In another example, origin destination matrices inferred from mobile phone data
helped IBM to redesign the bus routes [6] in the largest city of Ivory Coast -
Abidjan.

Mobility patterns derived from telecom data could be very valuable for pub-
lic health applications, in particular epidemiology. Surveillance, prioritization
and prevention are key efforts in epidemiology. Mobile phone data demonstrated
utility for dengue [62], HIV [11, 22], malaria [61], schistosomiasis [39], Ebola
epidemic [47], and cholera outbreaks [19]. Another suitable public health appli-
cation is concerned with air quality where recent studies embraced telecom data
to better quantify individual and population level expose to air pollution. In [17]
the authors highlighted the need to dynamically assess exposure to NO2 that
has high impact on peoples health. Their method incorporated individual travel
patterns.

Urban studies highly explored the potential of mobile phone data and discov-
ered that it can be used for urban planning [5], detecting social function of land
use [48], in particular residential and office areas as well as leisure-commerce and
rush hour patterns [53], and extracting relevant information about the structure
of the cities [37]. Recent applications propose an analytical process able to dis-
cover, understand and characterize city events from CDR data [21] and a method
to predict the population at a large spatio-temporal scale in a city [13]. All urban
studies fit into the wider context of smart city applications and therefore more
breakthroughs on the usage of mobile phone data are expected.

With the growing role of tourism there is increased interest to investigate
utility of mobile phone data to understand tourists experiences, evaluate mar-
keting strategies and estimate revenues generated by touristic events. Mobility
and behaviour patterns have been recently used to derive trust and reputation
models and scalable data analytics for the tourism industry [59, 33]. The Andorra
case study has proposed indicators in high spatial and temporal resolutions such
as tourist flows per country of origin, flows of new tourists, revisiting patterns,
profiling of tourist interests to uncover valuable patterns for tourism [34]. Special
attention is given to large scale events that attract foreign people [12]. Arguably,
tourists via their mobile devices have quickly become data sources for crowd-
sourced aggregation with dynamic spatial and temporal resolutions [32].
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Other high impact applications include social and economical development [45,
57], disaster events management such as cyclones landfall [38] or earthquakes [64],
and food security [68, 27].

Although many studies demonstrated utility of mobile phone data in various
applications, reaching the operational level is still not that close. If we recall
the summary of workflow’s steps provided in Figure 1, all further described in
the previous sections, we can realize that technologies used in each step need to
match with specific application.

7 Summary and Vision

This chapter provided an overview of all steps in discovering knowledge from
raw telecom data in the context of different applications. Knowledge about how
people move across a city, where they are gathering, what are home, work and
leisure locations along with corresponding time component are valuable for many
applications. The biggest challenges in this process are privacy and regulation,
real-time settings and data fusion with external sources.

Efforts directed toward providing access to telecom large-scale human behav-
ioral data in a privacy-preserving manner [41] are necessary. Real-time settings
raise critical issues concerning computational infrastructure, big data frame-
works and analytics. There is a lack of research and benchmark studies that
evaluate different computational architectures and big data frameworks. Only a
few studies tackled issues of parallelization and distributed processing. In [16]
authors proposed mobility intelligence framework based on Apache Spark for
processing and analytics of large scale mobile phone data. Another example is the
study [58] that provided computational pipeline for the community detection in
mobile phone data, developed in Apache Hive and Spark technology, and bench-
marked different architectures and settings. More of these studies are needed to
choose the right architecture and processing frameworks. Graph analytics to-
gether with machine learning have become indispensable tools for telecom data
analytics, but the streaming nature of data demands for change detection and
online adaption. External data sources mentioned in the data fusion section are
also advancing (e.g., new satellites launched, enhanced IoT ecosystems) and will
help us to understand spatio-temporal context better.

Future research must address all critical aspects to reach technology readiness
for operational environment. This will enable applications based on mobile phone
data to have high impact on decision making in urban, transport, public health
and other domains and will certainly open opportunities for new applications.
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