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Natural Language Processing

Natural vs. Constructed Languages

Natural Constructed
used by humans machines
purpose interaction, communication internal processing

reasoning joint isolated
syntax flexible, evolving1 well-defined, strict

ambiguity is produced is resolved

1N.B.: This may vary for historical languages like Latin or Ancient Greek.
Further reading. Interaction & communication: Crocker 2013; joint reasoning:

Textor 2011; syntax, amibiguity: Ljunglöf et al. 2010, Palmer 2010
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Natural Language Processing

Processing

stages of NLP (Dale 2010,
p.4)

Current
progress:

→
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Lexical Analysis Comparing Texts to a Basic Vocabulary

1

PROIEL: Haug et al. 2008; core vocabularies: Jones et al. 2006,

Robillard et al. 2014; Bamberg Core Vocabulary: Utz 2000;

out-of-vocabulary words: Parada et al. 2010

2

3
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Lexical Analysis Assessing Students’ Vocabulary Knowledge and Development

Build your own vocabulary exercises...

Interactive exercises: E. C. Schmid 2010, Harecker et al. 2011; indirect learning:
Röhr-Sendlmeier et al. 2012; authentic text corpora: Römer 2009; H5P interactive
exercises: H5P. Create, Share and Reuse Interactive HTML5 Content in Your Browser
2018
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Lexical Analysis Assessing Students’ Vocabulary Knowledge and Development

... and evaluate your students’ performance!

You can do better than that?
Prove it!
https://korpling.org/mc/test

Advanced feedback: Narciss 2008
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Lexical Analysis Assessing Students’ Vocabulary Knowledge and Development

Dataset: Schulz2020; visualized assessment: Ferguson 2012; computer-aided
vocabulary learning: Crossley et al. 2010; context-based vocabulary lerning: Nation 2012
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Syntactic Analysis Keyword in Context

Keyword in context: Helm 2009; interaction syntax/semantics: Rich et al. 1991,
Aijmer 2009, Rei et al. 2014, Lebani et al. 2018; development of syntactic knowledge:
Farmer et al. 2011; context as multi-level interaction: Gries et al. 2013
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Syntactic Analysis Construction Frequencies

AGLDT: Bamman et al. 2011; learners expect constructions: Ellis 2008, Hahn et al.
2019; constructions attract lexemes: H.-J. Schmid et al. 2013; ANNIS corpus search
tool: Krause et al. 2016
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Semantic Analysis Distributional Semantics (DS)

Input: In principio erat verbum et verbum erat apud deum et deus
erat verbum.
Task: Define the meaning of every word by looking at its right and left
neighbor.

1 Assign identifiers to every unique word form: In: 1, principio: 2, erat:
3, verbum: 4, et: 5, apud: 6, deum: 7, deus: 8

2 Represent every word as a sequence of identifiers: In = [1,2],
principio = [1,2,3], erat1 = [2,3,4], erat2 = [4,3,6], erat3 = [8,3,4]

3 Aggregate representations of the same word form:
erat = erat1+erat2+erat3

3

4 Formulate a query: What is a typical context for ’erat’? → verbum

foundations: Harris 1954, Firth 1957; DS and common knowledge: Bruni et al.
2014; DS and morphology: Gladkova et al. 2016; DS and functional similarity: Gries
et al. 2009; DS and polysemy: Hamilton et al. 2016; transformer-based DS: Devlin et al.
2018; optimal parameters for DS: Dobó 2019; limitations of DS: Grigonytė et al. 2010,
Karan et al. 2012, Faruqui et al. 2016, Rogers et al. 2017
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Semantic Analysis Use Case 1: Word Fields

Task: Using a panegyric from
late antiquity, build a word
field for ”veritas” (truth).
→

simulatio (pretense)

crederet (to trust)

suggerendis (to suggest)

excogitandum (to
contrive)

cohibere (to restrain)

audaciorem (bold)

Research on factuality: Cordes 2020
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Semantic Analysis Digression

”But we already have nice books with lists of synonyms and word
fields!”

Books may not be tailored to your specific context, so you need
to create new materials. NLP helps you do this!

”The results are trivial, I could have done that myself!”

For students, it is certainly not trivial. Besides, the algorithm
ensures that the solution is empirically grounded in the target text.

”The underlying algorithm is a black box. We do not know how it
works!”

True, but that is a research problem, not an educational one. In
school, it is more important that the materials are suitable for a
specific learning context.

Distributional semantics and synonymy: Divjak et al. 2009, Hagiwara et al. 2009,
Weale et al. 2009, Ono et al. 2015; explainable artificial intelligence: Doran et al. 2017
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Semantic Analysis Use Case 2: Similar Contexts

Task: Find contexts where factuality is discussed.

Context and acquisition of word meaning: Webb 2008
Konstantin Schulz (Humboldt University Berlin) Natural Language Processing for the Classics June 16, 2020 14 / 31



Semantic Analysis Use Case 3: Stylometry

Source: Ochab et al. 2019, p.141; effects of text length and topic in stylometry:
Golcher et al. 2011
Konstantin Schulz (Humboldt University Berlin) Natural Language Processing for the Classics June 16, 2020 15 / 31



Conclusion

Take Home Message

NLP can ...

improve and assess your students’ vocabulary knowledge

visualize syntactic structures to help students break down complex
sentences

retrieve relevant text passages for a given topic

NLP cannot (yet) ...

provide advanced feedback beyond ’correct/incorrect’

reliably discover syntactic structures all by itself

pin down ambiguous contexts to a specific meaning
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Conclusion

Useful resources

interactive exercises: H5P

Latin vocabulary exercises: Machina Callida

visualization for linguistic annotations: CONLLU Viewer

annotated ancient texts: AGLDT & PROIEL

corpus search and visualization: ANNIS
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https://perseusdl.github.io/treebank_data/
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https://corpus-tools.org/annis/
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Ergon-Verlag, pp. 31–56. doi: 10.5771/9783956505126-31.

Konstantin Schulz (Humboldt University Berlin) Natural Language Processing for the Classics June 16, 2020 18 / 31

https://doi.org/10.5771/9783956505126-31


References

References II

Crocker, M. W. (Apr. 2013). “Computational Psycholinguistics”. en. In:
The Handbook of Computational Linguistics and Natural Language
Processing. Ed. by A. Clark, C. Fox, and S. Lappin. John Wiley & Sons,
pp. 482–514.

Crossley, S. A., T. Salsbury, and D. S. McNamara (2010). “The
Development of Semantic Relations in Second Language Speakers: A
Case for Latent Semantic Analysis.”. In: Vigo International Journal of
Applied Linguistics 7, pp. 55–74.

Dale, R. (2010). “Classical Approaches to Natural Language Processing”.
In: Handbook of Natural Language Processing. Ed. by N. Indurkhya and
F. J. Damerau. Second. CRC Press, Taylor & Francis Group, pp. 3–7.

Devlin, J., M.-W. Chang, K. Lee, and K. Toutanova (2018). “Bert:
Pre-Training of Deep Bidirectional Transformers for Language
Understanding”. In: arXiv preprint arXiv:1810.04805.

Konstantin Schulz (Humboldt University Berlin) Natural Language Processing for the Classics June 16, 2020 19 / 31



References

References III

Divjak, D. and S. T. Gries (2009). “Corpus-Based Cognitive Semantics: A
Contrastive Study of Phasal Verbs in English and Russian”. In: Studies
in cognitive corpus linguistics, pp. 273–296.
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