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Abstract

Linguistic typology databases contain valu-
able knowledge of the distinguishing proper-
ties of different languages. Typically they
contain sparse discrete features that are diffi-
cult to integrate into computational methods,
and dense task-learned language vectors have
emerged in response. To join both worlds, we
compute a shared space between discrete (bi-
nary) and continuous features using canonical
correlation analysis. We evaluate the new lan-
guage representation against a concatenation
baseline in typological feature prediction and
in phylogenetic inference, obtaining promis-
ing results to explore further.

1 Introduction

Knowledge bases (KB) of linguistic typology are
gaining attention for encoding languages mostly in
the discrete space. URIEL and lang2vec (Lit-
tell et al., 2017) allow a straightforward extraction
of typological binary features from different KBs,
whereas Murawaki (2015, 2018) exploits them to
build continuous and latent language representa-
tions. Furthermore, language embeddings have
also been directly computed in continuous space
from data-driven tasks such as language modelling
(Tsvetkov et al., 2016; Östling and Tiedemann,
2017; Bjerva and Augenstein, 2018) and neural
machine translation (NMT; Malaviya et al., 2017).

In this work, we hypothesise that an
information-rich, dense representation of lan-
guages should include knowledge about the
different properties and similarities between them,
as this could be important for delivering more
effective multi-lingual systems without the need
of large corpora. Therefore, our research question
is how can we obtain the best of both views (KB
and task-learned, or discrete and continuous) with
minimal information loss.

2 Multi-view Language Representation
with Canonical Correlation Analysis

We take inspiration from work on mapping tex-
tual captions to abstract scenes (Papasarantopou-
los et al., 2018), as Canonical Correlation Analy-
sis (CCA) allows to find a projection of two views
for a given set of data. Represented by two ran-
dom vectors X ∈ Rd and Y ∈ Rd′ , the views are
projected in a shared space with m dimensions,
by maximising their correlation in each coordi-
nate and retaining as little redundancy as possible.
CCA solves a sequence of optimisation problems
for j ∈ {1..m} where aj ∈ R1×d and bj ∈ R1×d′ :
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>)
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(
ajX

>, akX
>) = 0, k < j
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> ) = 0, k < j

where the corr function returns the Pearson corre-
lation between two vectors (pairwise element).

CCA has been previously used to derive em-
beddings at word-level (Faruqui and Dyer, 2014;
Dhillon et al., 2015; Osborne et al., 2016), but
as far as we know, this is the first time it has
been used to derive distributed language represen-
tations. A major advantage of CCA is that it en-
ables us to project a sample only known in one of
the two original views (e.g. a language described
in a KB but without any parallel corpus).

3 Experimentation

We compare a CCA shared space of discrete and
continuous features against a concatenation base-
line (⊕). We take the data from lang2vec (Lit-
tell et al., 2017), precisely, the kNN-based com-
pleted features of Syntax (103 feats.), Phonology
(25) and Phonetic Inventory (158) classes, as well
as the NMT-learned vectors (512 dim.; Malaviya
et al., 2017). We considered all 729 languages that
appear in both the KB and task-learned sources.



Feature class # feats. ⊕ CCA
Syntax 97/103 88.44 85.29
Phonology 27/28 84.51 89.62
Phonetic Inventory 126/158 91.66 91.15

Table 1: Prediction in composed spaces (KB and NMT-
learned) by concatenation⊕ and CCA. Features are fil-
tered out due to missing values and number of targets.

3.1 Typological Feature Prediction
We perform a typological prediction task similar
to Malaviya et al. (2017). For each feature class,
we train Logistic Regressor classifiers to predict
each feature targeting the truth value when avail-
able. We skip features with missing values or less
than two targets. We compute the shared spaces
(⊕ and CCA) and train using a leave-one-out fea-
ture scheme with zero-mean normalised values.
Then, we use 10-fold cross-validation grouped by
languages. In Table 1, we observe that CCA can-
not surpass the concatenation baseline in two of
three feature classes. We plan to extend the anal-
ysis for language and feature groups, to examine
why Phonology is the only benefited class.

3.2 Phylogenetic Inference
In our second experiment, we examine how well
phylogenetic trees can be reconstructed from the
language representations. Following previous
work (Rabinovich et al., 2017; Bjerva et al.,
2019b), we take a pruned tree of 17 Indo-European
languages (Serva and Petroni, 2008) as a Gold
Standard (GS). We tested two different linkage cri-
teria, since the GS was agglomerated with UP-
GMA, whereas Rabinovich et al. (2017) used vari-
ance minimisation (Ward; Ward Jr, 1963).

To measure the distance Dist(τ, g) between the
hypothesised tree τ and the GS tree g, we pro-
ceed as follows: Given a tree τ with N leaves, the
weighted distance between two leaves, Dτ (li, lj),
is the sum of the weights of all edges on the short-
est path that links each other, whereas the un-
weighted distance counts the edges involved (all
weights equal one). Then, we obtain the desired
distance between the trees by summing up the
squared differences of all their leaf-pair distances.

Dist(τ, g) =
∑

i,j∈{1..N};i 6=j (Dτ (li, lj)−Dg (li, lj))
2

We also compute a baseline by averaging distances
of 10,000 random trees. For comparison purposes,
we (zero-one) normalised the distances using the
maximum one from the random samples. Table 2

linkage→ UPMGA Ward
#lang. (±eng)→ 16 17 16 17

Random tree (avg.) 0.523 0.569 0.473 0.529
NMT-learned (L) 0.419 - 0.340 -
Syntax (S) 0.232 0.238 0.149 0.160
S ⊕ L 0.291 - 0.159 -
CCA(S,L) 0.205 0.216 0.140 0.172
Phonology (P ) 0.588 0.649 0.450 0.490
P ⊕ L 0.466 - 0.422 -
CCA(P,L) 0.462 0.511 0.341 0.464
Phon. Inventory (I) 0.346 0.366 0.354 0.370
I ⊕ L 0.440 - 0.547 -
CCA(I , L) 0.726 0.932 0.318 0.618

Table 2: Unweigthed distances to Gold Standard trees
per metric (lower is better). English (eng) cannot be
evaluated in all spaces without an NMT-learned vector.

presents the unweighted distances, where there are
improvements with CCA against concatenated and
single-view vectors in most of the cases. Phonetic
Inventory is the exception, and we should analyse
the latent genetic information lost in the blend.

A significant advantage is the representation
of an “unknown” language, as we projected En-
glish from the KB view without a task-learned
vector from the many-to-one NMT of Malaviya
et al. (2017). Using our method, we can quickly
address languages with single-view representa-
tions. For instance, lang2vec contains 2989 and
287 unique entries in the KB and NMT-learned
sources, respectively.

4 Discussion and Ongoing Work

Multi-view language representations based on
CCA have achieved positive results in phyloge-
netic inference, although they could not surpass all
baselines for typological feature prediction. How-
ever, the former outcome is relevant due to its im-
plications about language variations and clusters.
Further correlation analysis should be performed
for the discrete features in different KBs.

We plan to exploit the representations in multi-
lingual NMT, where there are potential paths in
parameter selection (Johnson et al., 2017) and gen-
eration (Platanios et al., 2018) by using language
embeddings in neural architectures. Moreover, we
expect to compose, in a multi-step scheme, dif-
ferent continuous learned representations with dis-
crete features from linguistic KBs. Finally, we can
also evaluate the CCA-based vectors in typologi-
cal collaborative filtering (Bjerva et al., 2019a), as
well as thoughtfully analyse what kind of informa-
tion they really retain (Bjerva et al., 2019b).
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