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1 Summary

In metrology, often two methods measuring the same quantity are to be judged whether or not they
are in agreement. For measurements across a whole range of values, this can be done by comparing
their straight-line fit to the identity line. Such a comparison is only meaningful, when uncertainties
are available. Furthermore, the estimates of the straight-line fit and their uncertainties are only
reliable when all sources of uncertainty have been accounted for. In particular, the measurements of
both methods in a comparison are usually uncertain, and common instruments or standards cause
correlation among or between them.

When fitting a straight-line relation, the weighted total least-squares (WTLS) method accounts
for correlation and uncertainties in both variables. This example focuses on WTLS and defines a
measurement model from it to propagate all uncertainties and correlations through to the estimate
of the slope and intercept, and associate uncertainties with them according to the GUM. Using the
example of two high accuracy methods measuring the total haemoglobin concentration in blood,
i.e. the cyanmethaemoglobin and alkaline haematin method, we indicate how correlations can be
inferred, demonstrate how they can be accounted for and show their impact on the regression. The
results are discussed and recommendations are given.

2 Introduction of the application

The total haemoglobin (Hb) concentration in blood is one of the most frequently measured analytes
in clinical medicine because of its significance for evaluating the state of health of a human. The
medical need for this analyte and the different spectrophotometric methods applied are summarized
in Appendix A. For external quality assurance of routine laboratories, interlaboratory comparisons
are performed in which the deviation from the reference value may not exceed 6 % [1]. To evaluate
such round robin tests, ideally reference or “higher order” measurement procedures allowing for
standard uncertainties smaller than 0.6 % (an order of magnitude below the allowable deviations)
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are required. The cyanmethaemoglobin (HiCN) method is the internationally accepted, spectropho-
tometric reference method [2–4] to determine the total Hb concentration. Critical issues of the
HiCN method are the toxicity of the potassium cyanide involved and that it is not traceable to the
International System of Units. An alternative spectrophotometric procedure for the determination
of reference values for this quantity is the non-cyanide, alkaline haematin (AHD) method. Among
other advantages, the AHD method has the potential as a primary method [5, 6] since a primary
calibrator exists.

Previous comparisons of the HiCN and the AHD method with high-accuracy procedures [5, 7]
demonstrate a good agreement, but are limited to only one blood sample with a Hb concentration
in the normal range, i.e. a healthy person. Studies based on protocols for routine diagnostics1

also show a good agreement between both methods (see [8–10] and references therein) and rely,
among others, on the regression of a straight-line relationship. However, these comparisons do not
consider the uncertainty of measurements. Estimates of regression parameters will usually differ
when all uncertainties are accounted for. In addition, these comparison studies do not provide an
uncertainty for the regression estimates. It is thus difficult to compare the results of these studies
and to quantitatively judge the agreement between the reference and the alternative AHD method.

This example demonstrates how the uncertainties of HiCN and AHD measurements, including
correlation, can be propagated to give the uncertainty of their straight-line relation. The total Hb
concentrations are used, which PTB measured with both the HiCN and the AHD method for P = 104
blood samples over the past 10 years. The data cover the whole range from 60 gL−1 to 190 gL−1

relevant in clinical diagnosis and include pathologically low as well as pathologically high Hb con-
centrations. These measurements and their associated uncertainties, say xp, u(xp) and yp, u(yp), are
displayed in figure 1 and can be found online in repository [11]. Derivation of the total Hb concen-
tration involves quantities common to both methods and all samples (cf. Appendix B for background
information). Some of these common quantities contribute significantly to the uncertainty of the Hb
concentration [5, 7]. Therefore, it is reasonable to suspect significant correlation among the HiCN
as well as among the AHD method (cf. clause 5.2.4 in [12]).

Also beyond method comparison, uncertainty in all variables of a regression and correlation
among or between them is prevalent in metrology. For example in calibrations, the reference and
the device under test usually both display uncertainty. Additionally, measurements over the range
of use are often performed with the same measuring instrument or physical standard which often
contribute a considerable amount of uncertainty.

This example focusses on a measurement model that is based on the weighted total least-squares
(WTLS) method. The measurement model allows for uncertainty evaluation following the GUM. The
WTLS method accounts for uncertainties in both variables of a regression, as well as, for correlation
among and between them. WTLS is recommended by multiple standards [13, 14] and applied in
metrology (e.g. Refs. [15–17]).

3 Specification of the measurand

Let X denote the total Hb concentrations obtained by HiCN and Y the corresponding quantity mea-
sured by the AHD method. The straight-line relation

Y = β0 + β1X (1)

1In routine applications only one value for the absorbance is measured, while reference procedures include dilution
series, repeat measurements and centrifugation to reduce uncertainties.
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Figure 1: Left: Visualization of haemoglobin concentration measurements xp, yp performed at PTB
on P = 104 blood samples by the two methods HiCN and AHD.
Right: Standard uncertainties u(xp) and u(yp) for both methods and all samples. These measure-
ment results are available online in repository [11]. In both panels, the dashed line represents the
identity y = x and the markers are drawn as transparent; thus, overlayed markers appear darker.

is assumed to model the relationship between the measured values of both methods, and is supported
by previous studies comparing the HiCN and the AHD method (see [8–10] and references therein).
The measurands are the intercept parameter β0 and slope parameter β1 of the straight-line model (1).
If both methods measure the same, uniquely defined quantity, one usually obtains estimates close to
bβ0 = 0 and bβ1 = 1.

The input quantities influencing the measurands are the P pairs (Xp, Yp). Estimates of these
inputs are the Hb concentration measurements of each method, xp and yp. Standard uncertainties
u(xp) and u(yp) of these inputs are of the same magnitude (cf. figure 1). In addition, any two
inputs Xp, Xq are correlated due to the use of common standards in their measurement, especially
of the same molar extinction coefficient ε and corrections C0, C1 (as detailed in Appendix B). The
covariance matrix Ux shall contain these correlations as well as the standard uncertainties u(xp).
Likewise, the covariance matrix Uy contains the correlations and standard uncertainties u(yp) for
the inputs Yp. (For the definition of a covariance matrix, we refer to clause 3.11 in the supplement
1 to the GUM [18].)

4 Measurement model

The measurement model for straight-line regression can be constructed from the appropriate least-
squares method. The frequently applied ordinary and weighted least-squares method are inappropri-
ate here because they assume that the measured values of one method are exact. Notably, regressing
one method over the other will generally result in different estimates than the other way around;
especially, when the uncertainties of both methods are similar and non-negligible – as for HiCN and
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AHD. The measurand would thus be ambiguous. Also Deming regression [19] and Passing-Bablok
regression [20], two common methods for method comparison, are not appropriate for this data
set. First, the uncertainties u(yp) cannot be expressed as a common multiple of u(xp) as Deming
regression requires (see right panel in figure 1); second, it is important to take account of applicable
uncertainty and covariance information where possible and Passing-Bablok regression does not use
information on uncertainties.

Weighted total least-squares (WTLS) is the method recommended by multiple standards [13,14]
when the uncertainty associated with the measured values xp and yp are both non-negligible. It also
addresses correlation. The WTLS method is based on minimizing the generalized sum of squares
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with respect to eβ0, eβ1 and the unknown, “true” values of x called eξ. Here, the vector x contains
the elements x = (x1, . . . , xP)> and the vectors y and eξ are likewise defined. The minimizer of (2)

defines the solution (bβ0, bβ1,bξ
>
) of the WTLS method.

The measurement model is then defined by replacing the estimates x and y in the minimization
of Q by the underlying quantities X= (X1, . . . , XP)> and Y= (Y1, . . . , YP)>, respectively. That is,
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where only (β0,β1) define the measurand.

5 Estimation and uncertainty evaluation

Following the GUM [12, 21], estimates bβ0 and bβ1 of the measurands are obtained by evaluating
measurement model (3) at the estimates x and y of the input quantities X and Y. The uncertainties
associated with (bβ0, bβ1) result from propagating the uncertainties in Ux and Uy associated with the
estimates of the input quantities through this measurement model.

Measurement model (3) is implicit, multivariate, non-linear and usually no closed form is avail-
able for its solution. An iterative scheme for deriving estimates and their associated uncertainties is
described in clause 10 of the standard [13]. This simple scheme also provides correlations between
β0 and β1, and is valid for any covariance matrices Ux and Uy whose eigenvalues are all positive.

Assuming a Gaussian distribution2, a 95 % coverage interval for each measurand βi with i = 0,1
is given by

�

bβi − 1.96 u
�

bβi

�

, bβi + 1.96 u
�

bβi

��

.

A two-dimensional, joint 95 % coverage region can be calculated following clause 6.5.2 in [21].
In order to estimate the slope and intercept of a straight-line relation as well as valid uncertainties

and/or coverage intervals, the full covariance matrices Ux ,Uy and possible cross-correlation between
X and Y need to be known. Annex D in [13] describes how these covariances can be calculated for
common, simple measurement models. For more involved measurement models, like for HiCN and
AHD measurements, we recommend the Monte Carlo method [21], where distributions for all input
quantities are propagated through a joint measurement model to arrive at the 2P-dimensional, joint
distribution for the outputs X and Y.

2Cf. section 10.2.3 in [13] for the approximate validity of this Normality assumption.
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The uncertainty in HiCN and in AHD measurements is dominated by a common quantity, namely
the molar extinction coefficient ε (see [5,7]). We thus suspect that the covariance matrices Ux and
Uy are governed by a common correlation coefficient ρ. That is, we set their elements Ux ,pq =
ρu(xp)u(xq) and Uy,pq = ρu(yp)u(yq) for all p 6= q. The diagonal elements contain the variances,
i.e. Ux ,pp = u2(xp) and Uy,pp = u2(yp). Further details are given in Appendix C. First Monte Carlo
evaluations of the joint uncertainty budget showed that correlation coefficients up to ρ = 0.8 may be
realistic. Details on how to jointly evaluate the correlation, uncertainties and estimates for the input
quantities of least-squares methods applying the Monte Carlo method are illustrated in [22]. The
correlation between HiCN and AHD is dominated by two common quantities, viz., the cuvettes’ ab-
sorption length d and the mean molar mass M(Hb). According to [5], the amount of cross-correlation
is much smaller compared to correlation between the estimates xp and xq as well as between the es-
timates yp and yq. We assume zero cross-correlation throughout this example. Note that the results
reported below are conditional on the plausibility of this correlation structure. The real correlation
structure and amount could be different and is to be inferred from the quite complex measurement
model described in Appendix B.

6 Reporting the result

Let us now apply the measurement model (3) to the estimates and uncertainties presented in fig-
ure 1 and to the above covariance structures Ux and Uy . For selected correlation coefficients ρ, the
results are listed in table 1. The estimate, associated standard uncertainty and the covariance for
the measurands β0 and β1 are obtained by the algorithm in clause 10 of [13] and application of the
law of propagation of uncertainty [12]. R Markdown [23] code for this algorithm is available online
in repository [11]. Figure 2 depicts the estimates bβ0 and bβ1 and the corresponding 95 % coverage
interval.
Nearly identical results have been obtained by applying the Monte Carlo method [21] to the mea-
surement model (3) and the algorithm in Ref. [13]. The non-linearity of (3) could cause differences;
however, this was not observed. Software is available that implements WTLS and propagates un-
certainties. For example, the CALIBRATION CURVE COMPUTING Software provided by INRIM [16]
also produces the results in table 1, although a slightly different algorithm is implemented (which
relies on an implicit set of normal equations).

Before interpreting the results of a regression, the data as well as the assumptions contributing to
the analysis should be assessed critically. For instance, graphically analysing the (weighted) residuals
did not indicate a violation of the straight-line assumption (1), since no systematic behaviour of these

Table 1: Results obtained by weighted total least-squares with uncertainty evaluation according to
the GUM for varying correlation coefficients ρ. Listed are the estimates and uncertainties for slope
and intercept.

Correlation bβ0 u(bβ0) bβ1 u(bβ1) cov(bβ0,bβ1)
a.u. g L−1 g L−1 a.u. a.u. 10−3 a.u.

ρ = 0.0 -0.488 6 0.166 7 0.998 4 0.001 6 -0.24
ρ = 0.6 -0.489 4 0.105 5 0.998 6 0.001 2 -0.10
ρ = 0.8 -0.489 4 0.074 6 0.998 6 0.000 9 -0.05
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Figure 2: Displayed are the estimates bβ0 and bβ1 (dots) and their 95 % coverage intervals for the
weighted total least-squares regression results listed in table 1.

residuals were observed. A significant outcome of the χ2 test, whose application is recommended in
standard [13], does not necessarily indicate departures from the linearity assumption. The χ2 test
assesses, whether the (weighted) residuals are independently normally distributed – an assumption
which is not required for WTLS estimation and measurement model (3). Any observed test statistics
which exceed the 95 % quantile of the χ2-distribution, are suspected to be due to non-normally
distributed residuals rather than a violation of the straight-line assumption (1). The former does not
contradict the assumptions of our analysis.

7 Discussion and conclusion

This example demonstrates how two measurement methods can be compared to judge whether both
measure the same quantity over a defined measurement range. If the uncertainties of both meth-
ods are non-negligible, ordinary and weighted least-squares methods are inappropriate. Instead,
weighted total least-squares is a suitable method which allows for an uncertainty propagation when
embedded in a measurement model in line with the GUM.

Using the example of measuring the total haemoglobin concentration in blood, it is reasoned
that correlation among and possibly between two measurement methods is not unusual, and likely
to be rather frequent in metrology in general. We indicate how these correlations can be inferred
and select a common correlation structure for this example.

The reader observes a small but significant offset between the HiCN and AHD method for measur-
ing haemoglobin – irrespective of the amount of correlation. The slope of the linear relation between
both methods is compatible with unity for all reasonable values of correlation, but would be signif-
icantly smaller than one for higher correlations ρ ≥ 0.9. For the assumed correlation structure, the
estimates of the linear relation vary little with the amount of correlation. However, their uncertainty
changes by the factor

p

1−ρ, i.e. it reduces to two thirds for a correlation coefficient of ρ = 0.6
and to a half for ρ = 0.8, compared to WTLS estimation without correlation. Also the covariance
between bβ0 and bβ1 scales with 1 − ρ. In addition, the estimates change with varying correlation
coefficient when fewer observations are available. These relationships are detailed in Appendix C.
Other correlation structures, for instance when the correlation within one method is much larger
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than within the other method, will also change the estimates.
Our analyses show that the HiCN method leads to slightly higher Hb concentrations than the

AHD method, if the correlation structure and the amount of correlation are realistic. This has been
observed before ([24] and references therein) and may be caused by a background due to bilirubin.
However, the differences between the HiCN and the AHD method are sufficiently small. If the corre-
lation assumptions can be confirmed in future, both methods could be applied to determine higher
order measurement values to evaluate round robin tests for external quality assurance in laboratory
medicine.

We conclude that only stating the uncertainty of a fitted (linear) relation allows for a quantitative
comparison of two methods over their measurement range. To derive these uncertainties reliably and
to give valid estimates, it is important to account for correlation among and between the measure-
ment methods. Otherwise, the conclusions drawn from such a comparison study could differ and
become unreliable.
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A Haemoglobin concentration: Importance and determination

The total haemoglobin (Hb) concentration in blood is part of the complete blood count, which is one
of the most frequently measured analytes in clinical medicine. For example, Hb concentrations are
needed for screening blood donors to protect their health and to guarantee the quality of the blood
product [25]. Deviations of the Hb concentration from the normal range (137 g L−1 – 162 gL−1

for men and 123 g L−1 – 145 gL−1 for women; c.f. [26, table 4, p. 190]) are observed for various
diseases. Further diagnostics are initiated to identify the origin of such an anomaly. Iron deficiency
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could be caused by bleeding in the gastrointestinal tract [27], malaria [28] or thalassemia, the most
common genetic disorder worldwide [29]. In addition, haemoglobin concentration is relevant to
manage iron deficiency in pregnant women [30].

Total haemoglobin concentration is determined by a variety of methods [31], depending on the
specific medical application. In countries where anaemia is widespread, portable instruments are
used to estimate haemoglobin concentration using capillary blood for analysis [32]. Measurements
with higher precision and accuracy compared to such point-of-care instruments are routinely per-
formed in laboratory medicine and require venous blood and chemical conversion of the different
haemoglobin variants to a stable end product, which is subsequently spectrophotometrically anal-
ysed. Conversion to cyanmethaemoglobin (HiCN), first applied by Drabkin and Austin [33], has been
considered as a gold standard for routine applications [31] and is also internationally accepted as
higher-order method [2–4] to determine reference measurement values in external quality assurance
of medical laboratories [1]. However, because of the toxicity of the potassium cyanide involved, the
HiCN method is not allowed in most countries and has been replaced by the sodium lauryl sulfate
(SLS) procedure [34,35].

Typically, in laboratory medicine accuracies below 6 % shall be reached for Hb concentration
measurements. This value is stated in the guideline of the German Medical Association for Quality
Assurance in Medical Laboratory Examinations [1] and indicates the maximum allowable deviation
to pass the ring trials mandatory in Germany. To evaluate such external quality assurance schemes,
so-called “higher-order measurement methods” or reference procedures are required providing re-
sults with expanded uncertainties (95 % confidence level) possibly smaller than 1.5 %. This require-
ment is specified in DIN 58931 [4, p. 18] and was met in comparison experiments [5, 7]. For such
higher-order procedures the same reagents may be used to convert the different Hb variants to a
stable end product. Lower uncertainties are achieved by gravimetrical preparation of dilution series
and centrifugation to suppress the scattering of residual white blood cells or agglomerates of mem-
branes of erythrocytes. In addition, high-accuracy absorbance measurements are required, traceable
to a national standard [4]. Although the HiCN method is frequently used as a reference method for
comparison when evaluating new procedures for the determination of the total Hb concentration,
it is presently not traceable to the International System of Units. In particular, material suited as
primary calibrator is not available, it is known that verdoglobin is not converted to HiCN and that
background due to bilirubin can cause systematic deviations towards higher concentrations. It fol-
lows that according to the ISO standard 17511 on metrological traceability [6] the HiCN method can
be characterised as an international conventional reference measurement procedure. An alternative
spectrophotometric procedure for the determination of total Hb concentration is the non-cyanide, al-
kaline haematin (AHD) method. In contrast to the HiCN procedure, when applying the AHD method
verdoglobin is converted to the end product chlorohaemin and the sensitivity against bilirubin per-
turbations is much smaller. In addition, the globin protein is destructed and solutions of the end
product, the well-defined molecule chlorohaemin, might serve as primary calibrator. Hence, the
AHD method may have the potential as a primary method [5,6].

B Details of the measurement methods for haemoglobin concentration

The HiCN and the AHD method both rely on the measurement of the spectral absorbance. The
photometrical traceability is established by correcting the measured absorbance values3 ak

i,p using

3Each absorbance value ak
i,p in turn is based on a series of repeated measurements and its uncertainty is evaluated

following the GUM.
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the linear relationship C0,k + C1,kak
i,p for k ∈ {HiCN,AHD}, blood sample p = 1, . . . , P and dilution i

(cf. [7]). As recommended in DIN 58931:2010 [4], at least four dilutions φi of each blood sample
are prepared and the associated Hb mass fractions wk

i,p are calculated according to

wk
i,p =

�

Ck
0 + Ck

1 ak
i,p

�

M(Hb)

dεkφi
. (4)

Here, d represents the absorption length of the rectangular spectrophotometric cuvette, εk is the
molar decadic absorption coefficient of the reaction product and M(Hb) is the mean molar mass of
one Hb subunit. The estimates and associated uncertainties for the input quantities in (4) can be
found in [7]. The final reported total Hb concentration for each sample and method, xp and yp, are
determined by a weighted average of the Hb mass fractions wk

i,p over the dilutions i. The associated
uncertainties are discussed in detail in Ref. [7].

C Influence of correlation for a common structure

If the covariance matrix for the HiCN method is given by

Ux = (1−ρ)diag(u2
x) +ρuxu>x

with ux = (u(x1), . . . , u(xP))>, as described in section 5, the inverse of Ux is determined by

U−1
x =

1
1−ρ

�

diag
�

1
u2(x1)

, . . . ,
1

u2(xP)

�

−
1

P − 1+ 1/ρ

�

1
ux

��

1
ux

�T�

.

The inverse U−1
y can be determined by analogy. Then, the generalized sum of squares (2) simplifies

to

Q =
1

1−ρ

 

P
∑

p=1

(xp − ξp)2

u2(xp)
+
(yp − β0 − β1ξp)2

u2(yp)

−
1

P − 1+ 1/ρ

 

P
∑

p,q=1

(xp − ξp)(xq − ξq)

u(xp)u(xq)
+

P
∑

p,q=1

(yp − β0 − β1ξp)(yq − β0 − β1ξq)

u(yp)u(yq)

!!

.

The factor 1/(1 − ρ) is irrelevant for the optimization of Q and thus does not influence the
estimates bβ0 and bβ1. At the same time it influences the uncertainties u(bβi) and the covariance
cov(bβ0,bβ1) when the number of observations P is large, which change approximately by the factor
p

1−ρ and 1−ρ, respectively, compared to a correlation coefficient of ρ = 0.
For a small number of observations, table 2 shows the influence of the correlation coefficient on

the estimates (assuming the same, above correlation structure). In particular, the table lists for a
subset of size P = 20 of the data in figure 1 the estimates and uncertainties for bβ0, bβ1 and for ρ = 0,
ρ = 0.8. The reader observes, that compared to no correlation, the estimate for the slope changes
by almost half of the uncertainty (i.e. bβcorr

1 − bβ1 ≈ u(bβ1)/2) and at the same time the uncertainty
reduces considerably.
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Table 2: Results obtained by weighted total least-squares with uncertainty evaluation according to
the GUM for a subset of size P = 20 of the data in figure 1. Listed are the estimates and uncertainties
for slope and intercept.

Correlation bβ0 u(bβ0) bβ1 u(bβ1)
a.u. g L−1 g L−1 a.u. a.u.

ρ = 0.0 0.153 3 0.458 8 0.994 5 0.004 2
ρ = 0.8 0.176 1 0.206 1 0.996 5 0.002 4
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