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Background

• EU Blue Action project

- This research is supported by Blue 
Action project (European Union’s 
Horizon 2020 research and innovation 
program, Grant 727852).

- Our paper has been submitted to MWR
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Background

• Weather forecast with deep learning

- Numerical (model) weather forecast is expensive!

- Convolutional Long-Short Term Memory (ConvLSTM) 
is good at tackling spatio-temporal sequence 
forecasting problem!
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- Can we improve the Arctic sea ice forecast at weather 

time scales with deep learning techniques (ConvLSTM)?

- Can we quantify the contribution of  each predictor to 

the sea ice forecast with deep neural networks?

- Is the physical consistency preserved by the deep 

neural networks during forecast? Can we unbox this 

blackbox?

Research questions
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Configuration

• Arctic sea ice forecast

- Sea ice forecast at weather (weekly) time scales in the 
Barents Sea

- Improve the forecast of sea ice with ConvLSTM

- Atmospheric (SIC, SLP, T2M, Z500, Z850, Sflux, UV10m) 
and oceanic (OHC) fields from reanalysis products are 
used in this study
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• ERA-Interim

• ORAS4

1979 - 2016

1979 - 2016

6 hourly

monthly ORCA1

0.75° x 0.75° x 60 lev



Configuration 6

• Weather forecast with ConvLSTM

- Mathematical expression of ConvLSTM

With i_t the input gate, f_t the forget gate, c_t the cell state, o_t the output gate, h_t the hidden state, W 
the weight matrix, x the input, b the bias, o the convolutional operation, * the element-wise product, 
sigma the sigmoid function and tanh the hyperbolic tangent function.
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Configuration

• Setup of ConvLSTM

- Hyperparameter tuning
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Configuration

• Deep Learning with ConvLSTM

- Many-to-One prediction
(train model with time series and output next step)

- Forecasts with ConvLSTM are evaluated against climatology, 
persistence and a generalized linear model with a logit link

1979-2009 (training) 2013-2016 (testing)

During training

Lead time dependent prediction

Training data (input)

Testing data

Forecast

2009-2012 (cross-validate)
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Results 10

• Sea ice forecast with ConvLSTM

- Lead time dependent constrained forecast
(using multiple fields to forecast SIC)

RMSE of (a) the constrained forecast of SIC with a lead time up to 6 weeks and (b) the constrained forecast of SIC for the first week in 
each month with ConvLSTM using different predictors against persistence, climatology and the baseline statistical model. The unit is 
square kilometer per grid cell.



Results 11

• Sea ice forecast with ConvLSTM

- MAE of constrained forecast 
with SIC and OHC

MAE of the constrained forecast of SIC 
for the first week in each month with 
ConvLSTM using SIC and OHC



Results 12

• Sea ice forecast with ConvLSTM

- Accuracy score of constrained 
forecast with SIC and OHC

Accu_convlstm – Accu_persist

Difference of the accuracy score of the 
constrained forecast of SIC for the first 
week in each month between ConvLSTM
and persistence. The SIC forecast with 
ConvLSTM uses SIC and OHC fields.



Results 13

• Sea ice forecast with ConvLSTM

- Physical consistency of 
operational forecast with SIC 
and OHC (using multiple fields 
to forecast SIC and all the other 
input fields)

Covariance map of SIC and OHC for the (a, d, 
g) first, (b, e, h) second and (c, f, i) third SVD 
modes in (a, b, c) training (d, e, f) testing and 
(g, h, i) forecast data for the first week. The 
SVD was performed on the covariance matrix 
of normalized SIC and OHC.



Results 14

• Sea ice forecast with ConvLSTM

- Physical consistency of 
operational forecast with SIC 
and Z500

Covariance map of SIC and Z500 for the (a, d, 
g) first, (b, e, h) second and (c, f, i) third SVD 
modes in (a, b, c) training (d, e, f) testing and 
(g, h, i) forecast data for the first week. The 
SVD was performed on the covariance matrix 
of normalized SIC and Z500.



- Weather forecast with ConvLSTM

-> Complex non-linear weather forecast tasks (temporal-spatial sequence 

prediction) can be tackled by ConvLSTM

- Sensitivity tests with ConvLSTM

-> Predictability with certain predictors can be evaluated using ConvLSTM

-> Energy balance related fields have strong impact on the predictability of 

sea ice

- Physical consistency

-> Depending on the input fields, physical consistency between input 

fields can be preserved during forecast with ConvLSTM.

Bring home messages
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