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Computing resources are a 
limiting factor

• Computational power is not abundant and 
expensive, … 

• … but many interesting questions require lots of 
computational resources

Optimal usage of computational 
resources is mandatory



More computers ≠ more 
performance

• Performance of simulations does not increase linearly 
with computational power 

• Many factors to optimise: 
- Number of nodes 
- CPUs or GPUs 
- Cluster specifics 
  (MPI, OpenMP) 
- Software specific 
  (PME, cut-off, …)



How does MDBenchmark 
help?

• Number of nodes 

• CPUs or GPUs 

• Cluster specifics (MPI, OpenMP) 

• Software specific (PME, cut-off, …)



How does MDBenchmark 
help?

Handles scaling studies of MD simulations

• Number of nodes  

• CPUs or GPUs 

• Cluster specifics (MPI, OpenMP) 

• Software specific (PME, cut-off, …)



What is MDBenchmark?
• Command-line interface (CLI) written in Python 

• Open source and free (GPLv3), hosted on GitHub 

• Documentation covers all usage patterns 

• Installable on any computer running Python



What does it do for you?
1. Create benchmarks with different parameters 

2. Submit benchmarks to queuing system 

3. Analyze running/finished benchmarks 

4. Plot different benchmarks for comparison



What does it do for you?



Installation with your favourite 
Python package manager

$ pip install mdbenchmark $ conda install -c conda-forge \
mdbenchmark



Setting up MDBenchmark 
on your machine

1. Create isolated 
environment 

2. Install MDBenchmark in 
an isolated Python 
environment 

3. Activate the environment 

4. Use mdbenchmark from 
your terminal



MDBenchmark: CLI



Help is available for every 
command



Generating benchmarks



Submit to any queuing systems



Grab performance from log files



Save results to a CSV



Create a performance plot



Performance plot



Plots can be customised



Writing your own templates
• Customisation for own clusters is done with host 

templates 

• MDBenchmark parametrises host templates 

• Host templates can be provided system-wide or on 
a per-user basis: 
 
/etc/xdg/MDBenchmark/my_hpc  
 
/home/user/.config/MDBenchmark/my_hpc



Job templates are 
parametrised



Where do we go from here?
• Explore parameter space: 

• cluster specific options (MPI/OpenMP, hyper-
threading, …) 

• Software specifics (PME, cut-offs, …) 
• Provide API for programmatic usage 
• Add missing MD engines (AMBER, LAMMPS) 
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Code
https://github.com/bio-phys/mdbenchmark

Documentation
https://docs.mdbenchmark.org



bioexcel.eu

Audience Q&A session

Please use the Questions 
function in GoToWebinar 

application

Any other questions or points to 
discuss after the live webinar? 

Join the discussion the discussion 
at http://ask.bioexcel.eu.

http://ask.bioexcel.eu/

