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Linguistic Inquiry and Word Count (LIWC) (Tausczik & Pennebaker, 2010) is a text analysis program 
that calculates the percentage of words in a given text that fall into specific categories (social, senti-
ment, cognitive, biological, and more). The categories are defined in an English-language dictionary. 
In order to apply the program on non-English text, its dictionary has been translated into multiple lan-
guages (e.g. Boot et al. 2017; Meier et al., 2019).

We propose an alternative approach for applying LIWC to non-English text: using machine translation 
(MT) to translate the text into English and then apply the English LIWC dictionary. We evaluate 
whether this approach produces better or poorer results than analysing text with a translated dictio-
nary. We see this as a contribution to conference theme 2: evaluating a practice of quantitative analy-
sis using LIWC.

In several contexts, MT has been shown to be useful for extending the scope of English-language re-
search tools. It has been used to create NLP-resources and tools for low-resource languages, for ex-
ample, in subjectivity analysis (Banea et al. 2008) and sentiment analysis (Balahur & Turchi 2012). 
Also, MT translated text can produce similar or better results in sentiment analysis (Araujo et al., 
2016) and topic modelling (De Vries et al., 2018). Specifically for LIWC, manual and machine trans-
lation give comparable results (Windsor et al., 2019), which didn’t consider, however, the use of a 
translated dictionary.

In our experiment, we use two open-source MT systems, Joshua 6  (Post et al., 2015) and Fairseq  1 2

(Ott et al., 2019), and Google Translate. We use pre-trained MT models to facilitate replicability. We 
include three language pairs, Joshua 6 on Dutch-English, German-English and Spanish-English; 
Fairseq on German-English and Google Translate on Dutch-English, which also facilitates compari-
son among different MT architectures. The method is shown in Figure 1.

We evaluate the alternative method with TED Talk subtitle parallel data on Opus (Tiedemann, 2016), 
because it is representative speech data and covers an extensive range of topics. The parallel corpus  
was translated by human volunteers (Cettolo et al., 2013). We use the MT models to translate the non-
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English texts into English. Next, the (translated) texts are analysed by available versions of LIWC 
dictionaries: for Dutch-English, the 2007 human-translated LIWC dictionary and 2015 machine-trans-
lated dictionary; for German-English, 2001 and 2015 LIWC dictionaries; for Spanish-English, 2007 
LIWC dictionary. We compare the LIWC output using correlation and effect sizes for each of the 
LIWC categories (see Figure 2 for an example of the evaluation).  We also create parallel displays of 
the texts with highlighted LIWC hits to investigate what causes the differences.

Provisionally, MT seems to lead to better results in the three language pairs than language-specific 
dictionaries. While we do encounter errors in the translated dictionaries, the main cause of discrepan-
cy between the two procedures seems to be the fact that many homonymies are specific to languages. 
English ‘belief’ is in the religion category, but the equivalent ‘geloof’ in Dutch is not, because it is 
also used as a form of the verb ‘geloven’ (‘believe’), mostly in a non-religious context. Translating the 
sentence to English resolves the ambiguity. That may also lead to wrong categorisations: the word 
‘soul’ in English is classified as religious, and so references to the music genre will also count in that 
category. In Dutch, the music genre is also called ‘soul,' but is not in the religious category. Translat-
ing the text to English leads to wrongly counting the word as religious. Similarity to the English re-
sults is thus not the same as correctness. We will publish a deeper analysis of the different results of 
the two procedures, which may depend on the language, the corpus and the quality of the dictionaries.

In this talk we will discuss the technical details on utilising the MT models and show preliminary 
evaluation results. We also go into the technical process on applying MT and the practicalities that 
DH researchers might encounter. 
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Figure 1 Experiment process.
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Figure 2 Correlations for the different categories. In red correlations between English gold standard and MT 
English, in blue English gold standard and Dutch. The average correlations is shown at  the bottom.
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