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Summary: Gastronomy is increasingly becoming a decisive flavour of tourists’ experience. Tourists’ gastronomic experience 
could be significantly enhanced by AI tools that provide image-based dish recognition and menu translation, thus covering the 
basic needs of tourists during a visit that involves culinary experiences. This paper presents and discusses solutions explored 
with the project GRE-Taste that deals with the enhancement of culinary tourism experience in northern Greece, for which no 
linguistic resources exist and where general-purpose tools fail. 
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1. Introduction 

Food is both an essential commodity and a social and cultural heritage. According to [1] food is as vital to 
human health and well-being as all other  products together and this is the main reason why so much importance 
is attached to it. This work also suggests that food plays a multi-functional connective role in society and that 
sustainable food systems support sustainable communities. Food influences peoples’ lifestyle, health and habits 
as well as the design model for land, water, energy, transport and ecosystem services. Gastronomy and cooking 
are gradually becoming more and more important multidimensional societal factors. In 2014, the European Par-
liament's Committee on Culture and Education adopted a movement on “European culinary heritage: cultural and 
educational aspects”1, which recognizes the importance of food and gastronomy as an artistic and cultural expres-
sion and proclaims them fundamental pillars of family and social relationships2. 

In the context of events organized by the S3 Platform3 international experts proclaimed food an element of 
smart specialization in EU countries and regions and addressed food innovation issues as a driving force for smart 
regional development [2]. 

According to [3], gastronomic tourism is a visit to primary and secondary producers of food and beverages, 
gastronomy festivals, dining venues and specific locations, where tasting and experience of specialty local food 
features are a prime motivation for the visit.  

Nowadays, the culinary aspect of tourism is prominent with a growing tendency in the next decade, whereas 
mass tourism seems to have reached a tipping point, as the quest of individual experiences is taking over [4]. This 
implies that the tourist will seek the pleasure of discovering tastes along with the cultural traits of foods in their 
local settings rather than being directed to pre-selected restaurants. To fully enable tourists to savour foods and 
experience the cultural context in local settings one has to draw on two resources, namely rich visual content [5] 
and knowledge of details of a foreign language and scripture. This requirement goes even further if knowledge of 
the materials, dietary properties, cooking techniques and, health issues come into play. Accordingly, two chal-
lenges present themselves, namely image-based content recognition and classification—food image recognition, 
and language-based knowledge mining and translation—menu translation. This paper presents the path followed 
to address these challenges within the GRE-Taste project that targets culinary tourism and food tradition in north-
ern Greece4. 

 
2. Food image classification 

Food (dish) image classification is a particular challenge due to the visual and the semantic complexity stem-
ming from the variation in the mixing of ingredients practiced by regional communities [6], [7]. Although a mul-
titude of applications, algorithms and systems is now available, recognizing dishes and their ingredients is a 

 
1 European gastronomic heritage: cultural and educational aspects, http://www.europarl.europa.eu/sides/getDoc.do?type=TA&reference=P7-
TA-2014-0211&language=EN&ring=A7-2014-0127  
2 European gastronomic heritage: cultural and educational aspects, http://www.europarl.europa.eu/sides/getDoc.do?type=TA&reference=P7-
TA-2014-0211&language=EN&ring=A7-2014-0127  
3 S3 Platform provides aid in the development and application of smart specialization strategies (RIS3) in Europe, http://s3platform.jrc.ec.eu-
ropa.eu/s3-platform  
4 GRE-Taste project website @ http://gre-taste.ceti.gr  



 

problem that has not been fully addressed by the machine learning and computer vision communities [6], basically 
due to the lack of distinctive spatial layout in food images. Ingredients, say of a salad, constitute mixtures that 
typically come in different shapes and sizes; furthermore, often the nature of a dish is defined by the different 
colours, shapes and textures of the ingredients [8]. Solutions to this problem have been proposed that exploit a 
range of innovative ideas; recently deep learning techniques produce remarkably successful results. 

In GRE-Taste the problem is even more challenging, as traditional and regional Greek food and dish images 
have not been used to develop models in the past. Apparently, since the project targets tourism and mobile device 
apps, several restrictions apply regarding the storage and processing power availability. Given this context, three 
alternatives have been explored, (a) the development of a totally new architecture based on CNNs, (b) the appli-
cation of transfer learning and fine-tuning of existing models, and (c) the usage of online deep learning platforms. 
The first scenario included the development of a new CNN architecture, the PureFoodNet, which consists of three 
convolutional and one classification blocks (as shown in Fig. 1) [9]. To implement the second scenario, VGG16 
[10], InceptionV3 [11], ResNet50 [12], InceptionResNetV2 [13], MobileNetV2 [14], DenseNet121 [15], and 
NASNetLarge [16] have being used. The third scenario included the experiments on Google Vision AI5 (VAI), 
Clarifai6 (CAI), Amazon Rekognition7 (AR) and Microsoft Computer Vision8 (MCV) platforms.  

As deep learning approaches rely heavily on existing data, the first issue to be tackled was the selection of an 
appropriate dataset that would aid in the recognition of Greek dishes; however, such a dataset does not exist. The 
most popular datasets consist of general/universal food categories, whereas some are only regional (like 
UECFood100/256). A relevant image collection and photo-shooting task was initiated and has not been completed 
yet. Thus, the results presented in this study are based on the usage of the popular Food101 dataset, which was 
created around 2015 and includes 101 food categories with 101,000 food images. 

In the first set of experiments (scenarios a and b), PureFoodNet was tested against VGG16, InceptionV3, 
ResNet50, InceptionResNetV2, MobileNetV2, DenseNet121 and NASNetLarge. Fig. 2 graphically depicts the 
accuracy attained by each model (left) in terms of categorical top-1 and top-5 performance for training and vali-
dation (“val” denotes the validation phase), along with a graph of the number of epochs needed during training 
respectively (right). Apparently, most of the models performed quite well, with the worst validation accuracy 
observed for the VGG16 model, which was also among the slowest ones. In addition, although NASNetLarge 
showed an excellent performance it needed 83,33% more time and around 92% more time than the PureFoodNet.  

PureFoodNet performed quite well even though it was not the best, but it was definitely the most light-weight, 
time/resource consuming approach. Furthermore, due to its low complexity, PureFoodNet is one of the most easily 
customisable and tuneable models for further studies. 

For the second set of experiments (scenario c), two test images were selected (typical Greek salad and a fruit 
desert) to compare the performance of the online AI platforms; and the task also included reporting on the ingre-
dients of the dish. The performance of each platform is shown in Fig. 3, in which green denotes an acceptable 
response, red denotes an unacceptable response and white an irrelevant response. Apparently, MCV and AR per-
formed rather poorly, whereas VAI was somewhat better. CAI performed significantly better, basically because 
it had been designed for the specific task of food recognition. 

 

 
Fig. 1. The PureFoodNet architecture for traditional Greek food recognition. 

 
5 Google Vision AI @ https://cloud.google.com/vision/  
6 Clarifai @ https://clarifai.com  
7 Amazon Rekognition @ https://aws.amazon.com/rekognition/  
8 Microsoft Computer Vision @ https://www.microsoft.com/cognitive-services  



 

 
Fig. 2. Comparison of popular deep architectures with PureFoodNet in food recognition. 

 

 
Fig. 3. Results on food recognition image A by the reviewed platforms. 

 

 
Fig. 4. The menu translation workflow in GRE-Taste. 

 
3. Menu translation 

Greece boasts a wealth of local foods and drinks that form part of a rich cultural context and contribute to the 
gastronomic aspect of the local tourism industry. Greek, however, is not a widely spoken language and has its 
own alphabet that renders menu understanding difficult for the average tourist. At the moment, only some guided 
tours are available that focus on the gastronomy aspect while gastronomy-related tours enhanced with the cultural 
traits of food are even rarer. To date, no relevant electronic applications are available.  

Current solutions to the linguistic problem of culinary tourist experience focus (a) on providing restaurants 
with on-demand menu translations [17], or (b) on machine translation of menus, such as the Word Lens [18] and 
the Purdue Menu Translator [19]. Nevertheless, it should be stressed that despite any technical details, machine 
translation approaches require special databases for each language and none of them includes Greek (yet). Even-
tually, Greek have to make do with solutions like Google Images, Google Translate, BabelNet and Wikipedia. In 
addition, understanding a menu is not a terminological problem only, it has to do with the way menus are written 
and on the contextual knowledge required to fully appreciate a type of food. 

In GRE-Taste the workflow for the menu translation consists of two main parts, one that deals with the optical 
character recognition (OCR) in menu photos and another that deals with the content translation (Fig. 4). Currently, 
the OCR part of the workflow is explored using (a) online services, APIs and engines, like Google Vision AI, 
Tesseract and ABBYY and (b) in-house research. The translation part involves the development of a tri-lingual 
thesaurus of foods, nutritional and cultural information and the translation engine itself. The Greek food ontology 
will stand on top of the system to aid in the correct multi-lingual food translation, although it is currently in a form 
of a multi-lingual thesaurus. 

The OCR problem relates with the identification of text in images. There is a rich bibliography on this chal-
lenge and various text detection approaches have been developed that successfully identify texts of interest in 
complex images [20]. Recently, this research was expanded to accommodate the needs of food and meal 
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applications by recognising text in menu images9 [21]–[23]. In GRE-Taste the focus is on identifying text in menu 
photos shot with any mobile phone cameras, in any lighting conditions. This may include under/over-exposed 
photos with a partially captured menu in an arbitrary orientation, which, in many cases, includes heavy combina-
tions of graphics, photos, printed and handwritten text. Since this is something like a worst-case usage scenario in 
OCR, the GRE-Taste team focused the efforts and conducted a number of experiments in this direction of devising 
an image preprocessing strategy whose output will feed a state-of-the-art OCR system, like the Tesseract10 [24]. 
A number of filtering techniques have been compared, including several thresholding approaches, morphological 
operations, global and adaptive gradient approaches, gaussian techniques and wiener filtering [25]–[30]. Prelimi-
nary experiments have been conducted on a mixture of general-purpose text images and Greek menu images 
collected and annotated by the GRE-Taste team11. Fig.5 shows the cosine, Jaccard, CER and WER indices [31]–
[33] as the average performance results of Tesseract OCR empowered with the pre-processing methods on a subset 
of 80 menu images. Horizontal lines denote the corresponding index value attained without any pre-filtering. 
Apparently, there is a slight improvement in the results for the case of erosion and median blurring in almost all 
indices.  

Repeating these experiments in the Google Vision platform for the 11 pre-filtering strategies, the average 
results shown in Fig. 6 were obtained, again in terms of the 1-CERi, cosine, Jaccard and 1-WERi indices. It is 
evident that gradient-based filtering and contrast-limited adaptive histogram equalization gave a slight improve-
ment at least in the 1-CERi index. It is also evident in both experiments that for a very limited number of pre-
filtering cases only there was an improvement, basically due to the inner processes in Tesseract and Google Vision 
AI. 

It should be mentioned that, although Google Vision AI achieved about 20% better performance than the 
customized Tesseract application, its usage in relevant applications may be prohibited because of the charging 
policy adopted by its developers.   

 

 
Fig. 5. Average performance results for 15 pre-filtering methods in 1-CERi, 1-WERi, cosine and Jaccard indices. 

 

 
Fig. 6. Average performance results for 11 pre-filtering methods in 1-CERi, 1-WERi, cosine and Jaccard indices using 

the Google Vison AI. 

 
9 See for example https://apkpure.com/foodtranslator/com.foodwandering.android.foodtranslator, https://apkpure.com/foodie-for-
all/com.uos.kyungimlee.myapplication based on Google Vision https://cloud.google.com/vision/. 
10 https://github.com/tesseract-ocr/  
11 It should be stressed that these tests only included a limited dataset as the data collection process is still underway. 



 

The core of the menu translation challenge consists in rendering the text the menus into a predetermined lan-
guage; this complicated problem involves translation of the information that is explicit in the menus, namely 
names of dishes and their ingredients, and provision of dietary and cultural information that is implicit in the 
menus. The menu translation problem is mostly a terminological one and, precisely for this reason, GRE-Taste 
has focused on the development of a trilingual thesaurus of foods served in restaurants and taverns of northern 
Greece. A dedicated web terminographical environment was developed12 that (a) accommodates texts retrieved 
from 120 restaurant/tavern/pastry shop menus of the study area and (b) enables the development of a thesaurus 
that models information on dishes, ingredients, courses in a meal, source of food and part of it, cooking methods 
in addition to nutritional and cultural information. Currently, the thesaurus contains 3072 Greek and English terms 
designating 1405 concepts that are connected with 2660 relation instances.  

Overall, GRE-Taste will result in a multi-faceted thesaurus for Greek gastronomy for the first time. Some of 
the issues GRE-Taste takes into account are: 
• varieties in culinary language related with dialectic forms, local specialties, etc; 
• dish variations, leading to the definition of specific types of dishes, e.g. “stifado” and “rabbit/beef/cuttlefish 

stifado”; 
• synecdoche and ambiguity, i.e. when the same word denotes both the food and its source, e.g. “lettuce”, which 

may be used to name the vegetable as a plant, the vegetable as an ingredient of a salad or the lettuce salad; 
• categorization of dishes, i.e. some dishes may need to be classified under more than one general category 

(facet), e.g. “papoutsakia”, literary small shoes, “eggplant with minced meat” may be classified both as meat 
dishes and vegetable dishes. 

Dealing with the above, mainly terminological, issues ensures that users will be able to select dishes according to 
their liking and their specific needs and peculiarities.  

The translation procedure strongly relies on the thesaurus; it also uses existing home-made multilingual dic-
tionaries of the general language, part of speech recognition and lemmatization performed with the ILSP tools for 
Greek13, whereas automata implementing simple grammar rules are currently being developed. The first transla-
tion toy experiments14 suggest that the adopted approach has a significant potential to outperform Google Trans-
late only by using its lexical resources and lemmatising facilities (no other linguistic knowledge) provided that 
the thesaurus can cover the terminological demands of the menu. 

 
4. Conclusions 

Culinary and gastronomic tourism are increasingly gaining momentum in the tourism industry as food is an 
important factor of social life and culture. Generic AI tools, such as machine translation and image-based recog-
nition, can provide some aid to the tourist but still with significant limitations and high levels of generalization 
that leads to fails in traditional, ethnic or regional settings.  

GRE-Taste is a project focusing on developing new workflows and AI tools to address the main issues in this 
domain for a particular region of interest with rich cultural context. New methods for dish recognition and menu 
translation have been designed with promising results. The PureFoodNet system that was developed is able to 
provide accurate dish recognition with low processing and storage demands15. In addition, the lack of language 
resources has been addressed with the development of a completely new multi-faceted thesaurus for the Greek 
gastronomy in the general cultural context. 

 
Acknowledgements 

This research has been co‐financed by the European Regional Development Fund of the European Union and 
Greek national funds through the Operational Program Competitiveness, Entrepreneurship and Innovation, under 
the call RESEARCH – CREATE – INNOVATE (project code: T1EDK-02015). We also gratefully acknowledge 
the support of NVIDIA Corporation with the donation of the Titan Xp GPU used for the experiments of this 
research. 

 
  

 
12 http://gretaste.ilsp.gr/ 
13 http://nlp.ilsp.gr/soaplab2-axis/  
14 These experiments included the selection of a menu, the lemmatisation of the Greek text and the verbatim translation. 
15 A cross-platform online version of the system can be found in http://gre-taste.ceti.gr/webapp/. The system can be used on a mobile device 
as a service and can be easily ported to a native mobile app. 
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