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Abstract
Today, there is a huge amount of data gathered about the Earth, not only from
new spatial information systems, but also from new and more sophisticated data
collection technologies. This scenario leads to a number of interesting research
challenges, such as how to integrate geographic information of different kinds. The
basic motivation of this paper is to introduce a GIS architecture that can enable
geographic information integration in a seamless and flexible way based on its
semantic value and regardless of its representation. The proposed solution is an
ontology-driven geographic information system that acts as a system integrator. In
this system, an ontology is a component, such as the database, cooperating to
fulfill the system's objectives. By browsing through ontologies the users can be
provided with information about the embedded knowledge of the system. Special
emphasis is given to the case of remote sensing systems and geographic
information systems. The levels of ontologies can be used to guide processes for
the extraction of more general or more detailed information. The use of multiple
ontologies allows the extraction of information in different stages of classification.
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The semantic integration of aerial images and GIS is a crucial step towards better
geospatial modeling.

1 Introduction

Today, there is a huge amount of data gathered about the Earth, not only from new
spatial information systems, but also from new and more sophisticated data collection
technologies. During the last few years, data from one-meter resolution satellites have
become commercially available, and unmanned aerial vehicles can provide us with
aerial video over rapidly evolving focused scenes. The use of GPS devices is so common
today that they are available even in wristwatches. At the same time, global networking
and the continuous development of new application domains have introduced
important changes to information dissemination and application processes. Contem-
porary information systems are becoming increasingly distributed and heterogeneous.
Digital Libraries are a component of this emerging trend towards knowledge-based
distributed environments. Considering geographic information systems (Longley et al.
1999) this scenario leads to a number of interesting research challenges. One of them is
on how to integrate geographic information of different kinds at different levels of
detail. It is widely recognized that the need to integrate information is so pressing that
we often accept loss of detail to achieve it.

The goal of this paper is to find a GIS architecture that can enable geographic
information integration in a seamless and flexible way based on its semantic value and
regardless of its representation. To this end, it is necessary to develop a conceptual
model for geographic data and its computer representation. The most widely accepted
common conceptualization of the geographic world is based on ideas of objects and
fields (Couclelis 1992, Goodchild 1992). The object model represents the world as a
surface occupied by discrete, identifiable entities, with a geometrical representation and
descriptive attributes. These objects are not necessarily related to a specific geographic
phenomenon. Human-built features, such as roads and buildings, are typically modeled
as objects. The field model views the geographic reality as a set of spatial distributions
over the geographic space. Climate, vegetation cover, and geological maps are typical
examples of geographic phenomena modeled as fields. Although this simple dichotomy
has been subject to objective criticism (Burrough and Frank 1996), it was proven a
useful frame of reference and has been adopted, with some variations, in the design of
the current generation of GIS technology (CaÃ mara et al. 1996).

One important problem of field-object models is that it is only a very generic
conceptual model, without support for specific semantics for the different types of
spatial data. This problem has led many researchers to consider the use of ontologies as
a means of knowledge sharing among different user communities to improve
interoperability among different geographic databases (Smith and Mark 1998, Fonseca
and Egenhofer 1999).

The proposed solution is an ontology-driven geographic information system
(ODGIS) that acts as a system integrator independently of the model. Ontologies are
theories that use a specific vocabulary to describe entities, classes, properties, and
functions related to a certain view of the world. They can be a simple taxonomy, a lexicon
or a thesaurus, or even a fully axiomatized theory. Ontologies here are seen as dynamic,
object-oriented structures that can be navigated. A definition is given in Gruber (1992): an
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ontology is an explicit specification of a conceptualization. Guarino (1998) makes a
refined distinction between an ontology and a conceptualization: an ontology is a logical
theory accounting for the intended meaning of a formal vocabulary (i.e. its ontological
commitment to a particular conceptualization of the world), whereas a conceptualization
is the formal structure of reality as perceived and organized by an agent, independently of
the vocabulary used or the actual occurrence of a specific situation. The intended models
of a logical language that use such a vocabulary are constrained by its ontological
commitment. This commitment and the underlying conceptualization are reflected in the
ontology by the approximation of these intended models.

To understand the role of ontologies in geographic data modeling, we build on the
four-universes-paradigm for modeling a computer representation (Gomes and Velho
1995). The four universes are the physical universe, which comprises the objects and
phenomena of the real world that will be modeled in the computer; the mathematical
or logical universe, which includes a formal definition of these objects and phenomena;
the representation universe, where a finite symbolic description of the elements in the
mathematical universe is made; and the implementation universe used to map the
elements from the representation universe into data structures implemented in a
computer language (Figure 1).

We added the cognitive universe, which captures what people perceive about the
physical universe (Figure 2). The physical universe is the real world, the cognitive
universe has such concepts as rivers, land parcels, and soils, the logical level has the
formal concept of geographic objects, the geo-ontologies, at the representation level we
have the object and field concepts, and at the implementation universe are the data
structures that are used to implement the concepts of the previous level, including
vector and raster geometries (CaÃ mara et al. 2000).

In adding the cognitive universe, we highlighted the human perspective in the four-
universes-model. The point of view of an individual or a group of individuals is
perceived in the cognitive universe and modeled in the logical universe. Goodchild et al.
(1999) define GIScience as the systematic study according to scientific principles of the
nature and properties of geographic information. GIScience is mainly concerned with
three areas, the Individual, the System, and Society. This paper addresses the
intersection of Individual and System. We start in the Individual area using the
individual perception of the geographic world formalized into geo-ontologies and go to
the software components, extracted from ontologies, that can be used in the
classification of images in the System area.

Research on geographic information integration started with the implementation
universe and later moved towards the representation universe. Our approach is reverse,
working on GIS interoperability solutions that start from the physical, cognitive and
logical universes. After a framework based on the physical universe has been designed
to work on the logical universe, the solutions available on the representation and
implementation universes can be used in a complementary form.

Figure 1 The four-universes paradigm extended from Gomes and Velho (1995)
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Therefore, we consider that geo-ontologies should be the essential components of
the logical universe for geographic data modeling, which is a view that is supported by
recent research in ontologies (Guarino 1998).

In ontology-driven geographic information systems (ODGIS), an ontology is a
component, such as the database, cooperating to fulfill the system's objectives. The
first step to build an ODGIS is to specify the ontologies using an ontology editor. The
editor stores a formal representation of the ontologies and provides a translation of the
ontologies into a formal computing language (e.g. Java). By browsing through
ontologies the users obtain information about the knowledge embedded in the system.
After translation, the ontologies are available as classes. These classes contain the
operations and attributes that constitute the system's functionality.

The expected result of this paper is an architecture for an ontology-driven
geographic information system. The ontology editor and its embedded translator were
developed to support the knowledge generation phase of the architecture. For the
knowledge use phase, a user interface to browse ontologies was also developed and the
container of objects was extended from Fonseca and Davis (1999).

In this paper, special emphasis is given to the using ontological structures for
semantic information integration between geographic information systems (GIS) and
remote sensing systems (RSS). By RSS in this paper we refer to large collections of
remotely sensed imagery, like the ones typically produced by an aerial or satellite
sensor. Despite substantial efforts, this integration is still elusive. One of the first steps
of the Digital Earth project is to integrate data that is already available from diverse
sources (Gore 1998). The development of new sensors and new data collection
strategies is increasing the necessity for the development of new architectures to enable
geographic information integration. The environment uses different levels of ontologies

Figure 2 The human perspective of the four-universes-paradigm
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to guide processes for the extraction of more general or more detailed information and
to allow the extraction of information in different stages of classification.

The strongly typed mapping of classes from multiple ontologies provides a high
level of integration. In addition, by navigating inside an ontology-derived class
hierarchy, the user is provided with a guide for generalization operations. This
potential to extract different levels of information inside the framework of an ODGIS
is essential for modern decision making. The use of ontologies in GIS development also
enables knowledge sharing and information integration. The proposed approach
provides dynamic and flexible information exchange and allows partial integration of
information when completeness is impossible. Our approach is based on the
commitment of communities to common ontologies. The structure used to represent
the ontologies is flexible and can be opposed to standard-seeking. Standards take a
long time and act as a barrier. Despite initiatives such as the Spatial Data Transfer
Standard (SDTS) (USGS 1998), the Spatial Archive and Interchange Format (SAIF)
(Sondheim et al. 1999), and OpenGIS (McKee and Buehler 1996), the use of standards
as the only means to achieve interoperability is not widely accepted. Since widespread
heterogeneity arises naturally from a free market of ideas and products there is no way
for standards to banish heterogeneity by decree (Elmagarmid and Pu 1990). The use of
semantic translators in dynamic approaches is a more powerful solution for
interoperability than the current approaches, which promote standards (Bishr 1997).

The ODGIS approach leads to better integration than ad-hoc methods like the
import of raster data into GISs, or the import of vector data into RSSs. ODGIS offers a
common ground in which the two models/technologies can meet each other. This
solution enables the seamless integration of legacy systems that often contain valuable
information. The importance of the integration of pre-existing systems is pointed out in
Abel et al. (1994).

The remainder of this paper is organized as follows. Section 2 presents a review of
related work. Section 3 describes the framework for an ontology-driven geographic
information system and the basic system architecture. Section 4 presents the ODGIS
perspective of image classification. Section 5 presents conclusions and some ideas for
future work.

2 Related Work

The use of objects and fields under the same framework is a long sought after goal of
the GIS and remote sensing communities. Some solutions have appeared, but none is
satisfactory (Poulter 1996). In section 2.1 we discuss the integration of objects and
fields into an integrated GIS. This integration is important, because remote sensing
images can be used to correct and update information in a GIS (Ehlers et al. 1989,
Agouris et al. 2000), pre-existent information can improve image interpretation
(Lillesand and Kiefer 2000) and support and guide object extraction (Agouris and
Stefanidis 1996). Since the classification process is fundamental for a subsequent
successful integration, work related to the use of knowledge systems in the
classification process is also reviewed. We review work on the use of Ontologies in
Information Systems Development in section 2.2.
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2.1 Integrated Geographic Information Systems

Early discussions on integrated GISs, often referred to as IGIS, can be traced to Ehlers
et al. (1991) and Davis et al. (1991). For Hinton (1996), the term IGIS has a general
meaning of integrating diverse GIS technologies or reflects a particular point of view of
a community like the remote sensing one. We use the term IGIS here for the integration
of geographic information in any representation format, including objects and fields,
inside a framework that enables the user to use both in their full extent.

Davis et al. (1991) consider that the greatest impediment to integration is more
conceptual than technical in nature. Abel et al. (1994) consider that the view of
integration as the merging of diverse technologies is one of the basic guidelines for a
new generation of GIS. Research in the next-generation of GIS has been going on for
some time. Couclelis (1992) and Egenhofer et al. (1995) ask for GIS that overcome the
limitations of raster and vector representations, and of the Euclidean geometry.
Pissinou et al. (1993) propose directions for the next generation of GIS. Among them
are the use of object orientation and artificial intelligence. Worboys (1995) describes
research areas where computer science plays a major role in shaping the next-
generation systems and discusses 3D enabled GIS and knowledge-based GIS. Egenhofer
and Mark (1995) introduce Naive Geography, a body of knowledge that captures the
way people reason about geographic space and time. Future generations of GIS will
incorporate formal models of naive geography. Sondheim et al. (1999) consider that the
research of interoperability solutions is the way to migrate away from the monolithic
systems that dominate the GIS market.

As we will see later on, among the requirements of a next-generation GIS that can
be fulfilled by an ODGIS architecture is the ability to support representations of
incomplete information, multiple representations of geographic space, and different
levels of detail. ODGIS can also enhance software reuse since the architecture addresses
issues such as locating, assessing and adapting software components (Borgo et al.
1997). Ontology-driven information systems avoid the separation of data based only on
their representations. The semantic approach, based on the concept of geographic
entities (Nunes 1991), enables the seamless integration of several kinds of information
through the use of flexible classes. These classes are composed through the
combination of other classes that can represent the richness of the geographic world.
For instance, one of the common strategies for interoperation is the conversion of
various formats into a common data structure. This new data structure should be
defined previously and is usually based on standards (OpenGIS 1996; SalgeÂ 1999). Our
approach defines a dynamic data structure that is derived from ontologies.

2.1.1 GIS and Remote Sensing Integration

The recent advances in remote sensing technology, with the deployment of new
generations of sensors (high resolution, hyperspectral, polarimetric radar) have
increased markedly the areas of application of integrated GIS, including environmental
monitoring and urban management (Coulter et al. 1999, Jensen and Cowen 1999).

In an early paper on IGIS, Ehlers et al. (1989) presented a three-level integration
process to be progressively achieved by GIS. These levels are:

• Level 1: includes simultaneous display of both vector and raster data and the
ability to transfer pre-processed results of both kinds to the other software

236 F T Fonseca, M J Egenhofer, P Agouris and G CaÃmara

ß Blackwell Publishers Ltd. 2002



modules; this level is achieved using static data exchange between different
systems.

• Level 2: here the software modules are still separated but can exchange data
dynamically; the user interface and display are common to both modules;

• Level 3: this is called total integration as opposed to the seamless integration of
level 2; at this level we are dealing with a unique system based on a single model of
the world where representation would be at lower levels; this kind of system
should use an object-based representation and be able to accommodate
information at different levels.

Considering recent trends in theory and applications, we have to add to the above
a fourth level, in which time would also be seamlessly integrated. Time has many
different uses in GIS, especially in environmental applications and decision making,
and has been the subject of substantial research in the GIS community. However, its
integration remains an unsolved problem (Frank 1998). The system presented here can
be classified as level three because it fulfills the requirements of information integration
inside a unique framework using a hierarchy to represent the real world. It also enables
the use of the full potential of every representation through the manipulation of classes
by the end user. Time can also be integrated in an ODGIS framework through the use
of an ontology of Time, but this subject is not addressed here.

2.1.2 Image Interpretation and Knowledge Systems

The development of knowledge-based systems for image interpretation has been the
subject of a significant number of efforts in the literature. SPAM (McKeown et al.
1985), SIGMA (Matsuyama and Hwang 1990) and MESSIE (Clement et al. 1993) use a
set of scene knowledge rules and a hierarchy to incrementally build new objects.
ERNEST (Niemann et al. 1990), AIDA (Tonjes and Liedtke 1998) and MOSES (Quint
1997) use semantic nets to capitalize on the object structure for interpretation.

BaÈ hr (1998) considers that any kind of image analysis requires knowledge.
According to him, the most recent approaches to image understanding using
knowledge representation can be summarized by the graph in Figure 3. Our ODGIS
approach uses ontologies from the beginning of the process. For instance, for raw data,

Figure 3 ODGIS role in image interpretation extended from BaÈ hr 1998)
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we can have ontologies for optical sensor images (LANDSAT) and for active sensors
(RADARSAT). In the feature extraction, the features themselves are part of the
ontologies. In scene description, we also need ontologies as can be seen in AIDA
(Tonjes and Liedtke 1998) where high-level concepts such as landscape are part of the
system ontology. In ODGIS, the object classes are structured hierarchically and are
derived from ontologies.

Object recognition in images and the linkage of extracted objects to explicit
representations of the world are addressed in Pentland (1986). An overview of the current
state-of-the-art in object extraction from aerial and satellite images may be found in
Gruen et al. (1995, 1997). Digital image analysis typically involves modeling real world
objects (or object configurations) and how these models translate into image variations.
These models may be more or less general, affecting the possibility to find matches
between a model and an image. In turn this can lead to minimizing misses at the risk of
false positive responses and vice versa. In section 4 we address the issue of different levels
of information and how objects present in an image can be assigned to these levels.

Gahegan (1996) and Gahegan and Flack (1996, 1999) present a new model for a
GIS that is an extension of their previous work (Roberts et al. 1991, Roberts and
Gahegan 1993). It is a framework for a GIS that incorporates both image interpretation
methods and their use in geographic analysis and modeling. They use an approach of
delaying the feature extraction process, which is performed only when the user needs it.
Gahegan and Flack (1996) adapt the concept of binding from the database community.
Here, binding is the process of linking the results of scene interpretation to geographic
features. The system allows expert and non-expert users to choose how much they
want to interfere in the image classification process. The main objective is to allow a
single feature in the GIS to have more than one description.

The system has a set of pre-defined frames that contains the description of the
features and the methods available to deal with these features. Gahegan (1996) and
Gahegan and Flack (1996, 1999) call an image view, or view, the result of the scene
understanding process. It is from the view that the spatial description of features is
extracted. The features are later linked to the frames to which they belong. The system
searches the knowledge base using parameters from the user query. Based on this
search the appropriate image view is formed and the query is processed. The raw image
is manipulated according to methods available in the frame extracted from the
knowledge base. The result is a spatial representation associated with a feature
instance. This instance can be a set of pixels or a set of vectors.

In our approach we address some of the considerations that appeared in Gahegan
(1996) and Gahegan and Flack (1996, 1999). We also provide the ability of one
geographic entity to have more than one interpretation through the use of roles and the
integration of remote sensing data inside a GIS framework. We use an approach of
developing the basic ontologies first and then performing the integration of systems.
While Gahegan and Flack (1996, 1999) describe an operational prototype to perform
task-oriented analyses of remotely sensed data with an emphasis on the classification
process, we present here an architecture for ontology-driven geographic information
systems used to query and manipulate geographic information existent in either GIS or
RSS. In this paper we emphasize the use of the classification process, i.e. the resulting
classes.

Our proposal is to use ontologies to match the features found in the images to
classes in the ontologies. The use of ontologies early in the process of image

238 F T Fonseca, M J Egenhofer, P Agouris and G CaÃmara

ß Blackwell Publishers Ltd. 2002



interpretation can deliver incremental results that can be used in ontology-driven
geographic information systems (ODGIS) (Fonseca and Egenhofer 1999).

2.2 Ontologies and Information Systems Development

The next generation of information systems should be able to solve semantic
heterogeneity to make use of the amount of information available with the arrival of
the Internet and distributed computing. An information system that aims at solving
semantic interoperability should understand the user model of the world and its
meanings, understand the semantics of the information sources, and use mediation to
satisfy the information request regarding the above mentioned sources and users (Sheth
1999). Ontologies play a key role in enabling semantic interoperability, and it has been
suggested (Sheth 1999) that research focuses on a specific domain, such as GIS, before
more general architectures can be developed.

Ontology-driven information systems (Guarino 1998) are based on the explicit use
of ontologies at development time or at run time. The use of ontologies in GIS
development has been discussed by Frank (1997) and Smith and Mark (1998). Ontology
playing a software specification role was suggested by Gruber (1991). Nunes (1991)
pointed out that the first step in building a next-generation GIS would be the creation
of a systematic collection and specification of geographic entities, their properties, and
relations. Ontology plays an essential role in the construction of GIS, since it allows the
establishment of correspondences and interrelations among the different domains of
spatial entities and relations (Smith and Mark 1998). Frank (1997) believes that the use
of ontologies will contribute to better information systems by avoiding problems such
as inconsistencies between ontologies built in GIS, conflicts between the ontological
concepts and the implementation, and conflicts between the common-sense ontology of
the user and the mathematical concepts in the software. Bittner and Winter (1999)
identify the role of ontologies in modeling spatial uncertainty like the one often
associated with object extraction processes. Kuhn (1993) asks for spatial information
theories that look toward GIS users instead of focusing on implementation issues.
Ontology use can also help GIS to move beyond the map metaphor, which sees the
geographic world as layers of independent information that can be overlaid. Several
inadequacies of the map metaphor have been pointed out (Kuhn 1991).

There is a difference in the definition of ontology in the philosophical sense and in
the way the term is used in the Artificial Intelligence (AI) field (Guarino 1998). In AI,
ontology is seen as an engineering artifact that describes a certain reality with a specific
vocabulary, using a set of assumptions regarding the intended meaning of the
vocabulary words. Meanwhile, in the philosophical arena, ontology is characterized as
a particular system of categories reflecting a specific view of the world. Smith (1998)
notes that since, to the philosopher, ontology is the science of being, it is inappropriate
to talk about a plurality of ontologies, as engineers do. To solve this problem Smith
suggests a terminological distinction between referent or reality-based ontology (R-
ontology) and elicited or epistemological ontology (E-ontology). R-ontology is a theory
about how the whole universe is organized, and corresponds to the philosopher's point
of view. An E-ontology, on the other hand, fits the purposes of software engineers and
information scientists, and is defined as a theory about how a given individual, group,
language, or science conceptualizes a given domain.
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In order to build software components from ontologies, it is reasonable to assume
that ontologies are available on the market. As ontology development technology
evolves, the benefits of ontology use will outweigh the costs of developing them. With
the success of this technology, large-scale repositories of ontologies will be available in
diverse disciplines (Farquhar et al. 1996), and previous work has been conducted based
upon this availability assumption (Kashyap and Sheth 1996). As Frank (1997) assumes,
we believe that there is a commercial production of ontologies, and that these
ontologies are good enough to be used. This position is not shared by Guarino (1998),
however, who believes that the available quantity of ontological knowledge is modest,
although of good quality. Kemp and Vckovski (1998) consider that although certain
types of geographic phenomena, like discrete objects, have been the subject of ontology
study, spatially continuous phenomena, like temperature and soil moisture, have
received little attention. Guarino (1998) suggests the use of very generic ontologies,
although this solution has the drawback of limiting the degree of reusability of the
software components and knowledge. The other option is to use an ontology library
containing specialized ontologies of domains and tasks. The translation of this library
into software components reduces the cost of conceptual analysis and ensures the
ontological adequacy of the information system.

3 Ontology-Driven Geographic Information Systems

The use of an ontology, translated into an active information system component, leads to
Ontology-Driven Information Systems (Guarino 1998) and, in the specific case of GIS, leads
to Ontology-Driven Geographic Information Systems (ODGIS) (Fonseca and Egenhofer
1999). ODGIS are built using software components derived from various ontologies. These
software components are classes that can be used to develop new applications. Being
ontology-derived, these classes embed knowledge extracted from ontologies.

The ODGIS structure has two main aspects: knowledge generation and knowledge
use (Figure 4). Knowledge generation involves the specification of the ontologies using
an ontology editor, the generation of new ontologies from existing ones, and the
translation of the ontologies into software components. The knowledge use phase
relies on the products from the previous phase: a set of ontologies specified in a formal
language and a set of classes. The ontologies are available to be browsed by the end
user, and they provide metadata information about the available information. A set of
classes that contains data and operations constitutes the system's functionality. These
classes are linked to geographic information sources through the use of mediators.

3.1 Knowledge Generation

Ontology-driven geographic information systems are supported by two basic notions:
making the ontologies explicit before information systems are developed, and the
hierarchical division of communities.

The use of explicit ontologies contribute to better information systems because,
since every information system is based on an implicit ontology, making it explicit
avoids conflicts between the ontological concepts and the implementation.
Furthermore, top-level ontologies can be used as the foundation for interoperable
systems because they represent a common vocabulary shared by a community.
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It is important to stress that we are discussing here ontologies and not database
schemas. Our approach is based on a group of people reaching an agreement on what
are the basic geographic entities of their world. It does not matter if the entities are
stored or not in a database. A database schema represents what is stored in the
database. An ontology represents a view of what exists in the world. Ontologies are
richer in their semantics than database schemas. The ontologies we deal with are
created from the world of geographic objects. The information that exists in the
databases has to be adapted to fill in the classes of the ontologies. For instance, the
concept of lake can be represented differently in diverse databases, but the concept is
only one, at least from one community's point of view. This point of view is expressed
in the ontology that this community has specified. In the ODGIS architecture, diverse
mediators have to act to gather the main aspects of lake from diverse sources of
information and assemble the instance of a lake according to the ontology.

The world is divided into different groups of people. Each of these groups has a
different view of the world. In considering the different groups from the perspective of
geography, McKee and Buehler (1996) named these groups geospatial information
communities (GIC). According to them, each GIC is a group of users that shares a
digital geographic information language and spatial feature definitions. Bishr et al.
(1999) revised this concept considering a GIC as `̀ a group of spatial data producers and
users who share an ontology of real world phenomena.'' Guarino (1998) agrees that we
should consider an ontology to be a particular knowledge base that describes facts that
are always true for a community of users. This revised GIC concept is fundamental for
ODGIS because it is a basic assumption of this paper that ontologies of diverse user
communities can be explicitly specified and later merged if necessary. We use also
hierarchies of groups to generate ontologies of different levels of detail. For instance, in

Figure 4 ODGIS schema
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a city, the mayor and his/her immediate staff view the city at a higher level. The
department of transportation has a view that is more detailed than the previous one.
Inside the department of transportation, the section in charge of the subway system
will have an even more detailed view of the city. We should consider common
ontologies as a high-level language that holds those communities together. For
instance, in the department of transportation of a large city there is a software
specialized in transportation modeling beyond the regular GIS package, and therefore,
more than one data model. But the conceptualization of the traffic network of the city
is the same among these groups, just one ontology can hold this conceptualization. So
we can use the redefinition that Bishr (1997) gave for a GIC: a group of users that share
an ontology. In the solution presented here, we allow the GIC to commit to several
ontologies. The users have the means to share information through the use of common
classes derived from ontologies. The level of detail of the information is related to the
level of detail of the ontology.

In ODGIS it is necessary that GICs assemble and specify ontologies at different levels.
The first ontology specified inside a community is a top-level ontology. The assumption
here is that this ontology exists and that it can be specified. The question of whether this
one ontology exists or not is a matter widely discussed without reaching a consensus. We
argue that it exists inside each community, although it can be sometimes too generic.
People inside each community communicate, and therefore they agree on the most basic
concepts. The top-level ontology describes these basic concepts (Figure 5).

After the top-level ontology is specified, more specific ontologies can be created.
The assumption of an ODGIS is that these medium-level ontologies are created using
entities and concepts specified in higher-level ontologies. These concepts are specified
here in more detail and new combinations can appear.

For instance, consider a concept such as lake. It is a basic assumption of this paper
that a consensus can be reached about which are the basic properties of a lake. Mark

Figure 5 Browsing a top-level ontology

242 F T Fonseca, M J Egenhofer, P Agouris and G CaÃmara

ß Blackwell Publishers Ltd. 2002



(1993) agrees that a generic definition of a class can be specified by its most common
properties and thus avoid a rigid definition of exactly what a lake is. More specific
definitions can be made at lower levels. This idea is applied in our multi-level ontology
structure detailed in the next section. We also share the belief of Smith (1998) that these
different concepts will converge on each other leading to common ontologies. The
mechanism introduced by Fonseca et al. (2000), and supported here, enables the sharing
of the common points of these theories.

A lake can be seen differently by different GICs. For a water department a lake can be
a source of pure water. For an environmental scientist it is a wildlife habitat. For a
tourism department it is a recreation point, while for a transportation department it might
be an obstacle. The ontology used for the example is based on a combination of the
WordNet ontology (Miller 1995) and the ontology extracted from SDTS (USGS 1998)
(Figure 6). The combination of these two ontologies is shown in RodrõÂ guez (2000). From
the point of view of this ontology, a lake `̀ is a body of (usually fresh) water surrounded by
land.'' This ontology can be considered as a high-level ontology. Therefore, in an ODGIS
framework, the other concepts of lake should be derived from this high-level ontology.
This is done using inheritance. The new concepts of lake will have all the basic properties
defined in the WordNet-SDTS ontology plus the add-ons that the GIC think are relevant
to their concept of lake. The same happens with the other GICs. If they all inherit from
the WordNet-SDTS lake they will be able to share complete information at this level only,
although they can share partial information at lower levels.

In order to build the ontologies we have two options. First, we can consider that
these small communities can assemble with other communities with the same interests
and try to build from their existing ontologies a high-level ontology that encompasses
their lower level ontologies. The second option is that these communities assemble
before specifying their own ontologies in order to specify a high-level ontology for

Figure 6 The class lake in the WordNet-SDTS ontology
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these groups of communities. The most important thing here is that the architecture of
an ODGIS allows reusing and combination of ontologies based on the reuse of classes
through the use of inheritance. The same rationale applied inside one community can
be expanded to higher-level communities, or to subgroups inside a community. A good
example of this is the ontology specified by the members of the Food and Agriculture
Organization of the United Nations that defined a high-level ontology for the
classification of different types of soil coverage to be used in the interpretation of
remote sensing images (Gregorio and Jansen 1998).

The set of ontologies is represented in a hierarchy. The components of the
hierarchy are classes modeled by their distinguishing features (parts, functions, and
attributes) (Figure 7). This structure for representing ontologies is extended from
RodrõÂ guez (2000) with the addition of roles. Roles allow for a richer representation of
geographic entities and avoid the problems of multiple inheritance.

The result from the work of the GICs with the ontology editor is a set of
ontologies. Once the ontologies are specified we can translate them into classes. The
translation is available as a function of the ontology editor. The ontologies are
available to be browsed by the end user, and they provide metadata information about
the available information. The set of classes contains data and operations that
constitute the system's functionality. These classes contain the knowledge available to
be included in the new ontology-based systems.

3.2 Knowledge Use

The result from the knowledge generation phase of an ODGIS is a set of ontologies
specified in a formal language and a set of classes. The ontologies are available to be
browsed by the end user and they provide metadata information about the available
data. The result from the translation is a set of classes that contain data and operations

Figure 7 Basic structure of an ontology class
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that constitute the system's functionality. These classes contain the knowledge
available to be included in the new ontology-based systems.

The main components of an ODGIS architecture are (Figure 8):

• The ontology server: The ontology server has a central role in an ODGIS because it
provides the connection among all the main components. The server is also
responsible for making the ontologies available to the applications, The
connection with the information sources is accomplished through mediators.
Mediators look for geographic information and translate it into a format
understandable by the end user. The mediators are pieces of software with
embedded knowledge. Experts build the mediators by putting their knowledge into
them and keeping them up to date.

• The ontologies: They are represented by two kinds of structures, i.e. the
specifications and the classes. The specifications are made by the experts and
stored according to their distinguishing features (parts, functions, and attributes)
and their semantic interrelations (is-a, part-of and whole-of relations). This
structure provides information about the meaning of the available information. It
can be used by the user to know what is stored and to match his or her conception
of the world with other available conceptions stored by the ontology manager. The
classes are the result of the translation of the ontologies. They are software
components that can be used to develop applications and they are fully functional
classes with all the operations that can be applied to that entity.

• The information sources: The sources of geographic information in an ODGIS can
be any kind of geographic database as long as they commit themselves to a
mediator. The mediator has the function of extracting the pieces of information
necessary to generate an instance of an entity of an ontology. The mediator also
has the function of bringing back new information in the case of an update.

• The applications: One of the applications of an ODGIS is information retrieval.
The mediators provide instances of the entities available in the ontology server.
The user can browse the information at different levels of detail depending on the
ontology level used. Other kinds of applications can be developed, such as
database update and different kind of geographic data processing, including
statistical analysis and image processing.

Figure 8 Basic architecture of an ODGIS
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Take, for example, the case where a user wants to retrieve information about
bodies of water of a pre-determined region. First, the user browses the ontology server
looking for the related classes. After that, the ontology server starts the mediators that
look for the information and return a set of objects of the specified class. The results
can be displayed (Plate 1, see plate section) or can undergo any valid kind of operation,
such as statistical analysis.

In the next section we propose the use of ontologies to support digital aerial
imagery classification and the integration of the results of the classification process
with other information systems. The development of classes, or an ontology,
specialized in image classification will enhance the classification process and will
facilitate the integration of aerial images into an ODGIS framework. This way, aerial
images, will be represented by special classes extracted from geographic ontologies.
These classes can integrate the classified results into an ODGIS framework and
perform, for instance, digital image processing operations and then return the result
back to an ODGIS.

4 Information Integration: An ODGIS Perspective

Commercial satellites in operation today record images of the Earth's surface with
resolutions down to 1-meter pixels. In addition to their spatial resolution, the spectral
resolution of satellites is also improving, with the development of various multispectral
sensors. Temporal resolution is also improving, and it is now possible to obtain images
of a place with a difference of some hours. New sensor deployment methods (e.g.
unmanned aerial vehicles) even provide us with video-rate aerial imagery. Furthermore,
geospatial imagery is being used in a number of increasingly diverse applications that
aim to extract various types of information.

The above trends provide us with more information, but at the same time
introduce constraints in processing this information. We need more efficient algorithms
to process these image datasets and derived information in a timely fashion.
Furthermore, we are faced with an expansion of the number of object classes that
are the subject of the classification process, as we pursue more specific types of
information. Considering these emerging requirements, we are proposing a gradual
classification process using the hierarchy of ontology classes.

4.1 Using an Ontology Hierarchy for Image Classification

In the ODGIS architecture there are different levels of ontologies. Accordingly, there
are also different levels of information detail. Low-level ontologies correspond to very
detailed information and high-level ontologies correspond to more general
information. Thus, if a user is browsing high-level ontologies he or she should expect
to find less detailed information. We propose that the creation of more detailed
ontologies should be based on the high-level ontologies, such that each new ontology
level incorporates the knowledge present in the higher level. These new ontologies are
more detailed, because they refine general descriptions of the level from which they
inherit.

Guarino (1997) classifies ontologies according to their dependence on a specific
task or point of view (Figure 9):
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• Top-level ontologies describe very general concepts. In ODGIS a top-level
ontology describes a general concept of space. For instance, a theory describing
parts and wholes, and their relation to topology, called mereotopology (Smith
1995), is at this level.

• Domain ontologies describe the vocabulary related to a generic domain, which in
ODGIS can be, for example, remote sensing or the urban environment.

• Task ontologies describe a task or activity, such as image interpretation or noise
pollution assessment.

• Application ontologies describe concepts depending on both a particular domain
and a task, and are usually a specialization of them. In ODGIS these ontologies are
created from the combination of high-level ontologies. They represent the user
needs regarding a specific application such as an assessment of lobster abundance
in the Gulf of Maine.

4.2 The Classification Process

We can see the use of multispectral remotely sensed images in a GIS environment in the
same light as we see the ODGIS framework: knowledge generation and knowledge use.
Here, knowledge generation is the process of image classification, and knowledge use is
the integration and use of aerial images in GIS.

In order to provide a better understanding of the use of ODGIS in improving the
image classification process, we first discuss how the process is performed now, and
then indicate the impact of using ontologies.

Currently, most applications of remote sensing image processing use two main
types of semi-automated image classification procedures: supervised and unsupervised.
In the supervised classification procedure, the operator makes some a priori hypotheses
concerning the types of objects contained in the image and selects some representative
samples. These samples are used by the classification software to obtain statistical and/
or structural information about these objects. The classification software then
processes the whole image, assigning each pixel to one of the predefined classes (some

Figure 9 Levels in ODGIS
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algorithms include a provision for non-classified pixels, that are those which fail to
meet a minimum pre-specified membership criterion).

In unsupervised classification procedures, a clustering procedure such as
ISODATA (Lillesand and Kiefer 2000) is first applied to the image in order to
determine sets of objects that can be statistically discriminated. These objects can then
be assigned as corresponding to real-world objects by an operator. Additionally, it has
been proven efficient to precede image classification by an image segmentation
procedure, whereby the image is first divided into regions (by processes such as region
growing or edge detection), and these regions can then be used as an input to
supervised or unsupervised classification procedures.

Image Understanding systems may include a knowledge representation procedure
such as semantic nets (Tonjes and Liedtke 1998) or production rules (Matsuyama and
Hwang 1990). In both cases, some a priori assumptions about the real-world objects
present in the scene are made and the knowledge base is used to drive the appropriate
image classification algorithms.

In general, all these image classification procedures have some traits in common:
the need for a choice of real-world types of objects that are present in the image
footprint, and their association to objects in the raster image. They differ in the way
this association is made: by means of training samples (supervised classification), by
operator analysis of clusters (unsupervised classification) or by knowledge
representation (image understanding systems).

An ODGIS can improve these classification procedures. In an ODGIS, image
classification is performed through the association of the image and the objects found
in it to ontology entities. The hierarchical organization of ontologies allows the
classification process to be performed gradually, starting with very general associations
and proceeding up to a final classification that can be very precise and detailed. In the
classification process the operator assigns a class to a part of the image. We propose
that the classification should be done first trying to find and associate objects in the
image to top-level ontologies. As the classification process continues more objects can
be found or the same objects previously found can be better identified and related to
task and domain ontologies. These new classes are added to the previous classification.
This way, one object in the image is gradually being more and more specified and the
result is a more precise classification until all the objects in the image are related to
application ontologies, in a very low-level classification.

The ability to perform a gradual classification is of dual importance. First, it enables
progressive analysis, permitting the use and refinements of imprecise classification.
Second, it allows us to revisit classified imagery, and re-interpret the results, according to
newly available information. User-provided ontologies may be used to re-evaluate the
classification outcome in the light of new information (e.g. re-examining a classified scene
using the knowledge that an environmental crisis has been identified in a nearby area).
This is a very powerful capability, enabling complex scene analysis processes.

In order to show these ideas in practice, we present an example based on a case study:
Brazil's National Institute for Space Research (INPE) comprehensive surveys of
deforestation in the Amazon rain forest. Given the problem of land use and land cover
change over tropical forest areas, we can distinguish three levels of ontologies (Figure 10):

• A top-level ontology, which is shared by different communities concerned with
global change issues over tropical forest (in Amazonia and elsewhere). At this level,
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they may distinguish very generic types of ontologies for land use and land cover,
such as Forest, Non-Forest Vegetation and Deforestation objects.

• A domain ontology, which will consider the case of the Brazilian Amazon rain
forest, and will distinguish different subtypes of Forest (e.g. TerraFirme Forest,
Inundated Forest), Non-Forest Vegetation (e.g. Regrowth, Natural Savannah), and
Deforested Areas (e.g. Burnings, Human Settlements, Farms). This ontology is
more specific than the top-level ontology, but still is sufficiently generic to apply to
the whole of Amazonia as opposed to a very specific geographic area.

• An application ontology, which will consider the specific case of the geographic
area which the image refers to (e.g. the northeastern part of the state of Rondonia),
and in which we can identify the objects of the image in more detail (perhaps after
some field trips). For example, objects of the type Farms, as classified in the
domain ontology can, at this level, be assigned to specific types of agricultural use
(e.g. Soybeans Plantation, Cattle Farms, Abandoned Areas).

This hierarchical process also has implications in terms of complexity and time
required for the analysis procedures. To obtain results at the top-level, a simpler
technique such as segmentation followed by unsupervised clustering may be used. At
the domain ontology level, a more detailed analysis procedure is needed, which might
include supervised classification and ancillary information. Finally, at the application
ontology level, image processing techniques may need to be complemented by extensive
field surveys, ground truth and census data.

4.3 Objects with Roles

One of the advantages of using an ODGIS is the ability of having multiple
interpretations to the same geographic feature. Here we address the question of how

Figure 10 Images linked to classses
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the objects identified in the image can be associated with more than one class present in
the ontology hierarchy.

Classes are typically defined hierarchically, taking advantage of one of the most
important concepts in object-oriented systems: inheritance. It is possible to define a
more general class, containing the structure of a generic type of object, and then
specialize this class by creating subclasses. The subclasses inherit all properties of the
parent class and add some more of their own. For instance, within a local government
you can have different views and uses for land parcels. A standardization committee
can specify a land parcel definition with general characteristics. Each department that
has a different view of a land parcel can specify its own land parcel class, inheriting the
main characteristics from the general definition of land parcel and including the
specifics of the department. In this case, we can have a land parcel definition for the
whole city, and derived from it, two different specializations, one for tax assessment
and the other for building permits. When a given class inherits directly from only one
class, it is called single inheritance, whereas when a class inherits from more than one
class, it is called multiple inheritance (Cardelli 1984). Multiple inheritance is a
controversial concept, with benefits and drawbacks. Although the implementation and
use of multiple inheritance is non-trivial (Tempero and Biddle 1998), its use in
geographic data modeling is essential (Egenhofer and Frank 1992).

In order to represent the diverse character of the geographic entities and avoid the
problems of multiple inheritance we opted for using objects with roles. When defining
an entity in an ontology it is important to clearly establish an identity. Here, an object
is something, it has an identity, but it can play different roles. Guarino (1992) presents
an ontological distinction between role and natural concepts using the concept of
foundation. For a concept a to be founded on another concept �, any instance x of �
has to be necessarily associated to an instance y of � which is not related to x by a part-
of relation. Therefore, instances of a only exist in a more comprehensive unity where
they are associated to some other object. A role is a concept that is founded but not
semantically rigid. A natural concept is essentially independent and semantically rigid.

A role can be seen as an attribute of an object. In object orientation, and in this
paper, a role is a slot, while for the database community it is a relation. Instead of using
multiple inheritance, where, for instance, a downtown building is at the same time a
building and a shopping center, we can say that this entity is a building that plays a role
of a shopping center. Maybe the building was once a factory and later remodeled to be
a shopping facility. In this paper, this building is seen as being always a building and
playing during its lifetime two roles, i.e., factory and shopping facility. In ODGIS we
allow an object to play multiple roles if appropriate.

The application developer can combine classes from diverse ontologies and create
new classes that represent user needs. This way, a class that represents lake in a Parks
and Recreation department ontology can be built from geographic region in the
Guarino and Welty (2000) ontology (Figure 11). At the same time, lake can be seen as a
port for loading cargo, or it can be seen as a link in a transportation network. This
way, lake can play the roles of port and link. These roles are entities in other ontologies
such as WordNet-SDTS. So the real class is lake, but it plays many roles that together
give the class its unique characteristic.

Knowledge and information sharing is achieved through the use of classes and
roles that belong to common ontologies or through the conversion of instances of
classes up and down in the ontology hierarchy.
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4.4 Information Integration

The basic principle in this paper is to allow for the integration of what is possible
instead of trying to integrate everything. It is our premise that once you achieve some
kind of integration then your complete integration can be tried out. Some kinds of
information will never be completely integrated since their natures are fundamentally
different. For instance, a lake from the point of view of a parks and recreation
department (lake p&r) has different functions and attributes than a lake (lake w) from
the point of view of a water department. The assumption in this paper is that the lake is
only one entity, but seen differently by different kinds of people. Therefore, a complete
integration of all information available in these two (or more) views is impossible, but
the common characteristics can be shared. It is the integration of these common parts
of the concepts that we are addressing here.

In order to integrate the common parts of shared concepts we are proposing a
hierarchical representation of ontologies. Along with this structure, we are proposing
also the use of roles that these objects can play. The integration is always made at the
first possible intersection going upward in the ontology tree. For instance, if both views
of lake mentioned before are derived from the same lake entity in WordNet-SDTS
ontology, the possible integration is made at this level (Figure 12).

The integration includes all the methods and attributes of the class, i.e. the
common methods and attributes of the class lake are all available for the user that is
using the integrated information. In order for this to happen, it is necessary that the
instances of lake p&r and lake w are converted to instances of the class lake.

In the same way, roles can also be used to integrate information. A role in one
object can be matched to another class or role. For instance, the role of a wildlife

Figure 11 A top-level ontology from Guarino and Welty (2000)
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habitat that a lake plays in the water department ontology can be extracted and
converted to an instance of wildlife habitat from the Environmental Protection Agency
(EPA) ontology and then integrated with other instances of wildlife habitat coming
from other sources of information.

The conversion of instances from one class to another is governed by a navigation
method. In ODGIS every class inherits from a basic class called object. This specific
class has two basic methods to be used in changes of class. One method is used to
generalize new classes and it is called Up (), and the other is used to specialize classes
and it is called Create_From (). These two methods provide the means to navigate
through the whole ontology tree. Since each class in the ontology tree is derived from
the basic class, each interface inherits the necessary navigation tools. So if the
navigation methods are applied to lake p&r, the class returned is the next class in the
upper hierarchy, the class lake.

4.5 Summary Comments

The result of the classification process is a set of images indexed not only by its
contents but also by its attribute values. The image is not only seen as a static polygon
with pixel values but as a set of semantic features and its corresponding values.

The gradual classification process that was introduced here has two major
advantages. First, it allows a partial classification and for classification revisions. This
can be useful when there are not enough elements to positively identify an object. Later
on, as more information becomes available the identification can be improved. This
means that the classification process can be always incremented using new techniques
or new data. Second, it allows faster results. This is because of time constraints. The
time frame from when the image is acquired to when it is available to be used was
shortened. For instance, the first classification that can be made is that to associate the
image to a very general class belonging to top-level ontologies. This allows the image to
be immediately available in an ODGIS framework. Later on, the image can be
associated with ontologies of the intermediate and low levels.

Figure 12 Integration of lake
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5 Conclusions and Future Work

The use of software components extracted from ontologies is a way to share
knowledge and integrate different kinds of information. These software components
are derived from ontologies using an object-oriented mapping. The mapping of
multiple ontologies to the system classes is achieved through object-oriented techniques
using inheritance. This kind of mapping allows partial integration of information when
completeness is not possible.

The use of ontologies during the image classification process enhances the results
and the flexibility of the classified image leading to a broader use of aerial images into a
GIS framework. Matching image features to ontology-generated classes leads to
flexible and dynamic pieces of information that can be loaded into a GIS and also used
for integration with other systems. Furthermore, it allows us to incorporate
information that may arrive from non-image sources (e.g. various sensors) into the
image classification process through subsequent classification revisions.

The ODGIS approach leads to a better integration than vector-based GIS that
import raster data or than raster-based GIS that import vector data. ODGIS was
presented as a common ground into which the two models can meet each other. The
result of the classification process was a set of images indexed not only by its semantics
but also by its attribute values. The classified image is not seen as a static polygon with
pixel values but as a set of semantic features and its corresponding values. This
approach enabled a broad field for queries. In general, the ODGIS framework permits
images to be integrated with other kinds of geographic information in a smooth and
flexible way.

Future work should include the use of ontologies in the improvement of the
classification process during object identification. Using the ontology browser
coupled with the image display can help the operator to have more information
available at the time that he or she has to make a decision. The issues of dealing
with imprecise information were just introduced here. ODGIS offers a good
foundation to deal with this kind of information. The decision to develop an
ontology specialized in dealing with imprecision is one of the most immediate
alternatives for this kind of problem and should be addressed in the future. We have
shown here the potential of ODGIS to integrate geographic information of different
kinds. Further study should extend the use of ODGIS to integrate other kinds of
information such as multimedia.
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