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ABSTRACT
Cognitive scientists and psychologists have long noted the ”picture
superiority effect”, that is, pictorial content is more likely to be
remembered and more likely to lead to an increased understanding
of the material. We investigated the relative importance of pictorial
regions versus textual regions on a website where pictures and
text co-occur in a very structured manner: video content sharing
websites. In our study, we tracked participants’ eye movements as
they performed a casual browsing task, that is, selecting a video
to watch. The fixations were coded as falling on one of two areas
of interest: thumbnail image or title text region. We found that
participants allocated almost twice as much attention to thumbnails
as to title text regions. They also tended to look at the thumbnail
images before the title text, as predicted by the picture superiority
effect. These results have implications for both user experience
designers as well as video content creators.
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1 INTRODUCTION AND BACKGROUND
It is often said that a picture is worth a thousand words. More
formally, this phenomenon is referred to as the picture superiority
effect, that is, pictorial information is more likely to be remem-
bered than textual information. The implications of the picture
superiority effect are greatest for education and marketing: pic-
tures have been found to improve understanding in the educational
context [Levie and Lentz 1982], and the pictorial component of an
advertisement has been reported to capture more attention than
text [Pieters and Wedel 2004]. As a result, there has been focused
research on eye movements for integrated text and picture stimuli,
such as informational and educational materials [Holsanova et al.
2009; Schmidt-Weigand et al. 2010], print advertisements [Rayner
et al. 2001], and web advertisements [Simola et al. 2011]. This re-
search has reported that viewers spend almost 50% more time look-
ing at the picture rather than the text [Rayner et al. 2001], and that
the likelihood of the users’ first fixation landing on the picture was
between 60 − 70% [Rayner et al. 2008].

Yet, this body of work has also shown that task has an effect on
attention allocation: when participants were told that their goal was
to judge the effectiveness or aesthetics of the advertisement, they
spent more time looking at the picture [Rayner et al. 2008], whereas
when their goal was to make a purchase, they spent more time
looking at the text [Rayner et al. 2001]. In our work, participants
are given a specific goal: it is Friday night and they have to find
something to watch. In that sense, their goal is closer to the “buy
a product” case rather than a “judge the advertisement” case. If
we were studying print advertisements, we would expect that title
texts would be looked at more often than thumbnails. However,
the print ads considered in most advertising research involve a
single product whereas browsing a video content provider service
involves looking through multiple products arranged in a large grid,
with high spatial contiguity between the thumbnail and the text.
Layout has been shown to have an effect on attention allocation: if
the picture and text have high spatial contiguity, there are a larger
number of integrative saccades, i.e., shifts between the picture and
the text, than if the picture and text are separated [Holsanova et al.
2009]. We might then expect that in our study both pictures and
text will be looked at.
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Figure 1: Left: The video thumbnail that the user fixated on is highlighted in red. Right: A remote eye-tracker is used to track
fixations and saccades as users navigated the popular video content provider website YouTube. Typically on these websites,
content is arranged in a grid, where each element of a grid is a thumbnail image and two to three lines of text underneath it,
as seen on the computer screen above.

Resolving the attention allocation question on video content
sharing websites is crucially important both for the user’s experi-
ence and for the service provider’s revenue. Though a large amount
of data about user preferences is typically collected from the user’s
browsing and sharing history, it does not include gaze data because
eye-tracking typically requires either a webcam or an infra-red
camera to be turned on.

Researchers have proposed that mouse activity be used to infer
users’ interests for a variety of web browsing tasks [Goecks and
Shavlik 2000; Guo and Agichtein 2010]. For example, Lagun and
colleagues tracked the viewport on a mobile phone while users
performed a search task, as a proxy for user attention. They reported
that the view-port was a sufficient proxy in the case of tasks that did
not require knowing user attention too finely [Lagun et al. 2014].
Huang and colleagues [Huang et al. 2012] examined whether mouse
cursor position is a good proxy for user attention on different tasks.
They reported that the cursor lags behind gaze by almost a second,
likely because the eye can move much faster than a user can move
the mouse. The deviation between gaze position and cursor position
is also very dependent on the individual, much more so than task
type. That the eye leads the hand is not surprising; it is, in fact,
consistent with real-world tasks such as food preparation [Land
and Hayhoe 2001] and catching a ball [Land and Tatler 2009]. As
a result, the question remains open: what information does a user
process from the time the web-page renders on their screen, to the
first click they make?

In this study, we examined the relative importance of the pictorial
region (thumbnails) versus the text region (title texts) while users
browse for videos. We eye-tracked participants and recorded their
screens. We annotated the screen capture with the two types of
areas of interest (AOIs), and analyzed the fixations on each.

2 EXPERIMENT
A web usability task was setup on an external monitor (19"x11:8",
1680×1050 resolution) connected to a laptop (Figure 1 (Right)) as an
extended screen. Participants were given the following instruction,
”We are interested in users’ casual browsing patterns on YouTube.
Imagine that it is Friday night and you have some free time, but
there is nothing good on TV. Please scroll through the videos on

the YouTube homepage and click on something that catches your
attention. After watching this video, please return to the home page
and find something else you like. Your goal is to spend about 10
minutes.”

Because our goal is to understand gaze behavior between the
time the homepage is loaded and the time when the user makes
their choice by clicking on a particular thumbnail, we instructed the
user to only browse the homepage, and not use the search bar. To
improve task compliance, we removed the keyboard entirely, and
only provided the user with a mouse (Figure 1 (Right)). Additionally,
we asked the user to return to the homepage by clicking on the
YouTube icon on the top left corner of the screen in order to make
their next selection, rather than clicking on the suggested videos
based on their selection.

We define one trial as the data collected between the time stamp
that the YouTube homepage was loaded, and the time stamp that the
video selection was made. Instructing the participants to click on
the YouTube icon on the top left corner of the page to return to the
home page had the additional purpose of guiding all participants
to start their browsing task from the same region of the screen,
much like a fixation cross is used between trials in a traditional
eye-tracking study. A few participants clicked the Back button on
the browser out of habit. We did not discard these trials as the Back
button is sufficiently close to the YouTube icon for the purpose of
demarcating trials.

In order to keep the homepage as consistent as possible, we
decided to not let the subject sign in to the service. We later realized
that the homepage does change very slightly across participants,
from session to session, for example, the contents of trending videos
can change every day or even hourly on the same day. Because
the metrics that we compute involve number of visits to either a
thumbnail image or a title text region, our findings remain relevant
despite the slight content differences.

While the user performed their task, their screen was recorded
and their mouse movements were logged. Additionally, their gaze
was recorded through the EyeTribe eye-tracker (30 Hz, infrared-
based remote eye-tracking). The data capture and logging was
synchronized through the open source software package OGAMA,
Version 5.0 [Vosskuhler et al. 2008]. Each session began with an
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