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This study argues that linguistically-determined aspects of phonetics form part of
grammatical theory in much the same sense as phonology or syntax do, and can be
modeled in terms of similar principles. It proposes that the phonetic component of
grammar contains sets of phonetic representations similar to the partially specified, multi-
tiered representations of the phonological component. At the acoustic level, these
representations include a set of autosegmental tiers specifying values for acoustic para-
meters such as voicing, nasality, vowel formants, F, etc. as well as a duration tier which
organizes these values into a succession of discrete acoustic events in the time domain.
This integrated representational system, or IRS, defines a complete interpretation of
surface phonological representations at the acoustic level, and can be specified with
sufficient detail to provide input to an acoustic speech synthesizer.

This framework is applied to a study of the temporal properties of long vowels and
diphthongs in General American English. We consider the well-known question whether
the long vocalic nuclei of words like bait, boat, bite, and bout should be analyzed as one
phonological segment or two. Durational evidence involving asymmetries in the
distribution of contextually-determined lengthening across the syllable suggests that the
nucleus of bait is best modeled as a single melodic unit (root node) occupying two
skeletal positions, while that of bite is best modeled as two melodic units. The
phonetically diphthongized quality of the nuclei of words like bait and boat is determined
at the phonetic level by a constraint requiring them to have separate formant target posi-
tions at their left and right edges; as a result, no general long vowel diphthongization rule
is required in the phonology.

1 Introduction

A major goal of linguistic theory is to account for the ability of the members of a speech
community to produce and perceive speech in terms of regular phonetic patterns whose
characteristics are in part specific to each language and dialect. However, it is striking fact
that current linguistic theory, with some exceptions, does not directly address this problem.
In spite of a recent revival of interest in the nature of the phonology/phonetics interface,
most phonologists continue to disregard the question of how their descriptions might be
interpreted in the physical domain, while most phoneticians and speech scientists show a
similar disregard for how phonetic data can be related to the abstract structures posited by
linguists. Many research paradigms still treat phonetics as unrelated to phonology, in
practice if not necessarily in principle. Yet speech is the physical and behavioral manifes-
tation of cognitively-represented linguistic systems, and cannot be fully understood without
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reference to the linguistic structure which underlies it. While this point has never been a
matter of controversy or serious debate, relatively few researchers in recent times have
directly addressed the goal of determining the nature of the relations between phonological
representations as studied by linguists and phonetic realizations as examined by phone-
ticians (some important exceptions will be discussed below). As a result, our knowledge
of how phonology and phonetics map into each other is still in a relatively primitive state.

There is very good reason to believe that important aspects of phonetics belong to
grammar in much the same sense that phonology does. It is well known that phonetic
patterns can differ systematically from one language or dialect to another just as
phonological patterns do. Part of what any individual must master in acquiring a language
is its particular pattern of phonetic realization, including quantitative, subphonemic detail.
Such patterns are clearly internalized by native speakers, since they are extended
productively and exceptionlessly to forms never heard before (nonce formations,
loanwords, nonsense words, products of speech errors) and are typically generalized to
foreign words in second language acquisition. Since phonetic differences among
languages are obviously not determined by physiological differences among their speakers,
they must be attributed to differences in the phonetic systems that speakers have acquired,
and more specifically, to differences in the principles (rules or constraints) that determine
the form and content of phonetic representations. Examples of such differences include the
fact that [ t ] normally involves dental contact in French but alveolar contact in English, or
the fact that English vowels are lengthened by 50% or more before voiced consonants in
certain contexts where Korean vowels are lengthened by about 30%. Many similar
examples of language- and dialect-particular differences in the phonetic realization of
speech sounds are documented in the literature (see, for example, Ladefoged 1967, Wood
1979, Lindau 1984, Keating 1985, Fourakis and Port 1986, and Labov 1986, among
many others); phonetic differences are also found among individuals and among different
age and gender groups (see e.g. Zue and Laferriere 1979). Thus language-particular pho-
netic principles, like those of other grammatical components, form part of each speaker’s
tacit knowledge of his or her language. |

To this view it is sometimes objected that grammatical systems deal exclusively with
categories—units and their relations— and cannot, therefore, involve quantitative infor-
mation of the sort that is required to assign speech sounds specific values along continuous
phonetic parameters. In this view, quantitative regularities are best relegated to such realms
as performance or “paralanguage”. However, it is often hard to draw a sharp line between
the continuous and the noncontinuous in the characterization of grammatical knowledge
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(see Ladd 1993, Pierrehumbert, Beckman and Ladd (in press) for relevant discussion);
moreover, as we will shown below, many aspects of phonetic representation can be
regarded as categorical, and can be modeled in terms of constraints on symbolic
representations of much the same type as are commonly employed in phonology. It is also
sometimes objected that since much subphonemic phonetic detail goes largely undetected
by speakers due to the phonemic bias in speech perception, it should not be assigned to
grammar, which represents a model of the speaker’s internalized (and thus, largely
phonemic) linguistic system. However, many studies have shown that distinctive features
can be perceptually cued by subphonemic acoustic properties, some of which, like vowel
lengthening (an important cue to [+voice]), are at least in part language-dependent (see e.g.
Hillenbrand et al. 1984). Furthermore, we must assume that speakers reliably perceive and
encode subphonemic regularities in their day-to-day language experience if we are to
explain their ability to acquire language-dependent phonetic rules. As Pierrehumbert points
out (1994), “even the most inescapably quantitative details of language sound structure are
subject to language particular conventions, and hence must be learned and represented in
the mind. That is, the cognitive representation of language is not confined to categorical
structure and rules, but rather includes arbitrarily fine details of allophony.”

We take the position that it is not only possible to integrate phonological and phonetic
representation into a sihgle grammatical system, but that such an integration is necessary if
we are to provide a unified account of sound structure, subject to a uniform evaluation
measure. The idea of such a fusion is not in itself new. It can be found, for example, in
Chomsky and Halle’s proposal (1968) that phonological and phonetic representations both
have the form of fully-specified, two-dimensional feature matrices, differing in that feature
specification is binary at the underlying (phonological) level and integer-valued at the
surface (phonetic) level. However, subsequent developments in both phonology and
phonetics have suggested a somewhat different view of phonological and phonetic form.
Phonological representations are no longer assumed to be fully-specified nor to have the
form of two-dimensional matrices, but are viewed as partly-specified, hierarchically-
organized three-dimensional structures involving many tiers or information channels, each
of which corresponds to an independent phonological parameter and whose units may
overlap in potentially complex ways (see e.g. Kenstowicz 1994, Goldsmith 1995 for recent
overviews). This general conception—which we will term a partly-specified, multitiered
approach—finds a counterpart in phonetic models such as those proposed by
Pierrehumbert 1980, Hertz, Kadin, and Karplus 1985, Browman and Goldstein 1986,
Keating 1988, Cohn 1990, and Keyser and Stevens 1994, among others. As most of this
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work has shown, once such an enriched conception is adopted there is no longer any need
to introduce integer-valued phonetic features at the phonological level of description.

The present study builds on these fundamental insights. It proposes that the partially-
specified, multi-tiered approach developed in recent phonological theory can be insightfully
generalized to phonetics by introducing a level of acoustic phonetic representation in which
appropriate acoustic and durational values are formally related to the nodes of the surface
phonological representation that they interpret. Such representations, or “acoustic scores”
to use the felicitous term of Perkell 1980, array phonetic information in much the same way
that phonological features are arrayed at the phonological level, thereby eliminating the need
for a radical translation between distinct and largely incompatible representational systems.

The structure of this paper is as follows. Section 2 discusses some of the theoretical
antecedents to our work. Section 3 presents an overview of our integrated representational
system (IRS), discussing first its phonological aspects (section 3.1) and then its acoustic
aspects (section 3.2). Section 4 addresses the phonological analysis of English vocalic
nuclei, focusing on the question of whether long vocalic nuclei should be represented as
one phonological segment or two. Section 5 considers the same question from a phonetic
point of view, examining durational properties of representative vocalic nuclei, and offering
evidence that some long nuclei are diphthongized only in the phonetics. Section 6
considers some further issues raised by our approach, and section 7 summarizes our major
proposals and results.!

2 The relationship between phonology and phonetics: recent models

This section discusses some recent attempts to define the relationship between
phonology and phonetics, emphasizing those that have contributed the most to our own
thinking. We review in succession 1) an early autosegmental view, 2) the articulatory
phonology of Browman and Goldstein, 3) previous work in speech synthesis by rule, and
4) the target-and-interpolation model of phonetic interpretation.

Phonological theory took a new direction in the 1970s and 1980s with the wide accep-
tance of nonlinear models of representation. These models reopened the question of how
phonological representations can be related to phonetic interpretation. Some first thoughts
on this subject were offered by John Goldsmith in his influential 1976 thesis on autoseg-

1 This paper is aimed at an intended readership of both linguists and phoneticians. Each type of reader
will find certain sections of this paper elementary, and we apologize in advance for any belaboring of what
may seem to be obvious points.
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mental phonology. Although this work was mostly concerned with phonology in the strict
sense, Goldsmith also speculated that an adequate phonological model might allow a better
integration of phonology and phonetics. He suggested that “autosegmental phonology is a
theory of how the various components of the articulatory apparatus—the tongue, the lips,
the larynx, the velum—are coordinated” (p. 29). Goldsmith further proposed that while
the representations of consonant and vowel segments are mostly linear at the level of
underlying phonological representation, i.e. arrayed on very few tiers, their features
become “autosegmentalized” in the course of a phonological derivation through rules
assigning them to new tiers of their own.

At the surface (or phonetic) level, according to Goldsmith, “the speech ‘signal is broken
down into a large number of independent linear parts—autosegmental tiers—with at least as
many of these tiers as there are independent articulators. Thus there will be minimally such
a tier for the velum, for the laryngeal gesture corresponding to pitch, and so forth” (p-
264). He gives the following schematic example of a phonetic representation, representing
the word pin spoken with falling intonation:

(1) Lips ...Closeup...Open..................
Tongue ...High and front......... touch the palate
Velum ..Raise........... Lower ............
Larynx ... HighPitch. .. .. LowPitch...........

In this diagram, vertical alignment is intended to suggest the pattern of temporal coordi-
nation among the articulators. Thus the vertical alignment of lip closure, tongue raising and
fronting, velum raising, and high pitch at the beginning of the word indicate that the first
segment is an oral labial stop such as [ p ] coarticulated with a high front tongue position
and a toneme of high pitch.

Goldsmith’s suggestions were subsequently developed and extended to the articulatory
phonetic level in a series of papers by Browman and Goldstein (see e.g. Browman and
Goldstein 1986, 1989, 1990). These writers developed a notion of gestural score some-
what resembling structures like that in (1), but replacing informal characterizations such as
“close up” or “touch the palate” with precise specifications of the amplitude and velocity of
vocal tract constrictions, and replacing the (implied) time grid with specific patterns of
intergestural temporal coordination. They further differ from Goldsmith in proposing that
phonological and phonetic representations are formally identical, thereby eliminating the
need for any radical translation between phonology and phonetics. Browman and
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Goldstein show that many patterns of apparent assimilation and deletion in casual speech
can be described quite naturally in terms of gestural overlap.

However, Browman and Goldstein’s approach raises a number of problematical issues.
Due to their hypothesis that phonological and phonetic representations are formally
identical, their model fails to capture important differences between the nature of linguistic
generalizations at these two levels. In particular, it cannot explain the widely-attested
observation that segmental units behave in a categorical fashion at the phonological level,
and require quantitative specification only at the phonetic level (Clements 1992). One
straightforward way of remedying this problem would be to regard the model as a phonetic
interpretation model, interfaced it with a standard autosegmental model of the phonology
(Zsiga 1993); another would be to suppress all quantitative aspects of gestural organization
at the phonological level, while conserving the categorical aspects.

In addition, from a phonetic point of view, their model emphasizes the role of articu-
latory movements to the virtual exclusion of acoustic and perceptual factors in speech
production. Yet much evidence suggests that articulatory organization is oriented toward
the goal of achieving relatively stable acoustic outputs with optimal perceptual properties.
For example, it is commonly observed that sets of physically similar articulations which
have similar acoustic and perceptual effects tend to represent the same phonemic category in
any given language, while similar articulations that lie on opposite sides of acoustic or
perceptual “quantal” boundaries commonly represent phonemically distinct categories
(Stevens 1972, 1989). This fact suggests that languages tend to define their phoneme
systems in terms of articulatory configurations that maximize perceptual distinctiveness
among phonemes. Furthermore, while Browman and Goldstein offer support for their
model primarily from casual speech phenomena which sometimes eliminate acoustic con-
trasts, more carefully-monitored speech styles tend to coordinate independent articulatory
events in such as way as to create salient acoustic “landmarks” at the boundaries between
segments (see e.g. Ohala and Kawasaki 1984, Huffman 1990, Halle and Stevens 1991,
Stevens 1994); this “boundary-flagging” effect can be understood as a means by which
speakers facilitate the segmentation of the signal by listeners. Another point is that many
aspects of articulatory coordination appear to be motivated by the requirement that distinc-
tive features should be audible. For example, the feature [spread glottis] in stops is
typically coordinated with the stop release, where it can be heard as aspiration overlaying
the transition to a following vowel; were it timed instead to coincide with closure it would
be inaudible (Kingston 1990, Davis 1994). Further, the existence of redundant
articulations, such as the lip-rounding that is typically coordinated with back vowels, can
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be understood in terms of the principle of acoustic enhancement (Stevens, Keyser, and
Kawasaki 1986).

Especially strong evidence for a central role of acoustics in speech production comes
from the phenomenon of compensatory articulation, brought to light in recent studies by
Maeda (1990, 1991). Maeda has found that speakers of French tend to compensate for
deviations in the position of one articulator (such as the jaw) by adjusting the movements of
another articulator (such as the tongue body) in such as way as to minimize acoustic vari-
ability in the output. These findings confirm and extend earlier results on compensatory
articulation from bite-block experiments (e.g. Lubker 1979). Similarly, different speakers
may use any of a number of acoustically similar articulatory configurations for producing
the same sound. For example, different speakers of English produce /r/ by various
combinations of lip rounding, tongue blade raising, and pharyngeal constriction, all of
which lower the third formant (Pierrehumbert 1994). The fact that these disparate articu-
lations are treated as functionally equivalent can only be explained on acoustic grounds.
For these reasons (and others), the phonetic model must provide for the inclusion of
appropriate acoustic information.

One way of providing acoustic information, and the one we will adopt, is to provide an
explicit acoustic level of representation in the phonetic component. The approach we will
make use of draws upon recent work in the area of speech synthesis. Beyond its many
practical applications, speech synthesis has proven increasingly valuable as a tool in the
explicit modeling of both articulatory organization (e.g. Mermelstein 1973, Coker 1976,
Maeda 1990) and acoustic structure (e.g. Hertz 1982, Klatt 1987, Allen et al. 1987). The
two main approaches to speech synthesis (using unlimited vocabulary) are concatenative
synthesis and rule-based synthesis. In concatenative synthesis (e.g. Peterson, Wang and
Sivertson 1958, Dixon and Maxey 1968, Fujimura and Lovins 1978, Olive 1990), acoustic
values for certain speech fragments such as diphones and syllables are extracted from
natural speech and pieced together to construct utterances. Concatenative synthesis has
some practical advantages, but is limited in its usefulness for theoretical modeling since, by
its nature, it cannot detect many linguistic generalizations holding internally to (or cross-
cutting) the units chosen for concatenation. In rule-based synthesis (e.g. Hertz 1982, Klatt
1987, Allen et al. 1987), in contrast, phonetic parameter values are generated by means of
rules which can express generalizations holding all the way down to phoneme-sized
segments and their internal constituents. It can therefore be used to formalize predictive
hypotheses concerning acoustic regularities and generalizations at both the supra- and sub-
segmental levels, and to test these hypotheses through an evaluation of the naturalness of
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the speech output they predict. Rule-based synthesis can also be used to test detailed
hypotheses regarding the relation between phonetic structure and more abstract phono-
logical representations. Our own work in this direction has been carried out in conjunction
with a system of rule-based synthesis that makes use of multi-tiered phonological and
phonetic representations formulated in terms of the Delta System (Hertz, Kadin, and
Karplus 1985, Hertz 1988, 1990a, 1990b, 1991, Hertz and Huffman 1992). Delta-based
rule sets generate acoustic parameter values which can serve as input for a formant-based
synthesizer (e.g. that described by Klatt 1980 or Klatt and Klatt 1990).

Speech synthesis rules typically make use of what are sometimes called target-and-
interpolation models of phonetic interpretation (e.g. Kelly and Gerstman 1961, Holmes,
Mattingly, and Shearme 1964, Hertz 1979). These models simulate the continuously-
varying time course of given acoustic parameters by extracting certain critical values
(typically coinciding with turns or “inflection points” in the observed time course) and
interpolating continuous values between them by appropriate algorithms. Target-and-
interpolation models have been incorporated in linguistic theories of phonetic realization in
such domains as fundamental frequency (Pierrehumbert 1980, Pierrehumbert and Beckman
1988), aspiration (Keating 1988), nasality (Huffman 1990, Cohn 1993), and formant
frequencies (Hertz 1991). We can illustrate a target-and-interpolation model with a hypo-
thetical example suggesting the possible FO interpretation of a ngh-Low-ngh tone melody
associated with the vowels of a VCVCV sequence:

v C Vv C \"

H L H
X\
FO .- X
~x-
time

Figure 1. A target-and-interpolation model of the pitch
interpretation of a HLH tone sequence.

In this example, critical FO values (shown by the xs), selected on the basis of observed
data, are assigned to the middle of each vowel; we may call these “target values”. Inter-
vening values, falling along the dashed lines, are computed by interpolation between
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adjacent target values; we call these “interpolated values”. Further smoothing and/or
adjustment can be carried out to round off corners and account for local segmental
perturbations on the global FO curve, according to our purposes. If values have been
correctly chosen, the resulting FO track will resemble the original FO time course.2

In a phonetic theory incorporating a target-and-interpolation model, phonetic
representations can abstract away from all transitional phenomena that are predictable in
terms of abstract targets. This result allows for a considerable simplification of phonetic
representations, and, as we shall see, lays a solid basis for extending the multi-tiered
representational system of the phonology directly into the phonetics.

3 An integrated system of phonological and acoustic phonetic

representation

We shall now develop an integrated representational system, or IRS, for phonoiogy
and phonetics, which draws much of its inspiration from the various ideas reviewed above.
As its name implies, this system integrates phonological and phonetic representation in the
form of a single data structure, essentially that of autosegmental phonology. Section 3.1
outlines essential properties of the phonological portion of the system, and section 3.2
presents its phonetic portion in fuller detail. We focus here only on the structure of the
representations themselves, postponing until section 5 a discussion of how the phonetic
part of the representation is related to the phonological part.

3.1 Phonological representation

For the phonological part of the model, we assume the basic results of nonlinear pho-
nology (see earlier references). In particular, we accept the view that phonological repre-
sentations provide a skeleton or timing tier whose units or “slots” constitute the units of
segmental quantity. Among other things, the skeleton functions to distinguish phonologi-
cally distinctive length. Thus, simple short segments are represented as units linked to one
timing unit and long segments are represented as units linked to two timing units, as shown
in (2), illustrating a partial representation of short vs. long /a/: ‘

2 pierrehumbert and Beckman (1988) have shown that the use of a target-and-interpolation approach in the
phonetics eliminates the need for certain assimilation rules in the phonology.
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2) short vowel: long vowel:
skeleton: X X X
| \/
root tier: a a

(Similar representations can be given in terms of mora theory by substituting “p” for “X”’.)
In displays such as (2), the phonetic symbols on the lower tier, usually called the
“melodic tier” or the “root tier”, stand for nodes annotated for values of the features
[sonorant, consonantal]. In a complete representation, these nodes (called “root nodes”™)
dominate phonological features arrayed on other tiers. Such features are grouped into inter-
mediate, hierarchically-organized feature classes designating general categories such as
“place of articulation”, “oral cavity”, and “larynx” on the basis of their patterns of phono-
logical cohesion (see Clements and Hume 1995 for fuller discussion of a model of this
type). A highly simplified feature representation of tide, showing a selection of major

class, laryngeal, and place features, is given below:

(] [a] [y] [d]
X X X X
| I I ' I
root tier: [ -son 'l [ +son " [ +son 1 [ -son
o +cons | -cons | -cons | +cons
laryngeal Iaryrgeal IaryTgeal Iaryrl'ngeal
[-voice] [+voice] [+voice] [+voice]
[spread
glottis]
place place place place
[coronal] [cororg\ [coronal]
[+open] [-open]

Figure 2. A partial feature representation of tide [ thayd ].

A fuller representation of an utterance groups the sequence of timing units into higher-
level prosodic constituents. These constituents (syllables, metrical feet, phonological
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words, and so forth) provide the domains for assigning suprasegmental properties such as
tone, stress, and intonation, as well as determining allophonic properties of segmental
realization. Following a well-known current of work in syllable theory, we will suppose
that English syllables contain a nucleus of the form V(G), consisting of the syllable peak V
(= the vowel, or syllabic consonant) and an (optional) following glide G.3 This account is
compatible with skeleton-based models of the syllable recognizing a nucleus (e.g. Clements
and Keyser 1983, Milliken 1988, Blevins 1995), although not with mora-based frame-
works, in which the nucleus is demonstrably superfluous (Steriade 1990). Much of the
following discussion could be cast in either a nucleus- or mora-based framework; however,
we will see later (in section 5.6.1) that VG sequences are treated as a single constituent by
phonetic duration rules.

Figure 3 shows a partial surface representation of the English syllable tide [ thayd ]
following these assumptions:

skeleton: X X X X

root tier: t a i d

Figure 3. Partial representation of the word tide [ thayd ].

Here and elsewhere in the following discussion, we adopt the graphic convention of
conflating the root node and all the features characterizing it into a single unit, labelled by
an appropriate phonetic symbol. Thus, for example, the symbol “t” in Figure 3 stands for
a root node characterized by the features [-sonorant], [-voice], [spread glottis], etc. as

3 We exclude liquids from the nucleus on grounds that they exhibit looser cooccurrence constraints with
the preceding vowel than do semivowels, and that early stress rules single out long vowels and diphthongs
as a class of stressable syllable nuclei to the exclusion of vowel + liquid (VL) sequences (see e.g. Selkirk
1982). In fact, we know of no evidence that VL sequences form a constituent in the phonology.
However, we will show later (section 5.6.1) that the nucleus. must be expanded to include VL at the
phonetic level in order to account for important aspects of phonetic duration.
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shown by the feature representation in Figure 2. Since the root node designated by “i” in
this figure does not function as the syllable peak (which is always the leftmost member of
the nucleus in English), it is interpreted as the glide [y] (IPA [j ]).

3.2 Acoustic representation

We now consider the acoustic phonetic component of the integrated representational
system (IRS). We view this component as forming part of the general theory of represen-
tation that underlies speech production at the acoustic phonetic level. Specifically, we
hypothesize that in producing utterances, speakers try to produce acoustic patterns that will
result in perceptual effects similar to those produced by the speech of other members of the
same speech community. To achieve this, speakers construct and execute acoustic scores
in conformity with the principles of their internalized phonetic grammar. Such scores
define the relatively stable properties of the acoustic pattern they wish to produce, and are
implemented by an appropriate, continuously-varying sequence of vocal tract shapes.

We propose that acoustic scores are constructed from surface phonological represen-
tations through the introduction of a new set of tiers on which acoustic parameter values
and duration values are arrayed. Like phonological tiers, these “acoustic tiers” consist of
independent sequences of units, or autosegments; instead of phonological features,
however, these units consist of acoustic parameter values. Phonetic specification at the
acoustic level involves in part, therefore, the assignment of appropriate acoustic parameter
values to each phonological root node. A root node can be said to be “specified” for a
given acoustic parameter if it is formally characterized by a value of that parameter in the
acoustic score. As in the case of phonological segments, phonetic segments are not
necessarily characterized by values of all acoustic parameters; if a segment is not
characterized for a certain parameter in the acoustic representation, it will receive a
specification for that parameter at the physical level by interpolation from neighboring
values, as discussed above.

Why must acoustic values be specified on separate tiers, rather than on phonological
feature nodes, for example? The answer is that there is typically no one-to-one corre-
spondence between phonological features and particular acoustic parameter values: some
features are expressed along more than one acoustic parameter (e.g. [labial] involves the
lowering of all formants), while some acoustic parameters express several different features
(e.g. the value of F1 depends on the specification of [labial], [open], [pharyngeal], and
[nasal]). We shall see that the assignment of each acoustic parameter to a separate tier of its
own greatly simplifies the formal structure of the representational system, and provides the
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simplest possible basis for implementation in a target-and-interpolation model.

We now consider in more detail how acoustic scores can be abstracted from the infor-
matjon present in the speech signal. Section 3.2.1 first outlines the phone-and-transition
strategy that underlies our approach to acoustic segmentation. Section 3.2.2 then intro-
duces a model of acoustic structure, and shows how acoustic representations can be
integrated with feature-based phonological representations in a single, formally unified
representational system. The next two subsections motivate the use of multi-tiered repre-
sentations in the phonetics by discussing two types of non-bijectivity at the acoustic level:
overlap (section 3.2.3) and contour phones (section 3.2.4).

3.2.1 A phone-and-transition strategy for segmentation

An essential basis for any linguistically-motivated phonetic analysis is a consistent
strategy of segmentation determining how pieces of the continuous acoustic signal can be
related to the units and categories of the surface phonological representation in such a way
as to permit the straightforward expression of regularities at the phonetic level. The phone-
and-transition approach to segmentation (Hertz 1991, 1992) has been devised with this
requirement in mind. Unlike conventional segmentation strategies, which parse the speech
signal into segments of a single type (often termed “phones™), the phone-and-transition
model analyzes speech into separate phone and transition segments.

We will exemplify this segmentation strategy with a simple illustration. Consider the
spectrogrém of [ thayd ], as uttered by a female speaker (SRH) of General American
English in the frame Say __ for me, shown in Figure 4.

W "lm

”, RN ”l

ol mi A L 'Ei}dmu

n'l‘A‘l‘AL.’ W ! '“!!H!‘!M!“ “u““m“mmmh LA o fnai o " '. Haynasaalt

1 2 3 4 56 7

Figure 4. Spectrogram of the word tide [ thayd ].

We have segmented this spectrogram, which is representative of many that we have
examined for this speaker, into two types of acoustic segments: phones and transitions.
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This segmentation is based on the view that speaking involves the production of a succes-
sion of sounds corresponding to the sequence of root nodes (the so-called “melodic”
segments) of the surface phonological representation. The sounds that correspond to each
root node are not always, or even typically, adjacent to each other in time, but may be
separated from each other by intervals during which the lips and tongue move from the
articulatory positions appropriate for one to those appropriate for the next. Intuitively
speaking, phones are the portions of the signal corresponding to the time intervals in which
the lips and tongue have achieved their target positions, and transitions are the portions that
separate them. Phones often appear as relatively steady state portions of a spectrogram (we
discuss the less typical case of internally dynamic or “contour” phones in section 3.2.4),
while transitions between phones usually involve changes in formant patterns, which are
often quite rapid. Not all phones are separated by formant transitions, however; when two
phones have the same place of articulation, as in the cluster [ mb ] in umbrella, or when
their target positions overlap, as in the cluster [ fr ] in free, there are usually no observable
transitions between them.

We follow the common practice of using F2 movements as the primary basis for
segmentation. F2 generally gives us a clearer and more consistent basis for segmentation
than other formants, which are often harder to read on spectrograms. Furthermore, F2 is
generally more responsive to articulator movements, especially those of the tongue blade
and tongue body, and shows more rapid variation within a larger range of frequency
values. Perhaps for these reasons, we have found that segmentations based on F2 provide
a better basis for expressing generalizations about vowel timing patterns than segmentations
based on the other formants (see also Ren 1986). When formant structure is not visible, as
between adjacent voiceless stops or at stop-fricative boundaries, other criteria must be
used, such as acoustic zeroes, bursts or other rapid spectral changes.

The segments in Figure 4 can be analyzed into phones and transitions as follows:

1. The first segment is a phone consisting of 85 milliseconds (ms) of silence, corres-
ponding to the time interval during which the articulators maintain a vocal tract
configuration appropriate for the voiceless alveolar closure of [ t ]. This segment
ends in a short burst, corresponding to plosive release.

2. The second segment is a 115-ms transition characterized by formant movements
linking the plosive burst to the steady-state formant structure of the following [ a ].
Most of this transition is aspirated, while the last 25 ms is voiced. The transition
segment corresponds to the return of the glottis from an open configuration to a
position appropriate for voicing, and to the simultaneous movement of the tongue to
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a position appropriate for [ a ].

3. The next segment is a phone consisting of a well-defined steady-state formant
pattern corresponding to the articulation of the low vocoid [ a ], with a duration of
85 ms. The first formant (F1) maintains a relatively high frequency of about 750
hertz (Hz), while the second formant (F2) maintains a relatively low frequency of
1350 Hz. These values will be called the F1 and F2 targets for the [a]. The dark
vertical striations throughout the phone correspond to the opening and closing of
the vocal folds, indicating that the [ a ] is phonetically voiced. Note that the steady-
state portions of the F1 and F2 patterns are not perfectly aligned, since the F1 target
extends beyond the edge of the phone into the following transition (segment 4).
We here use F2 as the basis for our segmentation, for the reasons discussed above.

4. Following the [ a ] is a transition of about 75 ms characterized by a rising F2
pattern. This transition corresponds to the movement of the tongue from the articu-
latory position of [ a ] to the articulatory position of [ y ]. Unlike the aspirated
segment following [ t ], this transition is voiced.

5. The next segment is a 20-ms-long voiced phone corresponding to the articulation of
the high front vocoid [ y ], whose F1 value is about 480 Hz and whose F2 value is
about 2150 Hz.

6. Following [y ] is a 10-ms-long voiced transition during which F1 and F2 drop
slightly as the tongue moves from the position of [ y ] to that appropriate for [d].

7. The final segment is a 65-ms-long phone corresponding to the articulation of the
voiced alveolar stop [ d ], characterized throughout most of its duration by low-
frequency energy (the voice bar) resulting from vocal fold vibration during the stop
closure.

Most current segmentation strategies differ from ours in assigning transitions to
phones, rather than treating them as independent units. We might call such approaches
“all-phone” segmentation strategies. Under such strategies, for example, the aspirated tran-
sition numbered 2 in the spectrogram would be assigned either to phone 1 (as in e.g. Chen
1970, Hertz 1982) or to phone 3 (as in e.g. Lehiste and Peterson 1961, Fant 1970, Klatt
1979). A diphthong such as [ ay ] (segments 2-5 in the spectrogram) necessarily has to be
treated either as a single phone or as two phones arbitrarily divided at a replicable
segmentation point, such as halfway through the transition.

The distinction between a phone-and-transition strategy and an all-phone strategy is not
merely notational, but has empirical consequences. Hertz (1990a, 1990b, 1991, 1992) has
discussed several instances in which the failure to treat transitions as explicit units, distinct
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from phones, results in arbitrary and inconsistent segmentations, and obscures a number of
important generalizations about speech. For example, we have observed that intervocalic
[h] has no formant targets of its own, but overlays the transition between the two vowels,
contributing little or no duration to the utterance (Clements and Hertz 1991; see also
Keating 1988). This observation can be directly expressed in a phone-and-transition strate-
gy, but not in an all-phone model. We shall see in section 5.6 below that the rules govern-
ing vowel and diphthong duration may crucially treat phones differently from transitions.

3.2.2 A model of acoustic structure

Let us now consider how we can represent the acoustic structure of tide in a partially-
specified, multitiered representational system (the IRS). For purposes of illustration we
will focus on the F2 pattern, which is displayed schematically in Figure 5:

= aspirated

s = VOiced

t a y d

kHz

LN
85 115 85 75 20 10 65
duration (ms)

Figure 5. F2 pattern of tide [ thayd ], segmented into phones and transitions.

This diagram shows the time course of F2. The shaded portion of the bar represents the
fact that this formant is aspirated during the transition from [ t ] to [ a ], while the solid
portion represents the fact that it is voiced thereafter. This diagram abstracts away from
certain acoustic details. For one, we have not indicated the brief period of voicing at the
end of the 115-ms transition, since the presence of such voicing varies from one repetition
of the utterance to the next and is perceptually insignificant. For another, we have repre-
sented F2 as a straight line within each acoustic segment, even though spectrograms show
curved transitions at segment junctures. Although we could easily apply a smoothing
algorithm to mimic the observed F2 pattern more closely, straight-line interpolation is more
than adequate for the purposes of speech synthesis (Holmes 1983), and serves to illustrate
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the formant patterns under discussion without introducing unnecessary complexity.

We will now show how we can represent this same information in the form of a multi-
tiered representation. We first introduce two new tiers to the representation given earlier in
Figure 3, a duration tier and an F2 tier. We then specify the duration of each phone and
transition on the duration tier and the F2 target values for each phone on the F2 tier. The
F2 pattern of Figure 5 can then be generated by interpolation between adjacent target val-
ues. The resulting representation is shown below in Figure 6, from which syllable struc-
ture has been omitted for convenience; recall that the symbols “t”, “a”, “i”, “d” are short-
hand notations for root nodes dominating features on further phonological tiers, not shown
here. The new duration and F2 tiers can be thought of as lying on a new plane of structure
which intersects the phonological planes at the root tier.

skeleton: X X X X
I I I I
root tier: t a Y d
I | I |
duration tier: 85 115 85 75 20 10 65
I I I |
F2: 2100 1350 2150 2040

Figure 6. Multi-tiered representation of duration and F2 values for tide.

Observe that the information in this diagram is strictly equivalent to that in Figure 5, as far
as F2 and duration are concerned. A duration value (in milliseconds) has been assigned to
each root node and each transition, in accordance with the durations shown in Figure 5. A
separate tier contains the F2 values (in Hz) for each phone. In the case of phones with no
visible formants, such as [t ] and [d], we take the F2 targets to be the values that occur at
their edges. A given node is characterized by the properties that it dominates in the tree; for
example, the root node “t” is characterized by a duration of 85 ms and by an F2 target of
2100 Hz. Any root node characterized by at least one formant target is called a phone;
thus, the phones in Figure 6 are the root nodes designated by the symbols “t”, “a”, “y”,
and “d”, in conformity with our earlier description. Transitions are represented as duration
values lying between phones; by definition, they have no independent formant targets of
their own (although as we shall see in a moment (section 3.2.3), they may share formant
targets with neighboring phones).
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While the information in the above representation is sufficient for deriving the shape of
the F2 pattern, a complete specification of the information included in Figure 5 must in-
clude aspiration and voicing. This information can be specified on additional tiers, as
shown in Figure 7 (the skeleton is omitted for convenience). In this figure, values on the
voicing tier represent voicing amplitude in decibels (dB). A value of 0 dB, interpreted as
absence of voicing, is linked to the [ t ] and to the transition following it. (Notice that we
cannot leave such segments unspecified for voicing values, since if they were unspecified,
the interpolation algorithm would assign them intermediate values.) A value of 55 dB is
assigned to all phonologically [+voice] phones and to the transitions between them. While
in this case we could have left the intervening transitions unspecified and derived their
values by interpolation, no interesting regularities are accounted for in this way, and we
will assume generally that multilinked acoustic values may not skip intervening nodes.

root tier: t

duration (ms): SL
/

F2 (Hz): 2100

voicing (dB): 0

aspiration (dB): 0

Figure 7. Multi-tiered representation of tide, including duration, F2, voicing, and
aspiration tiers.

Values on the aspiration tier represent aspiration noise amplitude in a similar fashion.
Thus, the aspiration value of 60 dB linked to the transition between “t” and “a” represents
the fact that this transition is aspirated, while the value of 0 dB linked to all other segments
indicates that they are unaspirated.

Notice that we have represented acoustic target values that are common to a sequence of
segments as a single value linked to all members of the sequence. Thus, for example, a
single value of 55 dB on the voicing tier is linked to each of the final five units on the
duration tier. This mode of association follows from a convention, reminiscent of the
Obligatory Contour Principle in phonology (McCarthy 1986), that prohibits identical
adjacent values. This convention eliminates the possibility of drawing a formal distinction
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between two segments sharing a single value for some acoustic parameter and two seg-
ments each bearing separate, identical values for it.

The duration tier in representations like Figure 7 has the function of coordinating and
sequencing the various acoustic values characterizing a phone, much as the root tier coor-
dinates and sequences sets of phonological features characterizing a segment in the phono-
logical part of the representation. In this sense, the duration tier functions something like
the “spine” of the acoustic representation. Duration values, to the extent that they are
language-particular, represent the regular temporal variation that can in principle distinguish
the phonetic forms of one language, dialect or idiolect from another, such as differences in
intrinsic vowel and consonant duration. We will see in our discussion of contour phones
(section 3.2.3) that more than one duration value may be assigned to a single phone; and
we will see in our discussion of duration rules (section 5.6.1) that durational values may be
assigned not only to phones as shown here, but also to the syllable nucleus (among
perhaps other, higher-level prosodic units). »

We see, then, that by extending the formalism of multi-tiered phonological represen-
tation into the acoustic phonetic domain, we can provide precise characterizations of
selected aspects of the acoustic patterns observable in spectrograms, and relate them
directly to the units of the surface phonological representation that they express. A full
representation of the acoustic properties of tide would of course include additional tiers
representing other acoustic information, such as fundamental frequency, F1, F3, frication,
and so on.

We next consider two cases in which multi-tiered representations prove particularly
appropriate. '

3.2.3 Acoustic overlap

One of the major problems in phonetic segmentation is what we will call acoustic
overlap: the fact that the different acoustic properties characterizing a phone do not always
align neatly with each other. For example, in our spectrogram (Figure 4) the voicing of the
phone [ a ] actually begins toward the end of the preceding transition, the steady state
portion of its F1 extends some 40 ms into the following transition, and the final [ d ] is
devoiced toward its end. In carrying out a principled segmentation in such cases, we must
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