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ABSTRACT Perfusion is one of the most important processes maintaining organ health. From a computational perspec-
tive, however, perfusion is amongst the least studied physiological processes of the heart. The recent development of novel
nanoparticle-based targeted cardiac therapy calls for novel simulation methods that can provide insights into the distribution
patterns of therapeutic agents within the heart tissue. Additionally, resolving the distribution patterns of perfusion is crucial for
gaining a full understanding of the long-term impacts of cardiovascular diseases that can lead to adverse remodelling, such as
myocardial ischemia and heart failure. In this study we have developed and used a novel particle tracking-based method to
simulate the perfusion-mediated distribution of nanoparticles or other solutes. To model blood flow through perfused tissue we
follow the approach of others and treat the tissue as a porous medium in a continuum model. Classically, solutes are modelled
using reaction-advection-diffusion kinetics. However, due to the discrepancy of scales between advection and diffusion in blood
vessels, this method becomes practically numerically unstable. Instead, we track a bolus of solutes or nanoparticles using particle
tracking based purely on advection in arteries. In capillaries we employ diffusion kinetics, using an effective diffusion coefficient
to mimic capillary blood flow. We first demonstrate the numerical validity and computational efficiency of this method on a 2D
benchmark problem. Finally, we demonstrate how the method is used to visualise perfusion patterns of a healthy and ischemic
human left ventricle geometry. The efficiency of the method allows for nanoparticle tracking over multiple cardiac cycles using
a conventional laptop, providing a framework for the simulation of experimentally relevant time frames to advance pre-clinical
research.

STATEMENT OF SIGNIFICANCE Computational cardiac modelling has gained more and more relevance over the past twenty
years. Despite being the most fundamental process in maintaining organ health and the major pathway for drug delivery,
perfusion has, from a computational point of view, received very little attention. Here we address this issue by presenting a
novel and computationally efficient method to model perfusion patterns and distributions of tracers or drugs. As opposed to
advection-diffusion kinetics, our method is numerically stable for advection-dominated problems like blood flow. Its efficiency
allows for the simulation of multiple cardiac cycles of a left ventricle using only a conventional laptop, enabling simulations
over experimentally relevant time frames.

2 Manuscript submitted to Biophysical Journal



In silico timelapse of perfusion

INTRODUCTION
The heart has famously been described as the “most highly integrated example of a virtual organ” (1), and the field of
whole-heart computational modelling has seen growing demand over the past twenty years. A substantial part of this research
has been driven by research into normal cardiac function and arrhythmias, and thus the focus has been on the development of
electromechanical simulations of the left ventricle (1). Perfusion, that is the blood supply to the tissue via the circulatory system,
on the other hand, has been studied much less extensively from a computational point of view. However, cardiac perfusion is
one of the most fundamental processes maintaining organ health and the major route for drug delivery. The recent development
of novel, targeted nanoparticle-based cardiac therapy (2–4), drives the need for computationally efficient and accurate models to
accelerate the development of this new technology. In addition, resolving the full impact of cardiac diseases is highly dependent
on precise knowledge of the mechanism of perfusion and the effects of pathophysiological conditions such as heart failure or
myocardial ischemia.

Figure 1: Schematic illustration of the porous media modelling approach for left ventricle tissue. Here, myocardial tissue is
treated as a sponge-like material, such that continuum models over the domain can be applied. Pores in the material (white)
represent the perfusing vasculature that are embedded in the solid tissue (grey). To represent the varying diameters of blood
vessels embedded in the myocardial tissue, we use a multi-compartment Darcy model as introduced by Michler et al. (5). In this
approach, three porous materials (visualised by white circles of three different radii) with separate parameters for porosity and
permeability are superimposed onto the myocardium to represent large arterioles, small arterioles, and capillaries.

Heart tissue is perfused by thousands of very small arteries and capillaries branching off the coronary arteries. State-of-the-art
imaging techniques generally have a resolution limit of 0.5 mm such that arteries with diameters less than 2 mm cannot be
resolved (6). Obtaining truthful representations of the exact geometries of the perfusion circulation using state-of-the-art
imaging techniques is therefore virtually impossible. Instead, we regard heart tissue as a porous material and use continuum
models to obtain approximate solutions of perfusion pressure and flow velocities, following the work of Michler et. al. (5, 7, 8).
Here, perfused heart tissue is modelled as a superposition of N porous materials, enabling the representation of materials
with inhomogeneous porosities. In this particular context, we choose N = 3 to represent perfusion at the artery, arteriole, and
capillary level (Figure 1). However, given that blood vessel diameters gradually reduce with the number of bifurcations, any
other number greater than three could be chosen to build a perfusion model. Applying advection-diffusion kinetics to the
velocity solutions allows for the study of the distribution and effects of tracers or therapeutic compounds. In our application,
the numerical solution of the nonlinear advection-diffusion equation requires the use of fine meshes and small time steps.
In mechanics modelling this problem is overcome by simulating one heart beat and extrapolating these results to multiple
heart beats. However, when one is interested in modelling the distribution of nanoparticle-based therapeutic compounds and
their effects on the mechancis of the heart, such an extrapolation from one heartbeat to a series of multiple heartbeats is no
longer appropriate. For example, a therapeutic compound could improve flow towards an ischemic borderzone of the heart,
altering perfusion and/or wall motion in this particular area. Experimental effects are expected to take place over the course of
approximately 30 min (2). Assuming an average heart beat duration of 0.85 s results in approximately 2100 heart beats. Taking
eight CPU hours as an average compute time for one heart beat then results in nearly 17,000 CPU hours compute time, or
around two years. Thus the successful prediction of efficacy and efficiency of therapeutic compounds demands the development
of efficient numerical methods that exploit the underlying physical properties of the specific problem.

We address this challenge by presenting a novel numerical method of tracking nanoparticle delivery via perfusion to the
myocardium of the left ventricle. The major advantage of this method is the ability to account for the discrepancy of scales
between the size of a therapeutic nanoparticle, and blood flow in capillaries, arterioles and arteries, as well as the size of a
human left ventricle. For simplicity we will for the remainder of the paper only refer to nanoparticles as the distributed substance,
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however, the method is equally applicable to any other kind of tracer substance. The method is based on the observation that the
diffusion coefficient of a nanoparticle is many orders of magnitude smaller than blood flow velocities We assume thus that
nanoparticle distribution within the arteries and arterioles is solely goverened by advection, which follows the directionality of
muscle fibers represented by the permeabilility tensor. Furthermore, owing to the length and distributions of capillaries, we
follow the observations by (7, 9) and assume isotropy of the capillary permeability tensor.

Our method is based on Lagrangian particle tracking that provides a significant improvement in both computational cost
and accuracy of the results, compared to conventionally used advection-diffusion kinetics. It exploits the assumption that blood
flow velocities in the large and small arterioles result in large Peclet numbers, which renders the use of advection-diffusion
kinetics inadequate. Instead, we assume that the location of nanoparticles is solely influenced by advection, taking into account
the directionality of cardiac muscle fibers. Perfusion in capillaries on the other hand is assumed to be isotropic, and thus can
be represented by a large diffusion coefficient based on capillary flow velocities. To obtain perfusion velocities in the large
arterioles, small arterioles, and capillaries, perfusion is represented by a three-compartment porous media continuum model
based on Darcy’s law as previously done by other groups (5, 10), while nanoparticle delivery is approximated by splitting
advection and diffusion kinetics across compartments. We demonstrate the efficiency of our method by simulating perfusion to
the left ventricle, driven by inflation and contraction, over multiple cardiac cycles using a conventional laptop, instead of having
to rely on the use of a high-performance computing cluster. Additionally, we show how the method can be used to study effects
of cardiac conditions by demonstrating the application to ischemia.

METHODS
We model the myocardium of the left ventricle (domain Ω) as a three-compartment reduced Darcy continuum model (5), where
a compartment represents large arteriole, small arteriole and capillary beds, respectively. Denoting different compartments
using index i,

−∇ · (Ki · ∇pi) +
3∑

k=1
βi,k(pi − pk) = si in Ω (1)

with Ki permeability of the porous medium, pi pressure, and βi,k exchange coefficient between compartments i and k, and s
source/sink terms. We use Neumann boundary conditions on boundaries ΓN to model the inflow of blood from the coronary
arteries via volumetric inflow Ψi

(−Ki · ∇pi) · n = Ψi on ΓN . (2)

Nanoparticle distribution follows the same advection-diffusion kinetics as the distribution of, for example, an MRI contrast
agent (11). The concentration ci in each compartment i is thus

∂ci
∂t
= ∇ · (Di∇ci) − wi · ∇ci +

3∑
k=1

γi,kci + si in Ω. (3)

with Di diffusion coefficient, wi advection velocity, γi,k exchange coefficients between compartments i and k, and si source/sink
terms.

Separating method for nanoparticle deposition
Deposition of nanoparticles into myocardial tissue is assumed to strongly rely on margination (12), which allows for endocytosis
on nanoparticles into myocardial cells. As margination occurs at the blood vessel wall, this process relies on small fluid
velocities such that nanoparticles are able to move across fluid streamlines. The reliance of endocytosis after margination on
low shear rates that allow for sufficient adhesion time of nanoparticles at the blood vessel wall has been shown in a number of
studies (12–14). Thus, it is most likely that nanoparticle deposition occurs primarily within the capillary compartment. The
nonlinear advection-diffusion equation is time consuming to solve and is well known to be associated with numerical issues at
high Peclet numbers, where the effects of advection dominate over the effects of diffusion. These numerical issues refer to
stability issues leading to a loss of conservation of mass. The numerical Peclet number is

Pe =
| |w| |h
2D

(4)

for velocity norm | |w| | and mesh element size h. In our case, advection velocities in the large arteriole compartments are
expected to reach an order of magnitude of 0.1 mm s−1, while the diffusion coefficient of a therapeutic nanoparticle can be
estimated from the Stokes-Einstein equation D = 6kT/πµr, using Boltzmann constant k, body temperature T in units of K,
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blood viscosity µ, and nanoparticle radius r , resulting in an order of magnitude of 1 × 10−13 m2 s−1. Thus the Peclet number for
nanoparticle transport in blood vessels approaches infinity for fine meshes.

To overcome this problem we introduce the following method: At large Peclet numbers the effects of diffusion can be
neglected such that we can approximate the position x of any particle advected by the fluid evolves according to a simple first
order transient model

∂x
∂t
= w. (5)

To efficiently track nanoparticles through the myocardium we model a bolus as a collection of nanoparticles using Lagrangian
particle tracking in the artery and arteriole bed (compartments 1 and 2). Furthermore, while blood flow in arterioles is generally
considered to follow muscle fiber directions, we assume that capillary flow within the myocardium is isotropically distributed.
This assumption is based on the imaging data by (7, 9) who found that capillaries were below the resolution of the data. Thus,
a single capillary branch is sufficiently small that its spatial orientation cannot have any significant influence on the results.
Therefore, we can approximate the distribution of nanoparticles in the capillary compartment by a sufficiently large diffusion
coefficient that represents the velocity of capillary flow. The combined nanoparticle tracking model equation thus reads

∂xi
∂t
= wi i = 1, 2 in Ω (6)

∂c3
∂t
= ∇ · (D3∇c3) + γ2,3c2 + s3 in Ω. (7)

We use the finite element method to solve the model equations. The variational form of the multi-compartment Darcy model
reads: Find pi ∈ H1(Ω) such that ∀qi ∈ H1(Ω)

(Ki · ∇pi ,∇qi)Ω + (Ψi , qi)ΓN +
( 3∑
k=1

βi,k(pi − pk), qi

)
Ω

− (si , qi)Ω = 0 (8)

Because blood flows from large arterioles to small arterioles to capillaries, we set the source terms Ψ2 = Ψ3 = 0, while Ψ1
governs inflow into the myocardium. Analogously we set sink terms s1 = s2 = 0 and s3 = −0.1 Pa−1 s−1(p3 − 3 kPa) following
(5). Additionally, exchange coefficients β are restricted to only allow exchange from compartment 1 to compartment 2, and
from compartment 2 to compartment 3, such that β1,3 = β2,1 = β3,1 = 0. Velocities wi are then easily calculated from pi using
Darcy’s law with porosities Φi .

wi = −ΦiKi∇pi . (9)

and serve as the input for the particle tracking method. In the large and small arteriole compartments, each bolus of nanoparticles
is advected according to the first order advection model (5). In the capillary compartment, concentrations follow diffusion
kinetics, whose variational form reads: Find c ∈ H1(Ω) such that ∀v ∈ H1(Ω)(

∂c
∂t

, v
)
Ω

+ (D∇c,∇v)Ω = r , (10)

where r represents the rate at which nanoparticles reach the capillary compartment from the small arteriole compartment. The
equations are implemented in Python 3.5.2 using the finite element framework FEniCS (15).

RESULTS
The accuracy and efficiency of the splitting method was first tested using a benchmark problem on a unit square geometry.
Following the successful benchmark, we present the application of the splitting method on the simulation of nanoparticle
distributions on a human left ventricle geometry.

Benchmark problem
To demonstrate the accuracy and efficiency of the splitting method numerical tests were performed on a unit square geometry
using a sinusoidal velocity profile on two compartments (Figure 2). Using a small and simple geometry for benchmark testing is
better suited for a numerical comparison for three main reasons: (a) It allows easy and fast visual validation of the effectiveness
of the particle tracking method, (b) the problem clearly demonstrates the inaccuracy of advection-diffusion kinetics compared to
our particle tracking method, and (c) the problem solves fast enough also for the advection-diffusion model, such that it allows
for easy evaluation of the efficiency of our particle tracking model compared to the advection-diffusion model. The velocity

Manuscript submitted to Biophysical Journal 5



A. K. Diem and K. Valen-Sendstad

Figure 2: Numerical tests of the particle tracking method on a 2D unit square mesh using N = 2 compartments. (a) Magnitude
of the velocity profile wi used in the simulations. (b) Simulation results using the particle tracking method on the unit square
mesh at t = 1.0 s and t = 3.0 s. (c) Relative error and simulation times for numerical tests (test simulation time 0.2 s) comparing
the particle tracking method to the classical advection-diffusion approach over an increasing number of dof at ∆t = 1 × 10−3,
1 × 10−4, 1 × 10−5 s. Depending on the mesh resolution the Peclet number varies between 2.3 to 34.5. Simulation time increases
linearly with the number of dof for both the particle tracking and advection-diffusion method. The longest simulation time for
the particle tracking method was ≈ 28 min, while for the advection-diffusion method the longest simulation time was ≈ 8.1 h.
Errors are large for the advection-diffusion method and do not vary with the time step size. One simulation (4k dofs, ∗) diverged
and thus data from this simulation has not been included in the figure. Errors for the particle tracking method range between
1 × 10−14 to 1 × 10−16, but increase for smaller ∆t.

Table 1: Simulation parameters for the 2D unit square test simulations.

Parameter Unit Value
K1, K2 mm2 Pa−1 s−1 exp(−(y − 0.5 − 0.1 ∗ sin(10x))/0.1)2)
Φ1 1 0.21
Φ2 1 0.23
β1,2 Pa−1 s−1 2 × 10−3

γ1,2 1 0.1
D2 mm2 1 × 10−3

∆t s 1 × 10−3

∆tAD s 1 × 10−4

profile was obtained by solving Darcy’s law for a sinusoidal permeability tensor Ki (Figure 2a, Table 1). Figure 2b shows
the results of a simulation over 3.0 s using the particle tracking method. Using the parameters listed in Table 1, a numerical
analysis of the two methods was perfomed on regular meshes (16 × 16, 32 × 32, 64 × 64, 128 × 128, 256 × 256) over 0.2 s, using
∆t = 1 × 10−3, 1 × 10−4, 1 × 10−5 s (Figure 2c). The test simulations do not contain any source or sink terms and are initialised
by setting an initial concentration (advection-diffusion method) or initial number of particles (particle tracking method). To
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compare the two methods we thus measured total mass in the domain

m =
∫

c · dx + M ∗ c0, (11)

where the second term corresponds to the total mass released by M particles containing an initial concentration c0 each. The
relative error can then be calculated as the change in mass

ε = |mi − mi+1 | (12)

per time step i.

m =
∫

cdx (13)

Errors and simulation times over dof are shown in Figure 2c. In the case of the advection-diffusion equations the errors are
high and do not improve with ∆t due to the increasing Peclet number. It is well known that the advection-diffusion equations
show numerical instabilities for Pe > 1. One simulation (4k dof, ∗) diverged, that is, total mass diverged to infinity and
subsequently NaN (not a number), and thus the data has been omitted from the figure. Errors for the particle tracking method
are close to machine precision in all cases, ranging between 1 × 10−14 to 1 × 10−16, but increase for smaller ∆t. Because the
errors are close to machine precision and from a numerical point of view negligible, they are influenced by rounding errors.
As smaller ∆t mean that the diffusion problem is solved for more time steps, rounding errors increase with decreasing ∆t.
Simulation time increases linearly with the number of dof for both the particle tracking and advection-diffusion method. The
longest simulation time for the particle tracking method was ≈ 28 min, while for the advection-diffusion method the longest
simulation time was ≈ 8.1 h. The results demonstrate that the particle tracking method provides significant improvement both in
terms of simulation time and errors over the advection-diffusion equations.

Nanoparticle distributions on a human left ventricle

Table 2: Simulation parameters for the left ventricle simulations.

Parameter Unit Value
K1 mm2 kPa−1 s−1 1
K2 mm2 kPa−1 s−1 10
K3 mm2 kPa−1 s−1 20
Φ1 1 0.021
Φ2 1 0.029
Φ3 1 0.061
β1,2 Pa−1 s−1 0.02
β2,3 Pa−1 s−1 0.05

γ1,2, γ2,3 1 0.1
D3 mm2 1.0
∆t s 1 × 10−4

Following the successful tests of the particle tracking method on a 2D unit square mesh, we applied the same method to
modelling perfusion of an idealised left ventricle geometry, with and without ischemia. The simulation parameters are listed in
Table 2, where parameters relating to the pressure equations are taken from (5). These parameters have been estimated in a
series of imaging experiments on porcine hearts (7, 9). In the literature, the average capillary flow velocity has been reported
as ≈ 1 mm s−1 (16) and thus D3 has been chosen as 1 mm2 accordingly, while γ has been chosen to provide nanoparticle
distribution within a reasonable time frame (∼ one cardiac cycle).

Figure 3 shows pressure in units of kPa in the three compartments (a, left: large arterioles, middle: small arterioles, right:
capillaries) and Darcy flow magnitude (velocity scaled by tissue porosity) in units of mm s−1 ((b, left: large arterioles, middle:
small arterioles, right: capillaries)). Our pressure values ranges (22 mmHg to 45 mmHg) are similar to the simulation results
presented in (5), whilst our simulation reaches a faster peak velocity magnitude of 0.5 mm s−1 compared to the results by
Michler et al. (5). The large arterioles compartment (left) shows the largest gradients in both pressure and velocity. The capillary
compartment shows very small pressure gradients of 7 mmHg, with a corresponding peak velocity of 0.5 mm s−1. These results
indicate that it is appropriate to disregard velocities within the capillary compartment and instead use a diffusion coefficient that
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Figure 3: Perfusion pressure with isocontours in units of kPa (a) and velocity magnitude in units of mm s−1 (b) in the three
compartments (from left to right: large arterioles, small arterioles, capillaries). Pressure values range between 22 mmHg
to 45 mmHg, which agree with the simulation results presented in (5), whilst our simulation reaches a faster peak velocity
magnitude of 0.5 mm s−1 compared to the results by (5). The large arterioles compartment (left) shows the largest gradients in
both pressure and velocity. The capillary compartment shows very small pressure gradients of 7 mmHg, with a corresponding
peak velocity of 0.5 mm s−1.

Figure 4: Nanoparticle distribution with isocontours in the left ventricle geometry over three cardiac cycles at t = 0.5, 1.5, 2.5 s
(left to right). Values are shown as a fraction of the maximum concentration.

matches capillary flow conditions. Figure 4 shows the distribution of nanoparticles in the left ventricle over three cardiac cycles
at t = 0.5, 1.5, 2.5 s (left to right). Complete perfusion is reached shortly after the second cardiac cycle.

Following from the results of left ventricle perfusion, we next tested our method for its ability to account for myocardial
ischemia. Ischemia was introduced via the permeability tensor K , which was set to zero in the ischemic zone (see black contour
line in Figure 5). The diffusion coefficient that represents capillary perfusion was also set to zero in the ischemic zone, but
otherwise was not altered. Perfusion velocity subject to ischemia is smaller by one order of magnitude in both the large and small
arteriole compartment, and the region with close to zero perfusion velocity is much larger than the ischemic zone. Nanoparticle
distribution at t = 0.5, 1.5, 2.5 s in the ischemic case is schown in Figure 6. The ischemic zone contains no nanoparticles, while
the rest of the left ventricle receives a similar distribution of nanoparticles to the non-ischemic case.

DISCUSSION
Computational methods are more and more prevalent in medical research and provide a crucial tool to aid the advancement of
clinical experiments and personalised medicine. However, large computational costs requiring the use of long hours in high
performance computing centres remain a major limitation for the direct application of computational methods in biomedical
development. In this study we have addressed this issue by presenting an efficient method for simulating the distribution of
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Figure 5: Perfusion velocity in a left ventricle subject (large and small arterioles) to ischemia. The ischemic zone is marked by a
black contour. Perfusion velocity reaches a peak of 0.15 mm s−1 in the small arteriole compartment, and is close to zero in a
large area around the ischemic zone.

Figure 6: Nanoparticle distribution subject to ischemia over three cardiac cycles at t = 0.5, 1.5, 2.5 s.

nanoparticles or any other perfusion tracer. Using benchmark simulations on a unit square geometry we demonstrate that
this method is also valid at large Peclet numbers, where conventional advection-diffusion kinetics are known to be subject to
numerical errors. Our method exploits the discrepancy of scales between blood vessels within the myocardium, and allows for
the simulation of a full left ventricle geometry over multiple cardiac cycles using only a conventional laptop within minutes.

To test our method we have compared simulations on a unit square geometry between the particle tracking method and the
conventional advection-diffusion equations. One of the major limitations of the advection-diffusion equations is their reliance on
a small Peclet number (< 1) in order to be numerically stable, which was confirmed by the divergence of the advection-diffusion
simulation at 4k dofs on the unit square. For larger Peclet numbers close to the limit it is generally possible to reduce numerical
effects using various upwind schemes. However, in this application the Peclet numbers far exceed the limit of such upwind
schemes. Due to these effects, mass is not conserved, rendering the advection-diffusion equations effectively inappropriate for
tracking tracers through the blood stream at large Peclet numbers. The particle tracking method on the other does not suffer
from such numerical instabilities. To demonstrate this, we use mass conservation as our error criterion, after visual and manual
validation of the particle tracking method. Here, we have used a first order transient model to approximate the position of a
particle. We have demonstrated that the errors in total mass using the particle tracking method are in the order of 1 × 10−14 to
1 × 10−16 (close to machine precision). Additionally, the particle tracking method offers a significant simulation time speed up
compared to solving the advection-diffusion equations. In the largest test case (256 × 256 mesh, ∆t = 1 × 10−5 s) the particle
tracking method solves in less than half an hour, while the advection-diffusion equations require over eight hours computing
time. Simulation time for the particle tracking method mostly depends on the number of particles introduced into the geometry.

We demonstrate the application of our method to cardiovascular research by simulation nanoparticle distribution in an
idealised human left ventricle geometry. To achieve this, we have implemented a Darcy’s law type model of myocardial perfusion
based on the work by Michler et al. (5, 7–9). It should be noted that the parameters for this model obtained by Hyde et al. (7, 9)
are based on imaging experiments using porcine hearts. Therefore, a detailed parameter sensitivity analysis should be performed
in order to understand the significance of each parameter and its implication for human heart models. It is, however, appropriate
to perform a qualitative analysis using these parameters. The results between our implementation of the perfusion model and
that by Michler et al. are very similar, but some differences in peak pressure and velocity magnitude are observed. One major
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difference in our implementation is that we do not allow connections between non-neighbouring compartments in the perfusion
model, as blood flow is strictly hierarchical, that is, blood does not flow back from capillaries to larger arterioles. Michler et al.
justified their choice by observing that the results better matched their expectations. Due to a lack of perfusion validation data,
we have decided to instead observe physiological principles and implement a strictly hierarchical perfusion model.

To demonstrate the use of our method to studying cardiac conditions, we additionally applied our particle tracking model to
a left ventricle subject to ischemia. Ischemia was modelled by modifying both the permeability tensor and diffusion coefficient
in the ischemic region. In the perfusion model, this change leads to an overall reduction in blood flow velocity by an order of
magnitude. Additionally, velocity is close to zero in a much larger region surrounding the ischemic zone. The ischemic region
does not receive any nanoparticles, however, nanoparticle distribution outside of the ischemic region appears mostly unaffected
by the presence of the ischemic zone and the reduction in perfusion velocity. This is most likely explained by the unaltered
diffusion coefficient that drives perfusion in the capillary compartment. Following the velocity results in the large and small
arteriole compartments, it should be expected that the capillary compartment experiences a similar reduction in perfusion
velocity, which should have been reflected by the diffusion coefficient. A test simulation (result not shown) indicated that this is
indeed the case. We included the results of the simulation with the unaltered diffusion coefficient instead as it provides a much
better visualisation of the effect of the ischemic zone on the simulation .

The rapid advancement of pre-clinical research from small to large animals crucially depends on improving the interaction
of in vivo and in silico experiments. Building on the work by Michler et al. (5, 8), with a particular motivation by the
experimental work on non-invasive drug delivery by Miragoli et al. (2), we have hereby provided a next step in this direction.
Our particle-based method of modelling tracer distributions through the left ventricle eliminates the requirement to compute
timesteps in the order of 1 × 10−5 s, as well as our model’s dependence on the Peclet number. With these improvements we
have been able to demonstrate that it is possible to simulate a number of cardiac cycles on a conventional laptop, instead of
having to rely on high-performance computing clusters. These improvements open the doors to simulating experimentally
relevant time frames of 30 min (2) or more, which contain 30–40 heart beats in a human, but ∼1 × 105 heart beats in a mouse.
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SUPPLEMENTARY MATERIAL
Implementation of the particle tracking method
We use the finite element method to solve the model equations. The variational form of the multi-compartment Darcy model
reads: Find pi ∈ H1(Ω) such that ∀qi ∈ H1(Ω)

(Ki · ∇pi ,∇qi)Ω + (Ψi , qi)ΓN +
( 3∑
k=1

βi,k(pi − pk), qi

)
Ω

− (si , qi)Ω = 0 (14)

Because blood flows from large arterioles to small arterioles to capillaries, we set the source terms Ψ2 = Ψ3 = 0, while Ψ1
governs inflow into the myocardium. Analogously we set sink terms s1 = s2 = 0 and s3 = −0.1 Pa−1 s−1(p3 − 3 kPa) following
(5). Additionally, exchange coefficients β are restricted to only allow exchange from compartment 1 to compartment 2, and from
compartment 2 to compartment 3, such that β1,3 = β2,1 = β3,1 = 0. Here, we differ from the approach by Michler et. al. (5), who
allowed symmetrical β, that is, they additionally allowed flow from the capillary compartment to the arteriole compartment,
and from the arteriole compartment to the artery compartment. Velocities wi are then easily calculated from pi using Darcy’s
law with porosities Φi .

wi = −ΦiKi∇pi . (15)

and serve as the input for the particle tracking method. In the large and small arteriole compartments, each bolus of nanoparticles
is advected according to the first order advection model (5). In the capillary compartment, concentrations follow diffusion
kinetics, whose variational form reads: Find c ∈ H1(Ω) such that ∀v ∈ H1(Ω)(

∂c
∂t

, v
)
Ω

+ (D∇c,∇v)Ω = 0. (16)

The model is implemented in Python 3.5.2 using the finite element framework FEniCS (15). In FEniCS the implementation
of the variational form is very similar to the mathematical formulation, allowing for a simple conversion of equations to code.
Coupled equations containing multiple unknowns like the multi-compartment formulation of Darcy’s law are implemented
using a mixed finite element:

1 N = 3 # number o f compar tmen t s
2 P1 = F i n i t e E l emen t ( ’P ’ , mesh . u f l _ c e l l ( ) , 1 )
3 MixedElem = MixedElement ( [ P1 , P1 , P1 ] )
4 FS = Func t i onSpace ( mesh , MixedElem )
5 q = T e s t F u n c t i o n s ( FS )
6 p = T r i a l F u n c t i o n s ( FS )
7

8 # V a r i a t i o n a l form of t h e mu l t i −compar tment Darcy ’ s law model
9 s3 = Con s t a n t ( −0 . 0 1 / ( Pa∗ s ) ) ∗ ( p [−1]− Cons t a n t (22∗mmHg) )
10 F = sum ( [ i n n e r (K[ i ]∗ g rad ( p [ i ] ) , g r ad ( q [ i ] ) ) f o r i i n r ange (N) ] ) ∗dx \
11 + sum ( [ q [ i ]∗ b e t a [ i ]∗ ( p [ i ]−p [ i +1 ] ) f o r i i n r ange (N−1) ] ) ∗dx \
12 + sum ( [ q [ i ]∗ b e t a [ i −1]∗ ( p [ i ]−p [ i −1] ) f o r i i n r ange ( 1 ,N) ] ) ∗dx \
13 − Ps i 1 ∗q [ 0 ]∗ ds ( IN ) − s3∗q [ −1]∗ dx

In compartments 1 and 2 (large and small arterioles) permeability K1,2 depends on the muscle fiber directions of the
left ventricle, which have been calculated using a rule-based algorithm (17) and imported from file as a Function on a
VectorFunctionSpace. Permeability tensors K1, K2, K3 are constructed using

1 f i b e r = Func t i o n ( Vec t o rFunc t i onSpac e ( mesh , ’P ’ , 1 ) , f i l e n ame )
2 d = p [ 0 ] . g eome t r i c _d imen s i on ( )
3 I = I d e n t i t y ( d ) # I d e n t i t y t e n s o r
4 K1 = Cons t a n t ( k1 ) ∗ i n n e r ( f i b e r , f i b e r )
5 K2 = Cons t a n t ( k2 ) ∗ i n n e r ( f i b e r , f i b e r )
6 K3 = Cons t a n t ( k3 ) ∗ I
7 K = [K1 , K2 , K3]

where k1, k2, k3 refer to parameters K1, K2, K3 in Table 2. Velocities wi are projected onto quadratic Lagrange (P2) elements
according to Darcy’s law with porosities Φi .

1 P2 = Vec t o rFunc t i o nSpac e ( mesh , ’P ’ , 2 )
2 f o r i i n r ange (N) :
3 w[ i ] = p r o j e c t (− Phi [ i ]∗K[ i ]∗ g rad ( p [ i ] ) , P2 )

Using wi the particle tracking method was adapted from the fenicstools package (https://github.com/mikaem/fenicstools). Here,
a particle’s position xi in compartment i is updated at each timestep according to velocity wi (6) via
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1 impo r t numpy
2 x [ : ] = x [ : ] + d t ∗numpy . do t ( c o e f f i c i e n t s , b a s i s _m a t r i x ) [ : ]

where coefficients refers to the components of wi and basis_matrix refers to the algebraic basis spanning the function space of
wi . Exchange of particles between compartments follows a random selection using exchange coefficients γi as the probability
that a particle travels from compartment 1 to compartment 2.

1 f o r c e l l i n p a r t i c l e _map_1 . keys ( ) :
2 # Randomly de t e rm i n e whe the r a p a r t i c l e i s removed from c e l l
3 i f numpy . random . r and ( ) < gamma :
4 # P a r t i c l e t o be removed
5 p a r t i c l e = p a r t i c l e _map_1 [ c e l l ] [ 0 ]
6 # Add p a r t i c l e t o p a r t i c l e _map of compar tment 2
7 p a r t i c l e _map_2 . __add__ ( ( mesh , c e l l , p a r t i c l e ) )
8 # Remove p a r t i c l e from p a r t i c l e _map of compar tment 1
9 p a r t i c l e _map_1 . pop ( c e l l , 0 )

The variables particle_map_1 and particle_map_2 refer to Python dictionaries containing the mesh cell IDs that carry particles.
Following exchange from compartment 2 to compartment 3 the nanoparticle bolus is released and nanoparticles are tracked as a
concentration that distributes via isotropic diffusion (7)

1 N = t o t a l _ n um b e r _ o f _ p a r t i c l e s ( )
2 # MeshFunct ion t h a t s t o r e s p a r t i c l e s t o be r e l e a s e d
3 p a r t i c l e s = MeshFunct ion ( " s i z e _ t " , mesh , mesh . t o po l ogy ( ) . dim ( ) )
4 p a r t i c l e s . s e t _ a l l ( 0 )
5

6 # C r e a t e l i s t o f p a r t i c l e s t o be r e l e a s e d
7 p o p _ l i s t = [ ]
8 f o r c e l l i n p a r t i c l e _map_2 . keys ( ) :
9 i f numpy . random . r and ( ) < gamma :

10 p o p _ l i s t . append ( c e l l )
11 p a r t i c l e _map_2 . pop ( c e l l , 0 )
12

13 # Se t MeshFunct ion v a l u e s t o 1 i f c e l l c o n t a i n s p a r t i c l e s t o be r e l e a s e d
14 f o r c e l l i n p o p _ l i s t :
15 p a r t i c l e _map . pop ( c e l l , 0 )
16 p a r t i c l e s . s e t _ v a l u e ( c e l l , 1 )
17

18 # I t e r a t o r ove r c e l l s c o n t a i n i n g p a r t i c l e s t o be r e l e a s e d
19 doma i n _ c e l l s = S u b s e t I t e r a t o r ( p a r t i c l e s , 1 )
20 dofmap = u . f u n c t i o n _ s p a c e ( ) . dofmap ( )
21 # Get l i s t o f dof wi th p a r t i c l e r e l e a s e e v e n t s
22 do f s = sum ( ( dofmap . c e l l _ d o f s ( c e l l . i ndex ( ) ) . t o l i s t ( ) f o r c e l l i n d oma i n _ c e l l s ) , [ ] )
23

24 # Number o f r e l e a s e d p a r t i c l e s
25 M = N − t o t a l _ n um b e r _ o f _ p a r t i c l e s ( )
26 # I f a p a r t i c l e i s r e l e a s e d ove r more t h an one dof , s c a l e a c c o r d i n g l y
27 s c a l e = M/ l e n ( do f s )
28 # Add r e l e a s e d p a r t i c l e s t o f u n c t i o n space o f compar tment 3
29 u . v e c t o r ( ) [ do f s ] += s c a l e ∗c

Nanoparticles that leave compartment 2 are recorded in a MeshFunction, which is then used to obtain the corresponding degrees
of freedom (dof) on the mesh. A scaling variable is calculated to take into account that multiple dof belong to an element and
the nanoparticle concentration for one element should be evenly distributed over the dof. The nanoparticle concentration in
compartment 3 is stored in u (P1) using and is updated according to (7) following the compartment exchange

1 FS = Func t i onSpace ( mesh , ’P ’ , 1 )
2 u = T r i a l F u n c t i o n ( FS )
3 v = Te s t F u n c t i o n ( FS )
4 un = Func t i o n ( FS ) # c o n c e n t r a t i o n a t p r e v i o u s t ime s t e p
5

6 # Time d i s c r e t i s a t i o n f o l l ow i n g Crank−Nico l son scheme
7 t h e t a = 0 . 5
8 U = Cons t a n t ( t h e t a ) ∗u + Con s t a n t ( t h e t a ) ∗un
9

10 # V a r i a t i o n a l form f o r any number o f compar tmen t s
11 k = Con s t a n t ( 1 / d t )
12 F = k ∗ ( u−un ) ∗v∗dx + D∗ do t ( g r ad (U) , g r ad ( v ) ) ∗dx
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We use a direct solver (MUMPS) for both the variational forms for the multi-compartment Darcy’s law equations, and
nanoparticle tracking equations. Time discretisation of the diffusion equation is achieved using a Crank-Nicholson scheme. All
simulations were performed on a laptop with four Intel Core i7-7700HQ 2.80 GHz CPUs (Intel Corp., Santa Clara, CA, USA)
and 16 GB RAM.
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