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ABSTRACT. An economic indicator forecasting by a quantitative method implies 
choosing a mathematical model. Since the tourism industry is characterized by a 
constant market growth from year to year (being a phenomenon of the 20th and 
21st centuries), it is advisable to use a linear model for forecasting. In this article, 
we consider the features of constructing such a model using the least squares 
method. Using the condition number of the matrix of residual equations, this 
article provides a concrete example of the most effective solution to this problem. 
 
INTRODUCTION 
There are two categories of forecasting methods. The first category is qualitative 
methods. They are based on the opinions, value judgments of various experts, as 
well as other consumers of services. This is the brain attack method, the Delphi 
method [1], the goal tree method, the matrix method, etc. 
 
The second category is quantitative forecasting methods [2]. They are based on 
the construction of a function (model), depending on the historical data of the 
time series. At the same time, it is assumed that the dynamics of the time series 
will continue in the future. This article describes this particular approach to 
forecasting the demand for tourism services.   
 
The first step of the quantitative method is to assess the state of the time series: 
the current period is characterized by either an uptrend, or a downtrend, or lack 
of a trend (that is, a flat) [3]. We will not explain these concepts as they are 
known. An example of the trend dynamics of a time series is shown in the Figure 
below. 



 
Figure 1. An example of an uptrend  

 
A side trend (flat) is shown in Figure 2. As you can see, the time series does not 
have a specific direction up or down, it forms a lateral movement. This time 
dependence manages to exit the flat and form a downward movement. 

 
Figure 2. An example of side trend 

 
ECONOMIC INDICATOR FORECASTING METHOD 
 
The second stage of the quantitative method involves the choice of model. When 
conducting speculative operations in the forex market, with the securities and 
raw materials market, moving averages are most often used to predict price 
behavior over time. 
 
However, in the field of tourism we are dealing with an ever-growing market for 
tourism services [4]. Therefore, we believe a priori that the demand for tourism 
services is characterized by an uptrend. We will determine the rate of this growth 
by the closest known values. Choosing a model which we will make a forecast 
with, we will keep in mind that non-linearity in the general case is poorly 
predicted. Therefore, this growth relative to the nearest known values of the 
indicator will be considered linear.  
 



To demonstrate our approach to forecasting, we will solve a specific problem. The 
number of tourists arriving in Ukraine from 2016 to 2019 is known, see Table 1. 
These data are obtained from cross-border statistics. 
 

Year, X Number of arrivals in million tourists, Y 

2016 21.73 
2017 21.57 

2018 22.11 

2019 23.49 
2020 ? 

Table 1. The source data for our task 
 

It is required to make a forecast of how many tourists will come to Ukraine in 
2020. 
 
As can be seen from the Table, the number of tourists arriving in Ukraine from 
year to year is constantly growing. We conclude that in the market of travel 
services there is an upward trend movement. Let's take a linear growth model:  
𝑌 = 𝑎 ∙ 𝑋 + 𝑏.  The time (years) in Table 1 is denoted by the independent variable  
𝑋, and the number of tourists’ arrivals (in millions) is denoted by the dependent 
variable 𝑌, see Fig. 3. 

 

 
Fig. 3. Graphical representation of a linear model 

 
In this model, the coefficient  𝑎 shows the growth rate of tourists’ arrivals. 
Geometrically, the coefficient 𝑎 represents the tangent of the slope of the 



straight line (see Fig. 3) to the 𝑋 axis. The coefficient 𝑏 is the segment that cuts off 
the line 𝑌 = 𝑎 ∙ 𝑋 + 𝑏 on the 𝑌 axis.  
 
Thus, we solve the problem of approximating points by the analytic function 
𝑌 = 𝑎 ∙ 𝑋 + 𝑏  using the least squares method. The points are presented in 
Table 1. 
 
To solve this problem, following the traditional least-squares method, we 
compose the residual equations in the general form: 

𝑟𝑖 = 𝑎 ∙ 𝑋𝑖 + 𝑏 − 𝑌𝑖 .  
 
Next, we compose the residual equations in numerical form: 
 

{

𝑟1 = 𝑎 ∙ 2016 + 𝑏 − 21.73
𝑟2 = 𝑎 ∙ 2017 + 𝑏 − 21.57
𝑟3 = 𝑎 ∙ 2018 + 𝑏 − 22.11
𝑟4 = 𝑎 ∙ 2019 + 𝑏 − 23.49

 

 
We write the last system in matrix-vector form: 
 

[

𝑟1

𝑟2

𝑟3

𝑟4

] = [

2016 1
2017 1
2018 1
2019 1

] ∙ [
𝑎
𝑏

] − [

21.73
21.57
22.11
23.49

] 

 
or:  

𝑟 = 𝐴 ∙ 𝑧 − 𝑙. 
 
Here  𝑟 is the residuals vector, 
𝐴 – residual equations matrix,  

𝑧 = [
𝑎
𝑏

]  –  vector of unknown values,  

𝑙 – free member vector. 
 
Further, it would be possible to solve the system of residual equations using, for 
example, a pseudoinverse matrix: 

𝑧 = 𝐴+ ∙ 𝑙,                          (1) 
where 𝐴+ = (𝐴𝑇 ∙ 𝐴)−1 ∙ 𝐴𝑇  – generalized inverse of matrix 𝐴. 
 
However, first we calculate the condition number of the matrix 𝐴. This number is 
equal to  

𝜅(𝐴) = ‖𝐴+‖ ∙ ‖𝐴‖ = 3.6 ∙ 106. 
 



Here  𝜅(𝐴)  is the condition number of the matrix 𝐴, 
             ‖𝐴+‖ – the norm of a pseudoinverse matrix 𝐴, 
             ‖𝐴‖ – the norm of matrix 𝐴. 
 
The condition number 𝜅(𝐴) characterizes the problem (1). It shows how many 

times the output value 
‖∆𝑧‖

‖𝑧‖
‖can change with a small change in the input data 

‖∆𝑙‖

‖𝑙‖
. 

The large value of the condition number indicates the poor stability of the matrix 
𝐴+. It is clear that we cannot consider the result of solving the problem 𝑧 = 𝐴+ ∙ 𝑙 
reliable if the condition number 𝜅(𝐴) is 3.6 million. Therefore, we will try to 
reduce the condition number of the residual equations matrix. 
  
For this, it is possible to make the elements of the residual equations matrix 𝐴, if 
possible, equal the same order of magnitude. For example, you can drop the total 
value of the first column of 2010. And in subsequent calculations, we can take 
into account this total value. This will significantly reduce the condition number  
𝜅(𝐴). 
 
However, let's go in a more convenient way. First let’s find the average value of 
the elements from the first column. It turns out to be equal to 2017.5. Then we 
subtract this average from all elements from the first column. These new received 
abscissas are called centered abscissas. Geometrically, we moved the  𝑌 axis to a 
point (0, 2017.5),  see Fig. 3. Our line intersects with the new  𝑌′ axis at point  
(𝑏′, 2017.5). 
 
Then the residual equations will have the following form: 
 

[

𝑟1

𝑟2

𝑟3

𝑟4

] = [

−1.5 1
−0.5 1
0.5  1
1.5  1

] ∙ [
𝑎
𝑏′

] − [

21.73
21.57
22.11
23.49

] 

 
In this case, the condition number of the matrix A will be equal to a small value: 
 

𝜅(𝐴) = 1.118 
 
Bear in mind that the "best" conditional number is one. In this case, with a small 
change in the input data, the output values change by about the same amount. 
 
We make normal equations   𝐴𝑇 ∙ 𝐴 ∙ 𝑧 = 𝐴𝑇 ∙ 𝑙: 
 

[
5       0
0       4

] ∙ [
𝑎
𝑏′

] = [
2.91
88.9

] 



  
As you can see, the system of normal equations was transformed into two 
independent equations. This transformation is a consequence of our introduction 
of centered abscissas. From the first equation we find the tangent of the slope of 
the model 𝑎: 
 

𝑎 =
2.91

5
= 0.582  million per year 

 
Model parameter 𝑎 characterizes the growth rate of visitors to the country per 
year. In fact, we calculated  𝑎  with the following formula: 
 

𝑎 =
∑ 𝑥∙𝑌

∑ 𝑥2
.                        (2) 

 
Here  𝑥  are  the centered coordinates obtained by subtracting the average value 
from the vector of the original coordinates 𝑋,  
          𝑌  are  source coordinates from the Table 1. 
 
In formula (2), we only centered on the abscissas to find  𝑎. Note that some 
authors also center the vector  𝑌  in a similar formula. In this case, they get the 
same value, that is: 

∑ 𝑥 ∙ 𝑌

∑ 𝑥2
=

∑ 𝑥 ∙ 𝑦

∑ 𝑥2
 

 
Therefore, it is not necessary to center the vector 𝑌 as well. 
 
To find the second parameter of line 𝑏, we use the fact that the line constructed 
by the least squares method passes exactly through the midpoint (�̅�, �̅� = 𝑏′), see 
Fig. 3. The equation of the line passing through the midpoint (�̅�, �̅�)  has the 
following form: 
 

�̅� = 𝑎 ∙ �̅� + 𝑏, 
where: 

�̅� =
∑ 𝑋

4
= 2017.5, 

 

�̅� =
∑ 𝑌

4
= 22.225. 

 
From here we find the second unknown parameter of the line: 
 

𝑏 = �̅� − 𝑎 ∙ �̅� = −1151.96 
 



Now we check the correctness of the calculation of the parameters of the line 𝑎 
and 𝑏. This control follows from our following reasoning. When solving the least 
squares problem, we look for the minimum of the function: 

𝑆 = ∑ 𝑟2 = 𝑟𝑇 ∙ 𝑟 = 𝑟𝑇 ∙ (𝐴 ∙ 𝑧 − 𝑙) = 𝑟𝑇 ∙ 𝐴 ∙ 𝑧 − 𝑟𝑇 ∙ 𝑙 

But  

𝑟𝑇 ∙ 𝐴 ∙ 𝑧 = 𝑧𝑇 ∙ 𝐴𝑇𝑟 = 𝑧𝑇 ∙ 𝐴𝑇(𝐴 ∙ 𝑧 − 𝑙) = 𝑧𝑇 ∙ (𝐴𝑇𝐴 ∙ 𝑧 − 𝐴𝑇 ∙ 𝑙) = 𝑧𝑇 ∙ [
0
0

] = 0.  

 
Therefore, the equality  𝑟𝑇 ∙ 𝑟 = −𝑟𝑇 ∙ 𝑙  can serve as a control of the correctness 
of the solution of the least squares problem. 
 
For our problem, we find both of these sums: 

∑ 𝑟2 = 0.59388 

 

∑ 𝑟 ∙ 𝑙 = − 0.59388 

 
As you can see, both sums coincide in absolute value and opposite in sign. This 
indicates the correctness of the solution. 
 
Now we can calculate the forecast value for 2020: 
 

𝑌 = 𝑎 ∙ 𝑋 + 𝑏 = 0.582 ∙ 2020 − 1151.96 = 23.68  million. 
 
Thus, according to our forecast, the number of tourists visiting Ukraine in 2020 
will be 23.68 million people. Perhaps our forecast would have been correct, 
providing the coronavirus COVID-19, being a force majeure, had not occurred. 
 
CONCLUSIONS. In the quantitative method of an economic indicator forecasting, 
an effective approach is to initially assess the state of the time series. The time 
series in question may have an uptrend, downtrend or sideways trend, i.e. flat. 
Next, if we have an uptrend or downtrend, then we build a linear trend model. In 
this case, using the least squares method, one should calculate the condition 
number of the residual equations matrix. If the condition number is too large (for 
example, millions, as in the above-mentioned example), then the residual 
equations matrix should be simplified, for example, by entering centered 
coordinates. When calculating the tangent of the slope of the model, it is 
advisable to center only the abscissas and to use the original ordinates. The 
solution should be checked with the formula:  𝑟𝑇 ∙ 𝑟 = −𝑟𝑇 ∙ 𝑙.    
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