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Abstract— Requirements prioritization plays an important 
role in driving project success during software development.  
Literature reveals that existing requirements prioritization 
approaches ignore vital factors such as interdependency 
between requirements. Existing requirements prioritization 
approaches are also generally time-consuming and involve 
substantial manual effort. Besides, these approaches show 
substantial limitations in terms of the number of requirements 
under consideration. There is some evidence suggesting that 
models could have a useful role in the analysis of requirements 
interdependency and their visualization, contributing towards 
the improvement of the overall requirements prioritization 
process. However, to date, just a handful of studies are focused 
on model-based strategies for requirements prioritization, 
considering only conflict-free functional requirements. This 
paper uses a meta-model-based approach to help the 
requirements analyst to model the requirements, stakeholders, 
and inter-dependencies between requirements. The model 
instance is then processed by our modified PageRank algorithm 
to prioritize the given requirements. An experiment was 
conducted, comparing our modified PageRank algorithm’s 
efficiency and accuracy with five existing requirements 
prioritization methods. Besides, we also compared our results 
with a baseline prioritized list of 104 requirements prepared by 
28 graduate students. Our results show that our modified 
PageRank algorithm was able to prioritize the requirements 
more effectively and efficiently than the other prioritization 
methods. 

Keywords— requirement prioritization, requirements 
interdependencies, meta-model, page-rank 

I. INTRODUCTION 
Software development is a time and budget intensive 

process. A successfully developed software system not only 
depends on its correct functioning but also depends on the 
value delivered to the stakeholders [1]. In today’s software 
development culture where requirement changes are frequent 
and continuous, the decision of which requirements will be 
considered first  (i.e., requirements prioritization (RP)) in a 
specific iteration is very important. Requirements 
prioritization is defined as a process of prioritizing a set of 
requirements based on different parameters of interest e.g., 
risk, cost, time and inter-dependencies [1]. The prioritized list 
(if performed for a software release) is developed and used 
with the same process being repeated for upcoming iterations. 
For example, the RP results can be used to plan and select the 

optimal set of requirements for development in the next 
release.  

A number of RP techniques (e.g. [2][3][4]) have been 
proposed in the literature together with some empirical 
evidence on their evaluation. Genetic Algorithms (GA) is also 
being used for prioritizing the requirements (e.g. [5][6]) with 
promising results. In addition, the Analytic Hierarchy Process 
(AHP) is one of the most discussed prioritization approaches 
in the research community and is actively being used for RP 
[7][8][9].  The use of fuzzy logic-based techniques for 
prioritization of requirements has also been investigated in the 
literature (e.g., [9][10]). Unfortunately, most of the existing 
techniques are only focusing on prioritizing conflict-free 
requirements (for instance in [11]) and in many cases, these 
approaches are ignoring requirements interdependencies (e.g., 
[7][12][13][14]). Requirements dependencies play a huge role 
in the overall software engineering process and researchers 
have tried to compute them automatically [15].  

Model-Driven Engineering (MDE) is an efficient and 
effective way of both managing software complexity, as well 
as providing a basis for the systematic development of 
software at various abstraction levels.  MDE has been applied 
in Requirements Engineering (RE) for structuring, 
formalizing, and visualizing the requirements in the form of 
models (e.g. [16][17][18]). The resulting models can be used 
for generating design models and executable code by using 
Model-Driven Development (MDD) tools and technologies 
and are useful to aid in software analysis during the whole 
development process (e.g., trade-off analysis [19]). Extending 
the potential of using such models, one can use these for 
defining the dependency between requirements, with the goal 
of automatically performing dependency-based prioritization. 
A more recent work suggests that the use of the PageRank 
algorithm [20] for RP [11] is effective for ranking 
requirements based on dependencies. However, these kinds of 
approaches are not taking into account non-functional 
requirements and consider only optional requirements without 
any requirement conflicts. This impedes the possibility of 
using such RP approaches in realistic scenarios. 

To alleviate the aforementioned restrictions, we proposed 
a meta-model based approach to facilitate the modeling, 
visualization, and prioritization of requirements and their 
related test cases [21]. The proposed meta-model borrows 
concepts from System Modeling Language (SysML1) which 
can be found in other meta-models in the literature (for 1“SysML”, Available: https://sysml.org/ 

 



instance representing stakeholder information [22], 
requirements [17] and their relationships [17][23]). The 
proposed meta-model is capable of modeling requirements 
along with interdependencies between them and other factors 
(e.g., risk, cost, time to develop and business value) that are 
significant for RP. The meta-model is supported by a tool that 
aids the visualization, modeling, and prioritization of the 
requirements. These models are integrated with RP and we 
propose the use of a modified version of the PageRank 
algorithm in which the initial rank is assigned differently, and 
it can distinguish conflicting edges. To provide meaningful 
experimental evidence on the use of such an approach, we 
evaluated our proposed prioritization algorithm in terms of the 
following questions: 

RQ1: Does the modified PageRank algorithm effectively 
prioritize a set of requirements?  

RQ2: Does the modified PageRank algorithm efficiently 
prioritize a set of requirements?  

Based on these research questions, our experiment 
compares our proposed approach with a list of 104 
requirements prioritized by 28 graduate students registered in 
the Advanced Requirements Engineering course in a private 
university (onwards called the baseline). 

The rest of the paper is structured as follows: in Section II 
we discuss the related work, while in Section III we discuss 
our proposed model-based RP approach. In Section IV we 
demonstrate our proposed model-based requirements 
prioritization approach on a small example case, while in 
Section V we evaluate our modified PageRank algorithm by 
comparing the results with the baseline and other algorithms. 
In Section VI we discuss the results of this paper, and in 
Section VII we discuss the threats to validity. Finally, in 
Section VIII we describe the limitations of our work and 
concluded the paper. 

II. RELATED WORK 
Recently, RP techniques using AI have been proposed and 

deployed as a key component of an efficient and effective 
process. For example, the fuzzy logic and evolutionary 
algorithms along with traditional ones like the AHP [24] are 
widely used independently and in combination [25][26]. An 
evolutionary algorithm called Interactive Genetic Algorithm 
(IGA)  [27] was used to prioritize forty-nine functional 
requirements based on a real case. The algorithm was 
compared with AHP to determine the reduction in pairwise 
comparison effort. The results showed that IGA outperformed 
AHP by decreasing the elicitation effort by 10%. Another GA 
based technique was proposed to prioritize requirements 
called Least-Square-Based Random Genetic Algorithm 
(LSRGA) and was empirically evaluated to measure its 
performance in comparison to IGA [5]. Gradient Descent 
Ranking (GDRanking) [28] is a machine learning approach 
for prioritization of requirements elicited through the Quality 
Function Deployment (QFD) [28]. This approach has two 
distinct phases for pairing and balancing both the functional 
and non-functional requirements. The proposed method was 
evaluated for four pairs on both functional and non-functional 
requirements. However, issues like requirement 
dependencies, renewing the requirements rank with an 
addition of new requirements and scalability are not 
considered. Another machine learning based approach called 

Case-Based Ranking (CB-Ranking) is proposed for 
requirements prioritization [29]. CB-ranking uses pair-wise 
comparisons (e.g., AHP) and the elicitation of the candidate 
priority between requirements relies on Boolean values.  This 
gives less noisy data and concrete priority values for the pairs. 
Their results showed that CB-ranking is more effective and 
accurate as compared with AHP with an increase in the size 
of the dataset. Further, the experimental results showed that 
CB-ranking performs better than AHP by reducing the number 
of disagreements. Nevertheless, this work relies on a rather 
small data set and is not taking into account the dependency 
factor between requirements. Interested readers can have look 
at the comprehensive review on RP techniques [30]. 

AI techniques are helping RP by providing better support 
for handling non-functional RP, prioritizing a large number of 
requirements for large-scale software systems, and tackling 
the precision and accuracy issues. However, there is a need to 
evaluate RP techniques in more realistic situations by taking 
into account factors like the interdependency between 
requirements, and conflicting requirements. In this context, a 
recent study proposed an i* model-based requirement 
prioritization technique using the PageRank algorithm [11]. 
This work considered only optional and conflict-free 
functional requirements. To the best of our knowledge, only 
one recent study [11] considered the information available in 
the models for prioritization. Moreover, our approach seeks to 
improve previous approaches by taking into account other 
factors for requirements prioritization such as risk, business 
value, cost, dependencies, and even conflicts. This also makes 
SysML not applicable in our case. SysML lacks in taking into 
account the relevant factors like risk, business value, and cost. 
Our approach is also independent of the type (i.e., 
Functional/Non-Functional) of requirements being 
prioritized. Prioritizing requirements with conflicts can help 
in providing decision support for deciding the resolution of 
conflicting requirements based on priorities. 

III. PROPOSED APPROACH 
This section describes our proposed approach for 

requirements prioritization using PageRank algorithm and 
the meta-model (developed in Ecore2) behind the approach. 
We also provide a (prototype) tool3 support that aims to 
support the requirement visualization, analysis, and 
prioritization. 

Our tool supported approach allows the generation of an 
instance model from a spreadsheet exported from a 
requirements management tool (e.g., DOORS4). At the 
moment, the requirements dependencies are to be written 
manually by the requirement analyst in a spreadsheet or 
visually in our tool. We aim to automate this step by the use 
of natural language processing algorithms. We also 
considered other vital factors like risk, cost, business value 
and time to develop (cost) for RP. The optional factors can 
also be modelled manually or can be provided in the 
spreadsheet. The generated model is based on the meta-model 
shown in Fig. 1. The meta-model allows modelling of both 
functional and non-functional requirements with 
dependencies. 

A. The Meta-Model and Concrete Syntax 
Our requirements model borrows concepts from the 

SysML and other models in literature. In our case, each 
requirement has an id, title, description, 
rationale and other optional properties vital to the 2“EMF.”, Available: https://www.eclipse.org/modeling/emf  

3“MBRP”, Available: https://github.com/a66as/mbrp 
4“Rational DOORS”, Available: https://www.ibm.com/se-

en/marketplace/requirements-management 
 
  



requirements prioritization process (i.e., risk, cost, and 
businessValue) can take values between one and ten 
representing the risk factor associated with a requirement, the 

expected cost for the development and value it adds to the 
overall project, respectively.  

 
Fig. 1. Meta-Model to support requirement prioritization

An optional initial priority (StakeHolderPriority) 
is assigned to the requirements using MoSCoW technique 
(Must have, Should have, Could have and Would have)) [31] 
priorities. In our approach, it is recommended to model the 
optional properties (if available) for a better prioritization. The 
mbprPriority is used for automated priority calculation by 
our modified PageRank algorithm. 

Stakeholder(s) information can also be modeled and 
linked to requirements. Each Requirement contains 
multiple instances of RequirementRelationship which 
can represent different types of dependencies (e.g. depends, 
conflicts, derives, defines, refines and realizes). A 
Requirement can also be linked to multiple test cases. Note 
here that it can be extended to support the requirements 
analysis phase in a more comprehensive way and with more 
factors.   

We have developed a concrete syntax for our instance 
model in Sirius5. We used Sirius because it allows the 
generation of Eclipse-based model editors. The tools allow 
end-users to model the requirements and view the model 
visually. TABLE I.  shows our concrete syntax with respect 
to the meta-model elements. 

Functional requirements are represented using yellow 
notes with id and title information associated with it. 
Non-Functional requirements are represented using a purple 
note with id and title information associated with it. A 
Stakeholder is represented with a user icon. In addition, a 
TestCase is represented using orange color note with id and 
priority on it. The different types of dependencies are 
mentioned on the edges and are also color coded as follows: 
Depends (black arrow), Derives (grey arrow), Refines (blue 

arrow), Conflicts (red arrow) and Realizes (black arrow with 
“<realizes>” label). The association of requirements with the 
respective stakeholder(s) is shown through doted green lines. 

TABLE I.   CONCRETE SYNTAX 

Meta-Model 
Element 

Concrete Syntax 
Representation Source Target 

Requirement  - - 

NonFunctionalRe
quirement  

- - 

Stakeholder  - - 

TestCase  - - 

linkedRequireme
nts  Stakeholder Req. 

Depends  Req. Req. 

Derives  Req. Req. 

Refines 
 

Req. Req. 

Conflicts  Req. Req. 

Realizes  Req. Req. 

 

B. Requirements Prioritization 
Requirements are prioritized by following the steps shown 

Fig. 2. The requirement model is fed into the tool and for each 
requirement, the initial rank, cost contribution, risk 
contribution, and links contribution are calculated. All the 
calculated values are summed, and the sum is assigned as a 
priority to the requirement. These steps are repeated for each 
requirement and then the tool sorts the new list based on 

5“Sirius”, Available: https://www.eclipse.org/sirius/overview.html  



resultant priorities producing a prioritized list of requirements. 
We further explain each step, in detail in this section. 

The Initial Rank is assigned as shown in eq. (1). The 𝑁"#$ 
in the equation represents the total number of requirements in 
the requirements’ model. The initial rank equation has the 
value of 0.625 representing the degree to which the priorities 
should be dictated by the interdependencies. 

𝑅_𝑖 = 𝑁_𝑟𝑒𝑞		 × 	0.625						(1) 

 
Fig. 2. Prioritization Process 

 The cost contribution to the priority is also calculated for 
each requirement and is added to the priority of the 
requirement. The cost contribution (to the priority) of a 
requirement is calculated by taking the ratio of 
businessValue and cost attributes of the Requirement. 
Note that if the required values for calculation of cost 
contribution is not modeled, the algorithm will just add one to 
the priority of that respective requirement. 

The algorithm adds the risk contribution to the priority of 
the requirement. The risk contribution is calculated by taking 
the ratio of businessValue and riskFactor attributes of 
the Requirement. The algorithm will increment the priority 
value by one if the required values for the calculation of risk 
contribution to the priority are missing. 

 The optional initial stake holder’s priority is also added to 
the priority of the requirements. These priorities are modeled 
using the StakeholderPriority enumeration in the meta-
model. As in the MoSCoW method our literals also contribute 
to the priority in the ordinal way. The literal MustHave 
contributes 9.0 to the priority, ShouldHave contributes 6.0 to 
the priority, CouldHave contributes 3.0 to the priority and 
finally WouldHave contributes 1.0 to the priority. Based on 
the selected literal for the requirement, the targeted 
contribution is added to the priority of the requirement. 
 For the calculation of the link contributions, the algorithm 
extracts all the dependencies among dependent requirements. 
Each dependency edge (incoming) is weighted by dividing the 
current priority of the source (of the dependency) requirement 
equally among all dependency edges except for the edges 
representing a Conflict. The weighting for each 
dependency edge is done as shown in eq (2). 

𝐿789:.; = 𝑃𝑟𝑖.="7."#$.		/	𝑙𝑒𝑛(𝑟𝑒𝑙𝑎𝑡𝑒𝑑𝑅𝑒𝑞𝑠. )						(2) 

 In case of conflict edges, the contribution of the edge to the 
requirement priority is evaluated as per the following 
conditions:  

• If the source requirement of the edge has a higher 
priority than the target of the edge, then half of the 
weight of the edge is subtracted from the priority of 
the target requirement. 

• Otherwise, half of the weight of the edge is added to 
the priority of edge’s source requirement. 

The link contribution is added to the overall priority if the 
edge is not representing a conflict. 

The steps of this process (mirrored as steps 1, 2, 3, and  4 
in Fig. 2) are repeated for each requirement and then the links 
are weighted, and the links contributions are added to the 
priorities of each requirement. The algorithm then sorts the 
requirements based on the mbrpPriority and generates a 
prioritized list of requirements. 

IV. DEMONSTRATION OF THE PROPOSED APPROACH 
For the illustration of our proposed approach, we have 

presented a small example of a requirements dataset with four 
requirements. TABLE II. shows the IDs of the requirements 
and their relations (Link column), Business Value (BV 
column), cost, initial MoSCoW priority (IP column), and risk 
factors associated to a requirement (Risk). 
 Fig. 3 shows the representation of the example dataset as 
a model created in our tool. It shows that R1 has three 
incoming links, R2 and R3 have one incoming link and R4 
have no incoming link. The outgoing edges are modeled as per 
shown the in the link column of the TABLE II.   

TABLE II.  EXAMPLE REQUIREMENTS DATASET 

ID 
Requirements Data 

Link BV Cost IP Risk 

R1 - 6 2 MustHave 2 

R2 Depends on 1 7 5 MustHave 3 

R3 Refines 2, Depends on 1 8 7 MustHave 3 

R4 Depends on 1, Depends on 3 10 8 MustHave 5 

 

All the four requirements have initial MoSCoW priority 
of ‘9’ tagged as “Must Have”. As per our algorithm, an initial 
rank is assigned to each requirement as per eq. (1). So, in this 
case, all the requirements have an initial rank of 2.5 (4*0.625) 
= 2.5).  The MoSCoW priorities are then added to the initial 
rank. For the example dataset, all the requirements are tagged 
as “Must Have” and thus contributing the number 9.0 to the 
priority (making overall priority = 2.5 + 9.0 = 11.5, shown in 
Pi column of TABLE III. ). After this step, risk and cost 
contributions are summed (shown in the CR column in 
TABLE III. ) and are added to the overall priority of each 
requirement. Cost and risk contributions to the priority are 
calculated as discussed in Section III (e.g, for R1 cost 
contribution is 6/2=3 and the risk contribution is also 3 
eventually resulting in a contribution of 6 to the priority). 

 
Fig. 3. Requirements model of example dataset 



Till now the resulted priorities of each requirement are 
considered as the current priorities and are shown in Px 
column of TABLE III. For calculation of the links 
contribution to the priority, the algorithm takes requirements 
one by one and starts dividing the current priority in the 
outgoing edges. In the case of R1, there are no out-going 
links, so this step is skipped. In case of R2 the priority value 
(15.8) is assigned to the edge (R2 to R1) and is added to the 
priority of R1. For R3 the current priority (15.3) is divided 
between the two outgoing edges, incrementing R1 and R2’s 
priority by 7.6. For R4 the current priority (14.7) is divided 
equally in between the two edges, resulting in an increment 
of 7.3 in R1 and R3’s priority. The total sum of the edges 
contribution for each requirement is shown in EC column of 
TABLE III. The last column (Pf) shows the final priority of a 
requirement calculated by using our modified PageRank 
algorithm. 

TABLE III.  PRIORITIZED EXAMPLE DATASET 

ID 
Requirements Priorities 

Pi CR Px EC Pf 

R1 11.5 6 17.5 30.8 48.3 

R2 11.5 4.33 15.8 7.6 23.4 

R3 11.5 3.80 15.3 7.3 22.6 

R4 11.5 3.25 14.7 0.0 14.7 

 
 TABLE II. shows that R4 is of the highest value to the 
stakeholder but since it has dependencies and thus requires 
R1 and R3 (that depend on R2) to be developed first. In this 
case, our algorithm correctly ranked the example data set of 
requirements. 

V. EVALUATION 
For evaluation of our approach, this section compares our 

results with existing algorithms and with a baseline (obtained 
from an experiment performed with human subjects). The 
baseline is required in our case because we wanted to evaluate 
our proposed approach for accuracy and efficiency. We 
conducted an experiment where 30 graduate students 
prioritized a dataset of 104 requirements. The lists from the 
graduate students are evaluated and an average priority (from 
28 valid lists) of each requirement is considered as the 
baseline. the valid lists were averaged, and the baseline was 
obtained. The same 104 requirements dataset was then 
prioritized on AHP, and fuzzy Analytic Network Process 
(ANP), FAHP, FANP, IGA, and our modified Page-Rank 
algorithm. The obtained lists from the prioritization 
algorithms were compared with the baseline using a statistical 
test. Fig. 4 shows the overall flow of our experiment. The rest 
of the section explains each step of the experiment in more 
detail. 

A. Preparing the Baseline 
The evaluation of our proposed approach for RP is done 

on a dataset of 104 requirements used in the development of 
a smart home system. The dataset contained the required 
information for requirements prioritization (such as 
dependencies, expected development time, etc.). In order to 
be able to compare the results of our approach, we conducted 
an experiment to obtain a baseline prioritized list of 

requirements. The experiment was conducted in a purely 
academic setup where 30 graduate students participated in 
this activity. The students were enrolled in the “Advanced 
Software Requirements Engineering” course and had already 
worked on at least one real software development project. A 
one-hour session was conducted prior to the experiment 
where the students were briefed about the requirements’ 
dataset. The students assigned the initial stakeholder 
priorities, risk, cost contributions, dependency factors as per 
their own understanding. For each requirement, all the 
mentioned values were summed, and the sum was assigned 
as priority to the requirement. All students prioritized the 
dataset, but two submissions were not completed and were 
not included in the baseline. Finally, a total of 28 submissions 
were considered for creating the baseline. The baseline list 
was obtained by considering the average of all the 28 
priorities for each requirement. 

B. Evaluation Experiment Execution 
We prioritized the same dataset (used for preparing the 

baseline) on AHP [24], ANP [26], FAHP, FANP, IGA [27], 
and our modified PageRank algorithm. We selected these 
techniques since they are widely used for multiple criteria 
decision-making and deals with quantitative data. For 
example, AHP is a pair-wise comparison technique used for 
prioritization. It is definitely the most widely used and studied 
requirements prioritization technique. 

The tool that we used for evaluating AHP is named 
“Super-Decision”. It automates the manual input of data into 
models and helped us in getting the pair-wise decisions. The 
tool was used for AHP prioritization in many fields of 
business and marketing [2] and is also used for requirements 
prioritization especially for the multi-criteria decision-
making process. We considered several optional factors: 
stakeholder’s priority, risk, and cost. According to these 
factors, we prioritize the requirements dataset. The tool 
facilitates us to mention all these factors as criteria and all the 
requirements in the form of clusters and also show their 
relation to the mentioned factors (criteria). We created 
different clusters of the modules to represent the requirements 
as the 3rd hierarchy of the process. After creating this model, 
we perform the pair-wise comparisons of the requirements 
according to the criteria and we obtained the prioritized list 
of requirements. 

Analytical network process (ANP) is a generalization of 
AHP also a multi-criteria decision-making technique used for 
prioritization. In ANP the number of comparisons is almost 
double than that of AHP because of the bidirectional 
relationship between the clusters. We implemented the ANP 
process by using the “Super Decision” tool which facilitated 
the bidirectional relation between the cluster and the 
requirements. The bidirectional arrow defines the 
relationship of each factor to the elements of the alternative 
cluster. The elements in the alternative cluster also have a 
dependency on the factors of criteria cluster. The tool 
facilitated us in all pair-wise comparisons of the clusters 
according to the model and allowed us to rank the 
comparisons. After ranking the comparison, the tool 
calculated the normalized priority. 

We also used Fuzzy AHP which is the fuzzy version of 
AHP. This technique is also a multi-criteria decision-making 
technique and handles both qualitative and quantitative form 



of data. We used the fuzzy interface system (FIS) using the 
Matlab ranking the dataset on Fuzzy-AHP.  

Fuzzy-ANP is the advanced form of ANP just like in case 
of Fuzzy-AHP. For Fuzzy-ANP we created different FIS files 

as the clusters of Fuzzy-ANP and then implemented our 
dataset to get the results in the form of priorities.  

 
Fig. 4. Process of the evaluation experiment 

The IGA was with default setup and the fitness function 
used for the IGA was to check if top 7 known requirements 
are listed in the top 20 of the obtained lists. The IGA would 
stop if and only if all the top 7 requirements are listed in the 
top of the obtained list OR it would stop if the predefined 
number of iterations are completed. In our case, we limited 
the iterations to 50,000. This took around 60 minutes on an 
Intel Core i3 (2.20 GHz) 2nd gen. machine with RAM of 4 
gigabytes. Note that as an initial population, we provided ten 
lists obtained from the students.  
The proposed PageRank algorithm was used to prioritize the 
created requirement model by using our own tool 
implementation. Our tool has the option of loading a 
requirement list from a comma-separated values file. We 
loaded the dataset from a file and the model was 
automatically generated by our tool. We manually verified 
the correctness of the generated model. We then prioritized 
the requirements model and a sorted prioritized list was 
generated and written to a file within seconds. 

C. Experimental Results and Analysis 
To answer our RQ1 (Does the modified PageRank 

algorithm effectively prioritize a set of requirements?) we 
checked the normality of the prioritized lists obtained from 
AHP, ANP, FAHP, FANP, IGA and modified Page-Rank. 
Our data observations are drawn from an unknown 
distribution, we applied the Wilcoxon signed-rank test [32] to 
evaluate if there is any significant difference between the 
generated RP lists and the baseline without making any 
assumptions on the distribution. 

We found that all the lists obtained from the selected 
techniques (including modified PageRank) produced 
different results as compared to the baseline. The p-values of 

the applied statistical test are listed in TABLE IV. From our 
results, we infer that there is a statistical difference between 
all data sets at the 0.05 level. To check the actual difference, 
we applied Cohen’s D effect size [33] and the result against 
each technique is shown in TABLE IV. Cohen D test was 
used to calculate two data sets and returning the deviation that 
a sample from one set will be different than a randomly 
selected sample from the other set. According to Cohen [33], 
the effect can be small (<0.2), medium and large (>0.8). 

 
Fig. 5. Comparison of the accuracy results 

TABLE IV.  THE P-VALUES AND THE EFFECT SIZE  

Technique 
Statistical Tests and Values 

P-Value (Wilcoxon signed-rank) Effect Size 

PageRank 0.004 0.1 

AHP P<2.2e-16 1.41 



Technique 
Statistical Tests and Values 

P-Value (Wilcoxon signed-rank) Effect Size 

ANP P<2.2e-16 1.37 

FAHP P=0.003 0.2 

FANP P=2.6e-13 1.2 

IGA P=2.9e-11 1.71 

 
 We have found that the list produced by PageRank is 
closer to the actual baseline and thus it can be concluded that 
our modified PageRank algorithm effectively prioritized the 
list of 104 requirements when compared to our baseline than 
the other techniques. Fig. 5 shows the exact differences for 
each technique from the baseline. 

To answer our RQ2 (Does the modified PageRank 
algorithm efficiently prioritize a set of requirements?) we 
recorded the time taken by each technique to prioritize our 
dataset of 104 requirements. Our results show that ANP and 
AHP took the most time and that is because these techniques 
are impacted by the manual effort needed to perform them. 

IGA took more than one hour to converge upon a solution, 
while FANP and FAHP outperformed IGA in terms of time. 
The FAHP technique was even more efficient in terms of time 
when directly compared to the FANP technique. We have 
also recorded the rule coding time for FANP, and the results 
are shown in Fig. 6.  

Our proposed approach produced the prioritized list of 
requirements in less than a second. Note that our approach 
generates the requirements model automatically from the 
generated .csv file. Based on the time results for each 
technique we can clearly see that the modified Page-Rank 
algorithm efficiently prioritized the list of 104 requirements. 
The time (in minutes) taken by each technique is shown in 
Fig. 6. 

 
Fig. 6. Comparison of time taken by all techniques 

VI. DISCUSSION 
In this paper, we used PageRank algorithm on models for 

RP and evaluated our approach. The results obtained from 
this evaluation show that all the selected techniques for the 
experiment produced different results when compared to a 
baseline. Some techniques (e.g., the Fuzzy-AHP and 
PageRank) was able to produce closer results to the baseline 
than the other techniques. Our results suggest that 
prioritization techniques considering requirement 
dependencies can produce more closer (to humans) results. In 

the cases where the requirements dependencies are hard to 
determine, automated dependencies extraction approaches 
can be used. Since most of the approaches have no way to 
represent conflicting requirements or competing 
stakeholder’s interest, a multi-criteria decision support 
system with the ability to use requirement-level dependency 
information and conflict resolution should be considered for 
requirement prioritization. 

In addition, the results obtained from the experimental 
evaluation show that manual techniques (even the tool 
supported) are not efficient and consume a huge amount of 
computational time. It is important to mention that the 
evolutionary algorithms might not converge upon a solution 
(in case of larger datasets) in a reasonable amount of time. 

VII. THREATS TO VALIDITY  
 The internal validity threats are related to our 
experimental design. The experiment was not conducted in a 
real industrial setup and was conducted in an academic 
environment. The participants of the experiments were 
students and not industry professionals, and this could affect 
the final results. Nevertheless, we ensured that the students 
are familiar with the requirements prioritization topic and 
have worked on one real software development project. 
While it is possible that prioritizations created by industrial 
engineers would yield different results, there is some 
scientific evidence [34] supporting the use of students in 
software engineering experiments. 

Some external validity threats were addressed by selecting 
a diverse set of requirements. We argue that having access to 
a realistic dataset and rather a good number of requirements 
can be representative. The size of the dataset is another 
limitation which makes our results less generalizable for 
large-scale scenarios in thousands of requirements are to be 
consider.  More studies are needed to generalize these results 
to other domains and RP methods used. 

VIII. CONCLUSION 
 In this study, we considered dependencies for 
requirements prioritization with the help of a meta-model and 
PageRank algorithm. Our approach helps in modeling the 
requirements dependencies and prioritizing the requirements 
based on dependencies. Our approach is implemented in a 
tool and helps in visualizing the requirements along with 
dependencies. We evaluated our approach on a dataset of 104 
requirements. We conducted an experiment to obtain a 
baseline so that we can compare the results of our algorithm 
and other state-of-the-art to a ground truth (baseline). We 
compared the results of our PageRank based prioritization 
with the baseline and also with five other techniques (i.e., 
AHP, ANP, FAHP, FANP, and IGA). We found that our 
modified PageRank algorithm prioritized the list of 
requirements effectively and efficiently and taking into 
account the dependency factor between requirements.  

As future work, our research target includes the automated 
extraction of dependencies based on natural language 
requirements. Adding more representations and viewpoints to 
enhance the visualization and analysis of requirements is also 
one of our future concerns. 
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