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Related Work

In this supplement, we briefly describe the related work in the different fields in
which the paper finds its roots. In particular, we report a brief discussion of i)
the existing methods for link prediction applied in other application domains, ii)
approaches for biological network modeling and reconstruction, and iii) methods
for the identification of new associations in the biological field, also between
heterogeneous entities.

Link prediction methods

Several application domains can rely on network structures for the representa-
tion of their data. The identification/prediction of the existence of (previously
unknown) links among objects is one of the most common tasks on network
data, since it allows inferring new relationships among the considered entities,
which discovery through real observation would require extensive resources.

Relevant example where link prediction approaches are extensively adopted
are social networks [1, 2, 3, 4, 5], where the goal is to identify possible new
friends or pages of interest, and recommender systems [6, 7, 8], which aim to
suggest new items according to users’ interests. Recently, this task has been
extensively studied also in the biological field, where the goal is to infer possible
functions of biological entities that are then validated experimentally (see the
next subsection). More formally, given a network, the goal of the link prediction
task is to compute the likelihood that an unknown link exists (see Figure 1).
According to [9], we can identify four categories of link prediction approaches:

• Similarity-based methods. This category includes methods that exploit the
computation of a similarity measure among nodes to predict new links. In
particular, these methods are based on the assumption that similar nodes have
higher probability to be linked. Formally, for each pair of nodes ni, nj , these
methods compute the similarity sim(ni, nj), and predict a new link between ni
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Figure 1: Link Prediction task in a homogeneous network. Given a
network (on the left), the goal of the link prediction task is to identify possibly
unknown relationships between nodes in the network.
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and nj if sim(ni, nj) is greater than a pre-defined threshold. Multiple measures
can be adopted, either based on topological information (e.g., the neighborhood
of nodes) [3, 10, 11], on the features associated with nodes and links [12], or on
a combination of them [4, 5].

• Probabilistic and statistical methods. Methods falling in this category aim
at identifying a probabilistic model which best fits the network, and to exploit
it to compute the likelihood of the existence of other unknown relationships
[13, 14, 15].

• Algorithmic methods. These approaches include methods based on machine
learning methods. In particular, they learn a classifier from a set of known
examples of links, that is subsequently able to associate a class (true, false)
or a probability (in [0, 1]) to unseen links. Different learning models have been
adopted in the literature [16], including support vector machines (SVM) [17, 18],
decision trees [19] and neural networks [20].

According to this classification, LP-HCLUS falls in the category of algorith-
mic methods, since it strongly relies on a clustering approach to predict new
relationships and to associate them with a score in [0, 1]. Moreover, LP-HCLUS
also adopts a similarity-based approach, since the first phase of the method
is based on the computation of the similarities between target nodes, taking
into account the paths in the network and the attributes of the nodes. For
this reason, in the following we briefly discuss some existing algorithmic and
similarity-based approaches.

In [1] the authors propose a prediction method that combines social net-
work analysis and text mining to identify new links. In particular, the authors
analyze a co-authorship network, where nodes represent authors and edges rep-
resent collaborations among them, aiming to predict whether two authors will
co-author a paper in the future. Methodologically, the authors evaluate the
adoption of a classifier based on neural networks and decisions trees.

A link prediction method for social networks is proposed in [2], where the
goal is to identify new associations between users. As in [1], the link prediction
task is treated as a binary classification task, where the classifier is based either
on a single model (decision trees, neural networks or SVMs) or on ensembles.

In [6] the authors propose a link prediction method to improve the perfor-
mance of a recommender system, by predicting new links between customers
and products. The method falls in the category of similarity-based approaches
and it is able to use both domain-based semantic similarity and topology fea-
tures of the network to improve the quality of recommendations. Analogously,
in [7] the authors focus on the design of a recommender system that exploits a
network, where nodes represent users and edges represent transactions among
them. This work exploits a similarity-based method, taking into account both
the structure of the network and the attributes of the nodes.

In [8] the authors focus on the estimation of the user preferences about web
pages, in order to predict the likelihood that a user will like a page in the
future. The authors propose a hybrid method that initially acts as a similarity-
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based approach, considering user-user similarity (based on the pages clicked by
each user), page-page content similarity and page-page co-occurrence similarity.
Then, in a second stage, the method learns a support vector machine able to
distinguish pages that will be visited by a user from those that will not, according
to their features.

Although some of these works are able to consider both the features of nodes
and the structure of the network, they are commonly limited to homogeneous
networks or to specific heterogeneous networks, consisting of a limited (i.e., pre-
defined) number of node types or organized in a pre-defined structure. All these
limitations are overcome by the proposed method LP-HCLUS, which provides
a solution towards the identification of new links in heterogeneous attributed
networks of arbitrary structure, consisting of multiple, interacting entities.

Modeling and reconstruction of biological networks

The working mechanisms in an organism are usually modelled as biological net-
works. The regulations modeled by such networks can include the control of
transcription of DNA into mRNA (messenger RNA) or the translation of mR-
NAs into proteins [21, 22]. Such biological networks are typically referred to as
Gene-Regulatory Networks (GRNs), where nodes represent molecular entities,
such as transcription factors (TFs), proteins and metabolites, whereas edges
represent interactions, such as protein-protein and protein-RNA interactions.

The reconstruction of the structure of such networks can be performed ex-
perimentally by using ChIP-chip or ChIP-sequencing [23], bacterial one-hybrid
system [24] or protein-binding microarrays [25]. However, they are technically
and financially demanding, and data-driven prediction approaches are usually
preferred. A review of the literature shows the existence of a wide range of ap-
proaches for network reconstruction. Indeed, we can find a plethora of methods
based on different approaches, such as relevance networks, Bayesian Networks,
clustering, differential equations, probabilistic models, random walk processes,
Markov chains and maximum likelihood (see [26] for an overview).

However, it has been proved that single prediction approaches do not con-
sistently produce accurate results across all the datasets [27]. Therefore, several
approaches aiming to post-process or combine the output of multiple predic-
tion algorithms have recently been proposed in the literature. In particular,
in the first category, we can find the methods ARACNE [28] and LOCANDA
[29, 30], which main goal is to reduce false positive interactions introduced by
reconstruction algorithms, due to the erroneous introduction of indirect rela-
tionships. Moreover, in [31] the authors propose a method that, starting from a
protein-protein interaction network, is able to remove noisy edges and to suggest
new promising interactions.

In the second category, we can find ensemble-based and meta-learning ap-
proaches. In [27], the authors propose to compute the average rank of each
prediction, returned by multiple algorithms, namely the participants to the
DREAM5 challenge. They proved that no single approach was able to outper-
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form the ensemble on three different datasets. A more sophisticated solution
for combining the output of several methods has been proposed in [32]. In this
work, the predictions returned by each inference method are ranked according
to their scores and the combined rank of each interaction is computed by taking
the k-th highest rank among all the considered methods, where k is an input
parameter.

In [33] the authors propose an ensemble-based approach which is able to
combine the output of different link prediction algorithms. It works in a semi-
supervised learning setting, i.e., it is able to exploit information conveyed from
both labeled and unlabeled examples. Such a characteristic is very useful in the
biological domain where the amount of positive, or labeled, examples is much
lower than the number of unlabeled ones.

Finally, it is worth to mention that some recent works also exploited trans-
fer learning approaches in order to improve the accuracy of the reconstruction.
Contrary to the other methods, the improvement here is not achieved by consid-
ering a pool of methods, but rather multiple, related sources of data. A relevant
example is the work [34], where the authors exploited data related to the mouse
for the reconstruction of the human regulatory network in a positive-unlabeled
semi-supervised setting.

Prediction of biological associations

In the literature, we can find several works aiming at predicting new associa-
tions between entities in the biological field. One example is the work in [35],
where the goal is to identify associations among different diseases. This goal is
achieved by adopting three different types of measures, i.e., annotation-based
measure, function-based measure and topology-based measure, used to com-
pute the similarity among diseases. Experimental results show that the pro-
posed measures are able to discover new associations between diseases and that
the predicted disease-disease associations are highly correlated with associations
already known in the literature.

In [36] the authors adopt link prediction methods to solve the drug response
problem, i.e., for the identification of relationships between drugs and cell lines.
The idea is to consider a heterogeneous network composed by genes, drugs and
cell lines and, for each drug-cell line pair, compute a score representing the
likelihood that a given cell line is sensitive to a given drug. To reach this goal,
for each pair, the method computes network profiles (a representation of the
proximity of mutated genes in a cell line with respect to every other node in the
network) using random walks with restart. Similarly, [37] proposes a new link
prediction algorithm based on support vector regression and ridge regression,
specifically for the prediction of cancer drug sensitivity, that is, to estimate
the drug response to cancer. Both these algorithms are supervised, but they
have different goals: the former is used to select better quality cancer cell lines,
while the latter is exploited to select cancer cell lines and the top-k genes (i.e.,
features) using state-of-the-art CUR matrix decomposition.

The method presented in [38] predicts unknown drug-target interactions
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(DTIs) by exploiting topological similarity information extracted by known
DTIs. According to the empirical evaluation, this method, compared to pre-
vious approaches proposed for drug-target interaction prediction, appears to be
effective also when there is a limited amount of information about the charac-
teristics of drugs, targets or their interactions.

Recently, more attention has been paid on the study of ncRNAs. In [39]
the authors analyze the associations between lncRNAs and diseases in order to
understand the influence of this type of ncRNAs over complex diseases. The
proposed method builds a bipartite graph based on known associations between
diseases and genes and applies a propagation algorithm to discover hidden re-
lationships between lncRNAs and diseases.

Another approach, called LION [40], constructs a tripartite network com-
posed by lncRNAs, proteins and diseases. A random walk network diffusion
algorithm is then applied to predict new lncRNA-disease associations exploiting
the proximity of the lncRNA with respect to the disease, through their connec-
tions with proteins. Differently from other methods, LION is able to predict
new associations without a priori lncRNA-disease information.

In [41] the authors proposed a new method, called ncPred, which is able to
infer new associations between ncRNAs and diseases through the exploitation of
recommendation techniques. In particular, ncPred exploits a tripartite graph,
where nodes are ncRNAs, targets and diseases. The algorithm computes a
weight for each ncRNA-disease pair by exploiting a multi-level resource transfer
technique: new ncRNA-disease relationships are predicted by associating them
through ncRNAs’ targets. This approach is mainly limited by the low number of
known ncRNA-target interactions and by the fact that it does not consider any
biological information concerning each node (i.e., features possibly associated
with ncRNAs and diseases) or their association (e.g., the type of the ncRNA-
target interaction).

In [42] the authors proposed the algorithm HOCCLUS2, which extracts bi-
clusters of microRNAs and gene transcripts, emphasizing functional relation-
ships among them and, thus, possible new interactions. It can be easily ex-
tended to work with any kind of pairs of biological entities, such as ncRNAs
and diseases, but does not exploit further possible features associated to them.

Most of the methods introduced above can potentially solve the problem
of identifying new relationships between ncRNAs and diseases, although they
require some adaptations. However, none of them simultaneously exhibits the
ability of i) working on, and taking advantage from, arbitrarily-structured net-
works, consisting of an arbitrary number of types of nodes and links, and ii)
exploiting the information conveyed by attributes, which describe specific prop-
erties of nodes in the attributed network.
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