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Abstract—Advances in virtualisation technology
have reached the mobile networking domain. Net-
work Functions Virtualisation Management and
Orchestration (NFV MANO) as proposed by ETSI
and realised via Opensource MANO (OSM) al-
lows sharing or partitioning a fairly generic pool
of hardware into virtual compute, network and
storage resources among differentiated services. A
direct consequence of this is a dramatic reduction
in CAPEX/OPEX, but also the possibility of in-
stantaneously deploy network services across one or
several Mobile Network Operators’ (MNO) infras-
tructure. This work demonstrates how the upcom-
ing fifth generation (5G) of mobile communications
envisions NFV MANO for instantiating network
services, including Core Network components, and
wireless SDN controllers for enforcing end-to-end
QoS policies via network slices that span from
the radio access segment to the backend packet
network.

Index Terms—NFV, OpenAirInterface, MANO,
FlexRAN, 5G

I. Introduction
5G promises to change how society consumes and

shares information by providing tools to achieve the
Internet of Everything vision, where the number of
devices attaching to a single base station is likely to
increase from tens of thousands to several hundred of
thousands [1]. Furthermore, projections based on 2G
to 4G trends estimate 5G’s key performance indicators
(KPI) to reach 10 Gbps downlink (DL) data rates, and
1 ms latencies for ultra low latency use cases [2], [3].

Realising such KPIs calls out for important design
changes on the communication infrastructure. First,
the virtualised 5G core network components need
to be pushed closer to the network edge and allow
for fast instantiation in order to provision the radio
access segment of the network (RAN). And second, the
ability to provide service level agreements (SLA) via
virtual end-to-end partitions (slices) would allow 5G
to realise vertical industries use cases, such as Industry
4.0 applications [4].

Software Defined Networks (SDN) and Network
Functions Virtualisation (NFV) are thought to be key
enablers for the aforementioned vision. Indeed, among
several advantages, they allow operators to create
several differentiated services as virtual overlays on top
of a generic pool of hardware resources. Jointly, SDN
and NFV are expected to yield important CAPEX and

OPEX reductions, but also enable dynamic reconfigu-
ration of services and a centralised control plane.
This work leverages OpenAirInterface (OAI) and

Core Network (OAI-CN, or CN) [5], [6], as well
as ETSI’s NFV Management and Orchestration
(MANO) framework [7], [8] to deploy and configure 5G
end-to-end network slices at instantiation time. Fur-
thermore, it explores the role wireless SDN Controllers
(i.e. FlexRAN [9]) play as SLA enforcers by developing
a priority traffic detector which triggers the migration
of a specific user to a priority slice at runtime.
Section II provides substantial background related

to NFV, as well as briefly describes contributions
similar to this one. The proposed system architecture
is contained in Section III. Use case definitions and
implementation, as well as analysis of the results
are discussed in Section IV. Conclusions and future
directions are presented at the final Section V.

II. Background
The 5G vision proposes a flexible network design,

such that a single physical infrastructure is shared
among different applications, while service require-
ments are guaranteed leveraging technologies such as
SDN and NFV.
NFV and SDN are complementary technologies that

achieve the level of abstraction and flexibility re-
quired to satisfy stringent applications’ requirements
while maximising network infrastructure reutilisation.
Specifically, NFV decouples physical network func-
tions (PNFs) (e.g.: firewalls, routers, load-balancers,
etc.), from dedicated hardware by implementing the
same functionality in software, coined virtual network
functions (VNFs). VNFs may then be instantiated in
data centres at backend clouds, or on top of devices
equipped with compute and storage resources at the
edge [10]. Its specifications could be modified accord-
ing to requirements or load, and then decommissioned
when no longer needed; freeing compute, network and
storage resources for other VNFs.
SDN eases network management through a soft-

warisation approach. Namely, it decouples the data
plane from the control plane, centralising network
management in a so-called SDN controller. With a
global view of the network resources, SDN controller
applications (SCA) can take advantage of the numer-
ous southbound interfaces (e.g.: OpenFlow [11], NET-



Fig. 1. ETSI NFV reference architectural framework [7]

CONF [12], among others) to gather network state
information and act upon each forwarding device (i.e.
PNF or VNF) configuration accordingly, e.g. by es-
tablishing data flow paths that guarantee certain QoS
requirements for a specific service. Together, SDN and
NFV enable dynamic compute and network resources
allocation for heterogeneous QoS requirements, which
helps to circumvent the undesired effects of a changing
network environment on sensible 5G applications, such
as haptic communications, industry 4.0, autonomous
driving, robotics, manufacturing, among others.

ETSI’s efforts towards the standardisation of the
5G vision has yielded the Network Functions Vir-
tualisation Architecture (NFVA) [7], which leverages
the dynamism, flexibility and reusability provided by
SDN and NFV primitives. NFVA’s several components
handle the lifecycle and interconnection of VNFs in
order to expose virtual Network Services (NS) to
applications. ETSI’s NVFA is shown in Figure 1,
including its main components: NFV Infrastructure
(NFVI), Virtual Infrastructure Manager (VIM), VNF
Manager, and the NFV Orchestrator (NFVO).

A. Virtual Infrastructure Manager (VIM)
Inside the NFVA, the VIM is responsible for the con-

trol and management of the interaction between VNFs
and the NFVI hardware resources, such as compute,
storage and network, as well as their virtualisation. It
takes care of exposing a pool of virtualised resources
derived from the NFVI, as well as allocating such
resources to VNFs. VIMs also manage virtual network
overlays to connect VNFs using SDN. In this work,
OpenStack Stein1 is used as VIM.

B. VNF Manager
It is responsible for VNF lifecycle management.

That is, the instantiation, scaling, and termination
of one or several VNFs. State of the art VIMs often
include a service for VNF Management, like Tacker in
OpenStack2.

1https://docs.openstack.org/stein/
2OpenStack Tacker: https://wiki.openstack.org/wiki/Tacker

C. NFV Orchestrator (NFVO)
The realisation of a NS is carried out by the NFVO,

which is able to gather information about the NFVI
from one or several VIMs. Moreover, information re-
garding the available VNFs (through a collection of de-
scriptors on-boarded by the corresponding NFVI ad-
ministrators), allocated resources, performance met-
rics about VNFs and virtual links, NFVI faults (out-
age) information, among others [8] could be used to
monitor and update NS.
NFVO deploys NS by embedding what is defined

in VNF and NS descriptors (VNFd, and NSd, re-
spectively) into the NFVI. That is, the allocation of
the required virtual networking, compute and storage
resources to start VNFs and allow communication
between them. This implies the placement of the VNFs
into virtualisation containers, e.g., Virtual Machines
(VM), at the most convenient compute nodes3 within
the NFVI. This work leverages ETSI’s own Open-
source MANO (OSM) release FIVE4 as NFVO.

D. Related work
Several related works have dealt with the problem

of network slicing in mobile networks from a practical
implementation viewpoint [13], [14]. These works make
use of OAI [5], [6] to implement the building blocks of
the RAN and Core Network (CN) in a testbed. All of
them considered a Cloud RAN (C-RAN) architecture
for the RAN, where the functionalities of the eNodeB
are split between a Radio Cloud Centre (RCC) and
a Radio Remote Unit (RRU). The RCC implements
most of the eNodeB functionalities, namely, PHY,
MAC, Radio Link Control (RLC); while I/Q samples
are transmitted/received via an Ethernet link to/from
the RRU, which implements the RF functionalities.
Moreover, the RCC interacts with an SDN controller
based on FlexRAN [9] that allows for dynamic network
slicing. Namely, it configures and dynamically assigns
radio resources to slices according to the network state
and/or QoS requirements.
Herein, as in [13], [14], OAI and FlexRAN software

are leveraged to implement the building blocks of a
mobile network, and to manage the radio resources
within a network slicing framework, respectively. How-
ever, unlike [13], [14] this work makes use of NFV
MANO to virtualise the building blocks of the CN,
consequently resulting in a more flexible and pro-
grammable approach. This work’s contributions are
summarised in the following:

• Deploys end-to-end 5G network slicing capabil-
ities leveraging open source software following
ETSI’s NFV MANO framework.

• Implements scenarios where user priority is re-
quired. Consequently solving such requirements
via network slicing.

• Evaluates VNF instantiation delay for CN com-
ponents.

3The one satisfying the requirements stated on the corre-
sponding descriptors.

4https://osm.etsi.org/



• Proposes a method for achieving dynamic inter-
slice user migrations based on traffic detection.

The following Section III will detail ETSI’s NFV
MANO framework, which is used for instantiating all
OAI-CN components, backend network slices and a
wireless SDN Controller for configuring and managing
RAN slices.

III. LTE as a Service
This section describes the architecture of the plat-

form used in this work, dubbed LTE as a Service
(LTEaaS).

A. System architecture
The virtualisation of Core Network (CN) compo-

nents is one of the key enablers for orchestration
in LTEaaS. Leveraging OAI-CN, each element (e.g.:
MME, HSS, SPGW) can be realised as a single VM
that uses virtual links to exchange control information
with other CN components. The same is true for
wireless SDN controllers, such as FlexRAN. Figure 2
describes the architectural framework upon which the
evaluation will be performed.

On the right of Figure 2 it is possible to devise the
NFV MANO framework, alongside its respective NFV
reference points for message exchange (e.g.: network
service orchestration, NFVI/VNF metrics gathering,
etc.). As the base for all virtualisation, the NFVI (bot-
tom centre of the figure) abstracts a pool hardware
into virtual compute, storage and network resources
for VNFs. All OAI-CN components and services are
located on different backend slices, mimicking a multi-
tenancy scenario. The communication between the
non-virtualised RAN (left side of the figure) and the
CN is done through a Physical Network Function
(PNF), i.e. a switch; the NFVI and NFV MANO run
on top of 3 24-CPUs mainframes with Ubuntu Server
16.04.6; while the National Instruments USRP B210
is used as a 4G RRU controlled by OAI.

B. RAN and Wireless SDN Controller
A typical OAI deployment delegates eNodeB func-

tionality to a general purpose computer with a high-
speed USB-3 connection to a software-defined radio,
e.g. USRP. The RAN section in Figure 2 shows a
RAN controller (OAI Node), a RRU implemented on
an USRP B210, and a set of users as UEs5. The OAI-
Node is connected through a PNF to the same VLAN
as the Service OAI-CN slice, which allows packet net-
work access to UEs via a GPRS Tunnelling Protocol
(GTP) tunnel [15] ending at OAI-CN’s SPGW.
RAN slices creation, termination, modification and

management is performed by the wireless SDN Con-
troller (FlexRAN) at the OAI-CN. FlexRAN exposes
a RESTful northbound interface (NBI) that allows
developers quick access to radio level metrics, as well
as other eNodeB or UE metrics, such as per UE
Packet Data Convergence Protocol (PDCP) or MAC

5UEs are small Raspberry Pi 3 model B with a Huawei LTE
E3372 USB dongle.

statistics. Relevant slice configuration parameters sup-
ported by FlexRAN also include DL/UP bandwidth
limits in terms of resource blocks (RB), and live slice
modification and migration of specific UE(s) to a
determined slice [16].

C. Orchestration
The service provided by LTEaaS is an instance of

the "Virtualised OAI-CN and backend slices" block
of Figure 2. That is, VNFd and NSd describing such
network services must be developed and on-boarded
onto the NFVO. Moreover, such descriptors should
take into account the software dependencies, network
addressing, hostnames, and other specific OAI-CN
configuration files. Furthermore, services in backend
slices should also be considered in the NSd, alongside
the corresponding configuration for each APP.
In order to prepare each VNF to realise the required

service, Day-0 configuration techniques for orchestra-
tion were performed, i.e. cloud-init6. Such type of
configuration is executed the first time a VNF boots
up. It allows developers to customise generic cloud
images according to application requirements at boot
time and without the need for rebooting the system7.
For LTEaaS, each VNFd includes a cloud-init file that
downloads dependencies and the required software
right after instantiation.
Picking a solely Day-0 configuration approach for

LTEaaS may suppose an increased instantiation time
when compared with deploying pre-configured images
for each VM. Nevertheless, the flexibility offered by
such approach (cloud-init) allows developers to keep
up-to-date with system/application upgrades, makes
reconfiguration easier for researchers, and saves con-
siderable storage space at the VIM8.

IV. Evaluation
To realise the benefits of the proposed infrastructure

two main tests are proposed, namely instantiation
delay tests, and user/slice management tests.

A. Instantiation delay
The key characteristic of the architecture used in

this work is its suitability for NFV orchestration. That
is, an Admin element (see Figure 2), e.g. a script or
a manual RESTful client, should able to reach NFV
MANO’s NBI and trigger the instantiation of the
Virtualised OAI-CN and backend slices. In this work,
two orchestration approaches are followed: 1) Day-0
configuration only, and 2) Pre-configured images. The
former relies on cloud-init and complementary scripts
for customising default Linux cloud images9 into OAI-
CN components (and Services’ APPs); while the latter
uses images that were configured beforehand.

6Cloud-Init: The defacto multi-distribution package that han-
dles early initialisation of a cloud instance https://cloudinit.
readthedocs.io

7Configurations such as changing the Linux kernel require a
reboot. This is the case of the SGPW component of the OAI-CN.

8Mostly because a heavily customised VM could be conceived
from a fairly light and generic cloud image.

9Ubuntu 18.04 cloud images, available at: https://cloud-
images.ubuntu.com/.



Fig. 2. LTEaaS reference architecture

TABLE I
Instantiation delay (∆t): average results from 20

orchestrations

Configuration method\Statistics µ∆t (s) σ∆t (s)
Day-0 configuration only 270.61 33,66
Pre-configured images 63.28 2,41

The instantiation delay, ∆t, refers to the total
elapsed time between the Admin triggering NFVO’s
NBI, and the successful instantiation of OAI-CN and
all of its components. Table I collects the average
results from 20 instantiations for each of the methods
described. It is clear from the results that having
pre-configured cloud images is the fastest way of in-
stantiating virtual network functions. On the other
hand, relying only on Day-0 configuration increases
the instantiation time for several reasons, e.g. varying
Internet connection speed, the need for downloading
dependencies, reboots, among others; nevertheless, it
allows for easier customisation, making it ideal for
testing configuration changes or software versions.

In the end, Table I suggests that if fast orchestration
of OAI-CN components were the main goal, it is better
to have pre-configured images instead of relying on
pure Day-0 configuration (around 4.5x faster).

B. Users and Slices’ management
This section describes a set of scenarios where RAN

slices’ resources are managed in order to provide more
bandwidth to (predefined) priority users. Three sce-
narios are defined:

1) Slice RB reduction: redistribution of RB associ-
ated to a determined slice may free up resources to
other, higher priority slices. In this reference scenario,
two UEs are initially placed on different RAN slices
that evenly share the amount of RB for downlink (DL)
traffic. Two backend network slices are provisioned
with iPerf [17] servers that work as source for the
downlink traffic received at each UE. Figure 3, shows
a simplified view of the topology of this scenario based
on Figure 2.
Backend iPerf servers are set to transmit downlink

UDP streams at 8 Mbps, while the DL RB for both
RAN slices are evenly distributed. Then, an instruc-
tion to switch from 50%/50% (even) to 75%/25% is
triggered by the system administrator (through the
Admin element in Figure 3), which is reflected on the
reduced maximum download throughput achieved by
the node in the affected slice (UE-1). The moment of
the switch is made evident by Figure 4.

2) User migration to priority slice: RAN slices may
also be configured to provide different bandwidth con-
figurations for privileged users, or to enforce QoS. In
this scenario, two RAN slices are configured:

• Slice 1: only 10% of DL RB.



Fig. 3. Slice RB reduction scenario

Fig. 4. Slice RB reduction scenario: Cutting UE-1’s RAN slice
DL RB in half

• Slice 2: the other 90% of DL RB.
The above implicitly means that Slice 2 is the one with
better downlink channel bandwidth.

In this scenario, a video on demand (VoD) server is
instantiated on an additional backend slice, as shown
in Figure 5. Both users at the RAN start downlink
UDP flows from a backend iPerf server at 1 Mbps,
mimicking background traffic. Later, after 10 seconds
both UEs simultaneously start to play a video from the
VoD server. Consequently, FlexRAN’s NBI is triggered
via the Admin element to switch UE-2 from Slice 1 to
Slice 2 (higher %DL RB), which makes video buffering
go faster than UE-1’s.
Figure 6 shows the downlink throughput for each

UE. Before the 10 s mark, it is possible to see the
downlink throughput at 1 Mbps for both UEs, which
represents the iPerf traffic. When the instruction to
move UE-2 to Slice 2 is triggered (around 10 s), video
buffering is shown as spurs of downlink traffic for this
user. On the other hand, UE-1 is forced to buffer the
video at lower speeds, what results in a prolonged (al-
beit at lower rate) buffering period. Around the 150 s
mark buffering ceases, so both users’ DL throughput
line returns to the iPerf "floor" of 1 Mbps.

3) User migration to priority slice based on auto-
matic detection of DL throughput increase: dynamic
resource allocation or inter-slice user migration is a
promising feature for many 5G verticals. In the pres-

Fig. 5. User migration to priority slice scenario: UE-2 is manu-
ally moved to Slice 2 when video playback starts

Fig. 6. User migration to priority slice scenario: UE-2 is man-
ually moved to Slice 2 when video playback starts at around
10 s

ence of priority users, a dynamic slicing framework
should be able to detect the resources demands and
adjust the RAN accordingly. This scenario’s topology
is essentially the same as the one shown in Figure 5,
with the exception that the user migration is automat-
ically executed by a basic algorithm (see Algorithm 1)
that detects any increase in the downlink throughput
from a particular UE via FlexRAN’s NBI, and then
switches that specific user to a priority slice.
UEs are setup to download generic UDP streams

from an iPerf server at 1 Mbps for at least 30 s.
Then, an arbitrary user (UE-2) starts a video playback
from the backend VoD server. Figure 7 shows UE-
2’s downlink throughput spurs corresponding to the
video buffering in Slice 2 (similar to Figure 6), with
no intervention for the system administrator.

V. Conclusions and Future directions
The agility provided by NFV MANO represents

the key for provisioning core network components,
network slices, applications, and other virtual network
functions (VNF) such as wireless SDN Controllers.
Indeed, joint usage of SDN and NFV is expected to
help provide the required infrastructure for supporting
the surge of connected devices and stringent KPIs
expected in 5G.
This work demonstrated such functionality,

putting specific emphasis on instantiation delay and



Algorithm 1: Inter-slice user migration based
on downlink (DL) throughput increase

1 new F; // FlexRAN NBI

2 new Rx_queue; // Hash w/ circular array size 30

3 new µ, σ; // mean and std, respectively

4 while True do
5 for ue in F.getUes() do
6 DL_throughput = F.getDLTh(ue);
7 if Rx_queue[ue].isFull() then
8 µ =Rx_queue[ue].getMean();
9 σ =Rx_queue[ue].getStd();

10 if DL_throughput ≥ µ+ 3σ then
11 F.switchSlice(ue);
12 Rx_queue[ue].clear()
13 else
14 Rx_queue[ue].append(DL_throughput);

15 sleep(1);

Fig. 7. User migration to priority slice based on automatic
detection of traffic

user/RAN slices management. Results highlight the
flexibility offered by Day-0 configuration for VNFs
and the reduced instantiation delay provided by
pre-configured images. Furthermore, it explores RAN
slices management and configuration through the use
of a wireless SDN Controller, i.e. FlexRAN, and how
developers may leverage FlexRAN’s NBI to automate
different RAN slices-related tasks, e.g.: management
of UL/DL RBs, inter-slices user migrations, and
RAN-related metrics gathering.
Based on the above considerations, the proposed

work can be considered as the base implementation for
future updates related to 5G Core Network, and more
relevantly, radio access functional splits. The former
generally implies new CN components that comply
with 3GPP Release 15 and beyond, while the latter
allows for the decoupling of RAN-related tasks, e.g.:
Radio Resource Control (RRC), Packet Data Conver-
gence Protocol (PDCP), Radio Link Control (RLC),
and MAC. By using the proposed architecture, it is
possible to provide independent placement and scaling
of such components to face dynamic environments or

to comply with different policies, thus paving the way
for the advent of the 5G Service Based Architecture
and network slicing.
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