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4 / 47 Introduction

Evidence-based policy in general is considered a holy grail in today´s poli-
cymaking. It is desirable to base the policies on sound data, to have solid 
knowledge on the situation of the given phenomenon before introducing, re-in-
troducing, or adjusting policies in the given domain. Evaluation is one of the 
tools which can contribute to the evidence-based policy in terms of monitoring 
and assessing current or past conditions and performances, employing a wide 
range of social science methods. This paves way for argument-based debates 
on policies for the future.

Youth sector is no exception, striving for evidence-based approach enabling 
improvements on all policy levels. European Union Youth Goals are a prime ex-
ample of such youth policy. Based on voices of almost 50,000 young people 
from across Europe and using sound methodology, their views are mirrored in 
11 Youth Goals1, presenting areas important to young people and in need of 
tackling. The Youth Goals are explicitly covered in the European Youth Strategy 
2019-20272, and as such provide basis for the EU youth policy for the years to 
come. The Youth Goals cover wide areas and as such are, intentionally, only 
the first step on the way: it is necessary to map these areas, to identify what 
has been achieved and what still needs to be done; to assess which particular 
actions are efficient and contribute towards achieving the Youth Goals, and 
which are not; in short, to evaluate which current youth policies are beneficial 
and which need to be adjusted.

This publication brings together current evaluation theories with an ambitious 
purpose of making the evaluation as such into a more widely understood and 
subsequently also a more frequently used tool in the youth sector. Wide audi-
ence is necessary in order to achieve this goal: practitioners, policymakers, 
youth researchers, as well as wide public. Practitioners may find evaluation 
useful when critically approaching their own everyday practice in order to both 
collect evidence of quality work and improving when necessary. Policymakers 
may get inspired and put evaluation mechanisms in place as part of the policy 
implementation phase, therefore enabling the evaluation to serve as continuous 
tool to provide evidence and help optimize as well as assess the implementation 
process as well as the policy itself. Youth researchers may appreciate another 
viewpoint on the research methods they are already familiar with and utilize 
them in a different way than usual next time they design a research project. 
And the wide public, particularly young people as beneficiaries of the youth 
policy measures, may strengthen their understanding and critical thinking on 
existent policies and the debates around them.

Introduction

1 YOUTHCONF 2019. 

2 Council of the European 
Union 2018.
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Evaluation is an evidence-based policy tool, however, does not only need to be 
used at the level of policies. It can be used at the level of concrete mechanisms, 
at the level of particular projects and endeavours, and at the level of single or-
ganizations and institutions. Apparently, evaluation can be applied in a wide 
variety of contexts and aimed at assessing various phenomena. For the sake 
of clarity, however, policy evaluation is used throughout this publication when 
referring to the object of an evaluation. Despite this reference, the publication 
can be used in various contexts as well, simply replacing the word “policy” with 
a desired evaluation object in question.

This publication presents a holistic overview of the evaluation process. After 
defining evaluation as such, evaluation stakeholders are discussed to highlight 
important actors in an evaluation process and different evaluation types are 
described in order to show the broad variety of different approaches. Method-
ology section follows and provides a basic understanding of potentially useful 
social science methods to be utilized in evaluation endeavours. Subsequently, 
ethical considerations are debated, underlining the complexity, nuances and 
implications of an evaluation process. Dissemination of evaluation results is 
tackled separately, emphasizing the importance of sharing the outcomes with 
key stakeholders.
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In order to understand the uses and varieties of evaluation, a clear definition of 
the evaluation itself is necessary. The basic definition of evaluation is a system-
atic and objective approach of determining the merit or the worth of an object.3 
In other words, the evaluation strives to find out value of a given phenomenon, 
such as a policy, a concrete policy measure, or a single project; and it is using a 
scientific approach based on systematic and objective procedures. Most of the 
authors add that evaluation has a purpose of improving the evaluated object, 
such as an operation, implementation or outcome of a project, program or a 
policy4. Some authors5 also point out that evaluation processes are based on 
social research methodologies and professional standards. Rossi, Lipsey and 
Freeman6 define evaluation research “as a social science activity at collect-
ing, analysing, interpreting, and communicating information about the work-
ings and effectiveness of social programs.” At the same time Patton7 specifies 
that evaluation is involved in efforts to assess needs, formulate policies, pass 
laws, deliver programs, manage people and resources, develop communities, 
change organizational cultures, educate students, intervene in conflicts, and 
more. Other authors8 add that the current view of evaluation emphasizes the 
relationship between evaluation and program or policy implementation in all 
of their phases, combining evaluation and implementation into an intertwined 
process9.

In conclusion, these are the basic elements of any evaluation:
•	 systematic	approach;
•	 social	science	methods;
•	 value	determination;
•	 purpose	of	improving	the	object.

Therefore, this publication understands evaluation as a process of system-
atically, and using social science methods, determining a value of a poli-
cy (object, program, project, etc.) with a goal to improve it. As mentioned 
above, “policy evaluation” will be used for the sake of simplicity throughout 
the text; however, as mentioned in the definition above, all information in this 
publication are applicable also to any programmes or projects as well as for 
one-time activities for, with and by young people. 

1.  Evaluation: 
Definition and 
Key Steps

3  Joint Committee on 
Standards for Educational 
Evaluation in Frechtling et 
al. 2010: 3; Rossi, Lipsey, 
Freeman 2004: 2; Sida’s 
Evaluation Group 2018: 11; 
United Nations Evaluation 
Group in United Nations 
Development Programme 
2019: 3. 
 
4  Patton 2002: 10; Rossi, 
Lipsey, Freeman 2004: 2; 
Weiss 1998: 4. 
 
5  Wholey, Hatry, Newcomer 
2010: 5-6. 
 
6  Rossi, Lipsey, Freeman 
2004: 2. 
 
7  Patton 2002:10 
 
8  Frechtling et al. 2010: 3-4. 
 
9  Ibid.
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As any process, evaluation consists of variety of steps, can have many forms 
and use various methods, as well as include numerous stakeholders. The evalu-
ation process comprises of five main steps10:
a) ensuring in-depth understanding of the policy which is to be evaluated; 
b) defining guiding questions for the evaluation process, in measurable terms; 
c)  choosing appropriate evaluation type and social science method(s) 

to collect the data; 
d)  collecting and analysing desired data with the aim of answering the eval-

uation questions; 
e) reporting findings of the evaluation to the key stakeholders. 

The first two stages of any evaluation are of utmost importance, since they cre-
ate a basis for the rest of the evaluation process, and in case the initial steps 
are not taken with care, the whole evaluation process may lead to distorted or 
invalid findings. At the same time, unfortunately, these are the most varying 
ones and depend highly on the policy to be evaluated, making it difficult to 
provide detailed checklist in order to ensure these first vital steps are well taken 
care of. Nevertheless, there are certain points to keep in mind when it comes 
to (a) ensuring an in-depth understanding of the policy which is to be eval-
uated. A conceptual model can be created by finding out information on the 
following key points11:
•	  inputs, (i.e. various funding sources that provide support to the policy);
•	 activities (i.e. services and actions defined as part of the policy);
•	 outputs (i.e. products of the abovementioned activities);
•	 	outcomes	(i.e.	changes	that	occur	as	results	of	the	abovementioned	activi-

ties);
•	  context (i.e. specific features of the policy that may affect its implementa-

tion and ultimate generalizability).

It is obvious, that all parts of a given policy need to be mapped. As an exam-
ple, employment policy focusing on young people in rural areas can be taken. 
Inputs are mapped in terms of all financial sources dedicated to the imple-
mentation of such policy, e.g. from the state, regional and local levels as well 
as from any private sources. Activities are named, e.g. specific trainings and 
requalification programmes, outreach programmes and counselling services, 
etc. Outputs are defined, e.g. number of new training programmes established, 
numbers of participants in the programmes, number of people using the coun-
selling services, etc. Outcomes are measured, e.g. the employment rates in the 
particular rural area, etc. Last but not least, context is no less important, since 
it defines the overall links to the external environment. 

For example a policy tackling unemployment of young people in rural areas 
can have some specific aspects in comparison to general employment-related 
policies, and these need to be taken into account; at the same time, this spec-
ificity needs to be assessed in terms of generalizability: is the policy viable 
outside of this particular context, i.e. will such youth policy work across all rural 
areas in the country? There are policies which may work miracles in certain ru-
ral environments, and at the same time be completely malfunctional in others. 
This needs to be taken into account when conducting the evaluation, and it 
needs to be part of the evaluation findings.

In practical terms, this conceptual model can be assembled either using sim-
ple diagrams and creating particular boxes under the given categories, or a 
mind-mapping software may be utilized to reach this goal. 

11  Frechtling et al. 2010: 
15-31; modified by author of 
this publication.

10  C.f. Frechtling et al. 2010: 
15-31.
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Next step comprises of (b) defining guiding questions for the evaluation 
process, and since evidence is to be collected, this needs to be done in meas-
urable terms. There are certain key points to take into account when diving into 
this task12:
•	 identifying key stakeholders and audiences;
•	 	formulating potential evaluation questions of interest to the stakeholders 

and audiences;
•	 defining evaluation outcomes in measurable terms;
•	 prioritizing and eliminating questions.

Evaluation stakeholders is a complex topic and is treated separately in chapter 
2. Nevertheless, stakeholders as well as potential audiences need to be taken 
into account, since different questions may be important to different actors. 
Evaluation serving only as a basis for internal reflection in a given ministry 
department is necessarily based on different aims than an evaluation for the 
purposes of informing public of the results of a given policy. 

Formulating viable questions needs to be done in cooperation with the stake-
holders, and it is beneficial to start from a wide range of questions which are 
then eliminated based on whether the answers can be found in the frame of the 
given evaluation at all. 

As an example, however interesting it would be to find out if the local youth 
policy tackling non-formal learning in rural communities across Upper Austria 
also works in the Australian Outback, it is well possible that the resources ded-
icated to the evaluation efforts are not sufficient to determine that. Similarly, 
evaluating an impact of a local youth club on political participation across the 
whole country may simply not be doable, although the question itself is not 
irrelevant in nature.

Defining evaluation outcomes in measurable terms often helps in eliminating 
questions which are not answerable at all in the given evaluation framework. 

As much as it is possible for Eurostat to conduct large-scale surveys on various 
topics, and frequently publish the results, it may not be possible to implement 
such survey for stakeholders involved in evaluation of a mental health youth 
policy in small settlements around Porto, and therefore comparisons of the re-
sults from Porto region to those of the Lisbon region simply may not be possible.

At the same time, all questions posed should be in line with ethical standards of 
the given country or working environment. Especially in the youth sector, where 
minors may be subjects to various policies, it is necessary that the ethical ques-
tions are asked and sufficiently answered, before further steps are taken. 

Even though determining an impact of a newly established e-policy would be 
best determined via an application in smart phones of the young people, send-
ing direct information on the usage of the e-policy tools for the purposes of 
evaluation, ethical risks of such an approach are apparent. Since ethical con-
siderations are important throughout the whole evaluation process, chapter 5 
provides more insight into this particular topic.

12  Frechtling et al. 
2010: 15-31; modified by 
author of this publication.
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Viable guiding questions for the evaluation process should therefore be: 
•	 based on the interest of evaluation stakeholders;
•	  doable in the framework of the given evaluation (e.g. in terms of funds, hu-

man resources, or mandate);
•	  measurable in the framework of the given evaluation (e.g. in terms of funds, 

human resources, or mandate);
•	 ethically sound.

Subsequently, (c) choosing appropriate evaluation type and social science 
method(s) to collect the data is necessary. Evaluation types are introduced in 
chapter 3 to show the wide variety of the evaluation processes, and hint on their 
potential uses in different evaluation frameworks; and it is this practical usage 
that constitutes the most important reason for the evaluation types to be list-
ed and explained. Methodological approaches in line with the social research 
traditions are outlined, in terms of basic introduction, in chapter 4. The reason 
for not diving deep into this topic is simple: there are plenty of methodological 
books around13. 

Once the methodology of the evaluation is in place, (d) collecting and ana-
lysing desired data with the aim of answering the evaluation questions need 
to be conducted. There is no specific chapter dealing with these issues in this 
publication, since the information can be found, similarly to the methodolo-
gy-related literature, rather easily in specialized books. 

After the data has been collected, processed, and analysed, (e) reporting find-
ings of the evaluation to the key stakeholders occurs. Chapter 6 is dedicated 
to this topic, outlining the potential ways of reporting and disseminating the 
evaluation findings.

13 University libraries are 
usually a good source of such 
books, and so are online open 
source publications.
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Choosing the right type of evaluation and outlining its methodology cannot 
be done without knowing who the key stakeholders are and what interests are 
driving them. Identifying stakeholders and their interests is one of important 
steps in the planning stage of evaluation in order to design an evaluation which 
brings as useful information as possible and is also well-planned with regard 
to engaging stakeholders into the evaluation process. At the same time, knowl-
edge of the stakeholders is important in the reporting phase, because it is much 
easier to report results when the audience is known. 

As some authors14 point out, involving stakeholders from the initial phases of 
the evaluation process may increase the credibility of the evaluation as such 
and the likelihood that the evaluation outcomes are used once the process is 
concluded. To gain maximum benefit from the stakeholder involvement, involv-
ing stakeholders early, continuously and actively is recommended by experts.15 
Evaluators are encouraged to make a plan stating which stakeholders will be 
involved, in what phase of the evaluation, and in what capacity each stakehold-
er will be involved.16

All this being said, the concrete involvement of stakeholders in the evaluation 
is always a matter of informed decision by the evaluator. As debated in chap-
ter 3, there are evaluation types which assume little to no direct stakeholder 
involvement in order to achieve its goals. All in all, openness and transparency 
in stakeholder involvement is desired in all cases, as debated in chapter 5 when 
exploring ethical considerations of evaluation endeavours. In this chapter, who 
the stakeholders are is described; how to identify key stakeholders is presented; 
typical stakeholders are listed; and power relationships are discussed.

2.  Involving 
Stakeholders 
in Evaluation

14 Frechtling et al. 2010: 24.

15 Rossi, Lipsey, Freeman 
2004: 50

16 Wholey, hatry, Newcomer 
2010:
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2.1  Who Are the Key Stakeholders and How 
to Identify Them? 

Stakeholders in evaluation are those individuals, groups, or organizations who 
have a vested interest (a stake) in the evaluation results, and are therefore in-
terested in how well a policy works.17 Usually, there is no homogenous group 
of stakeholders, as multiple groups with different interests and influences can 
often be identified.18 These groups may include people with decision-making 
authority, funders and sponsors, administrators and staff, as well as clients 
(participants) or intended beneficiaries.19 In other words, stakeholders are all 
individuals, organizations, or policymakers, who are connected to the giv-
en policy. In order to identify stakeholders, it is important to outline criteria 
which need to be fulfilled in order to label individuals or groups as stakehold-
ers20 and involve them in the evaluation process. Stakeholders are such enti-
ties which:
•	 have content knowledge of the evaluated policy (staff, expert consultant);
•	  offer diverse perspectives and experiences related to the policy (commu-

nity leaders, target population, partner organization…);
•	 are affected by the policy (program participants);
•	  are in positions of influence to relevant groups as politicians (respected 

community leaders, advocates);
•	 are proposers of evaluation (funders, directors);
•	 	are responsible for decisions about the evaluation and policy (organiza-

tional leadership, program director).

Brainstorming is the most frequently used method in identifying the stakehold-
ers. It is advisable not to limit the brainstorming to evaluators, if possible, but to 
also include experts from the given policy area. In later steps, in case the policy 
terrain is a complicated one, evaluator can also involve the stakeholders who 
have already been identified in further brainstorming in order to finalize the list 
of stakeholders.21

Practically speaking, to evaluate a policy aimed at cross-border mobility of 
young volunteers between two countries, firstly the evaluator and a group of 
experts from both countries would put together an initial list of stakeholders, 
using their knowledge of the policy and the context. Subsequently, these ini-
tially identified stakeholders would be contacted and asked to identify further 
stakeholders connected to the given policy. 

In doing so, the bullet points above can easily be utilized, pointing the stake-
holders in the right direction and provide relevant information for stakeholder 
identification. The process stops when the evaluator gets repeated answers, 
and no new stakeholders are identified though subsequent interviews.

2.2  Examples of Typical Stakeholder Categories

To be more specific, examples of typical key stakeholder categories are listed in 
this subchapter. All of the below-mentioned categories of stakeholders, or just a 
few of them can be involved in the evaluation and an evaluator must be aware 
of their interests and concerns when including stakeholders into evaluation.22

17 Chen 2015: 16; Rossi, 
Lipsey, Freeman 2004: 30. 
 
18 Chen 2015: 16.

19 Rossi, Lipsey, Freeman 
2004: 30.

20 W. K. Kellogg Foundation 
2017: 95-96.

21 Cf. Bryson 2004a, Bryon 
2004b in Wholey, Hatry, 
Newcomer 2010: 35-41.

22 Rossi, Lipsey, Freeman 
2004: 49.
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•	 	Policymakers and decisionmakers are responsible for deciding whether 
the policy is to be started, continued, stopped, expanded, restructured, or 
curtailed. Depending on the level of policy, these may involve governmental 
officials, local mayors and city boards, and other relevant individuals and 
structures.

•	 	Policy sponsors are organizations that initiate and fund the policy. These 
stakeholders may overlap with policymakers and decisionmakers but can 
also be independent of them. In case of youth mobility related policies, for 
example, the policymakers and decisionmakers may belong to a national 
(governmental) level, but EU funds and programmes may be involved in the 
policy implementation, adding an international dimension.

•	 	Target participants are persons, groups, households or other units that are 
recipients of the evaluated policy. Health related youth policy, as an exam-
ple, may either be focusing on all young people in the given age range and 
locality, or may be tackling specific subgroups of young people, such as 
young people with certain health problems.

•	 	Policy managers are responsible for overseeing and administering the poli-
cy. In the youth sector, this group depends on the structures in place. In cer-
tain situations, these will be personnel from an institution focusing on youth 
directly, in some cases, these may come from other areas. In the abovemen-
tioned example quoting health related youth policy, the policy managers 
may come from the public health sector.

•	 	Policy staff are responsible for delivering the policy services. In the youth 
policy field, these are often NGOs or youth organizations, but the list may 
also go beyond these usual actors.

•	 	Policy competitors are organizations or groups that compete with the pol-
icy for available resources. In case of youth policy focusing, e.g., on local 
housing, the policy competitors are all actors having stakes in city develop-
ment, such as private companies and investors.

•	 	Contextual stakeholders are organizations, groups, and individuals 
sharing the niche of a given policy, and therefore interested in the policy 
processes and achievements. In case of youth policy on, e.g., non-formal 
education, such contextual stakeholders can be universities which prepare 
youth workers for their professional engagement, or schools as institutions 
which occasionally also use the non-formal methodology in some of their 
activities.

•	 	Evaluation and research community consist of evaluation professionals 
who read evaluation reports and pass judgment on their quality and cred-
ibility as well as of research professionals from the field(s) related to the 
evaluated policy.23 Youth researchers are among the interested actors in the 
youth field, but professionals from other specific areas may get involved as 
well, given the cross-sectoral nature of some of the youth policies.

It is apparent from the example list above that the stakeholders may create a 
complex system of relationships, and these links may also be influencing the 
policy in question or the evaluation process itself. Evaluator needs to be aware 
of this complexity, as it brings in a potential for conflict of interest and a need 
to navigate a potentially comprehensive network of power relationships.

23 Rossi, Lipsey, Freeman 
2004: 48-49.
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2.3 Conflict of Interest and Power Relationships 

Conflict of interest describes a situation in which multiple interests of one 
or several actors oppose each other. 

As an example, an individual in a role of a policy recipient who is at the same 
time designated as an evaluator of this policy can find themselves in conflict of 
interests. Some findings of the evaluation may suggest discontinuing of or ad-
justing the given policy as the best course of action, while some interests of the 
recipient may speak for the policy to stay in place and intact. In this situation, 
the conflict of the role of an evaluator and the role of a policy recipient is ob-
vious. Nevertheless, much more covert and harder to find conflicts of interests 
may occur. 

The conflict of interest is briefly presented here and options for dealing with 
power relationships are outlined. 

Conflict of interest can range from an ethical issue (e.g. involuntarily involving 
one or several stakeholders in the evaluation process to a larger extent than 
others, based on personal relationships with these stakeholders), to behaviours 
which are in direct violation of laws (e.g. knowingly present evaluation results 
in a certain way in order to support certain financial interests). Typically, the 
conflict of interest can be either financial or non-financial, in the first case 
funding questions are concerned, while in the second a wide variety of other as-
pects can be involved: reputation, professional favours, personal relationships, 
etc. Any of the abovementioned conflicts of interest have potential to change 
an objective treatment to a preferential one, possibly affecting the evaluation 
processes and outcomes. 

In any case of conflict of interest, it is important to identify these conflicts and 
inform about them from the beginning of the evaluation.24 The basic rule is 
rather simple25: “Conflict of interest should be dealt with openly and honestly, 
so that it does not compromise the evaluation processes and results”. Once 
identified and communicated, the impacts of such conflicts of interests can be 
mitigated through implementation of various measures. Interviews with a stake-
holder who is in a personal relationship with the evaluator can be conducted 
by an independent third party; financial conflicts may be resolved by full trans-
parency of funding in the matters in question; and the whole evaluation can 
be reviewed by an independent expert at a certain stage, ensuring all sources 
are represented equally and without bias. These are only examples of possible 
measures to be taken, as this is such a complex topic that no universal checklist 
on such measures can be provided. In any case, it is advisable for the evalu-
ators themselves to report their own identified conflicts of interests, together 
with measures taken to prevent them from affecting the evaluation process, in 
the evaluation report for the sake of complete transparency.26

24 Cf. Weiss 1998: 111. 
 
25 The Joint Committee 
on Standards 1994 in Weiss 
1998: 111.

26 Weiss 1998: 111.
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There are various types of evaluation which can be differentiated based on the 
following criteria:
•	  purpose the evaluation is to serve (aiming to conclude or to construct);
•	  phase of the policy the evaluation focuses on (stressing the process or the 

outcome);
•	  relationship of the evaluator and the policy (conducting internally or exter-

nally);
•	  timepoint of conducting the evaluation exercise itself (conducting evalua-

tion before the policy implementation commences, during the implementa-
tion phase, or after the policy implementation is concluded);

•	 	other specificities of the given evaluation approach (ongoing or one-shot; 
objective or participatory; goal-based or goal-free; problem or non-problem).

All of the aforementioned evaluation types are tackled in detail in the following 
subchapters. The aim of this exercise is not to complicate matters, but to offer 
an overview of viewpoints which are potentially useful to consider before start-
ing to plan any evaluation process. At the same time, even though differentiat-
ed into subchapters for the sake of clarity, these types are not exclusive to each 
other, but can also be used to well complement one another, as will be shown in 
subchapter 3.6. 

3.1 Evaluation by Purpose

There are two main types when dividing evaluation by its purpose – forma-
tive (constructive) and summative (conclusive) evaluation. An easy way to 
present the distinction between the formative and the summative evaluation 
is Snake’s27 famous illustration with soup tasting: “When the cook tastes the 
soup, that’s formative evaluation; when the guest tastes it, that’s summative 
evaluation.” Although this example cannot cover all evaluation activities28, it 
represents an easy way to understand the basic distinction between the forma-
tive and the summative approach. 

3.  Differentiating 
Types of 
Evaluation

27 Snake in Chen 2015: 8.

28 Chen 2015: 8-9.
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3.1.1 Formative (Constructive) Evaluation

“Formative evaluation fosters improvement of ongoing activities”, states one of 
the authors29, stressing the main trait of such evaluation type. Formative eval-
uation serves the purpose of improving the evaluated policy by forming it.30 
Formative evaluations may relate to the sole necessity of existence of the given 
policy, to the design of the policy, its implementation process, its impact, or 
its efficiency.31 Audience of the formative evaluation are typically stakeholders 
with an interest in optimizing the effectiveness of the policy.32

An example of a formative evaluation is the Mid-term Evaluation of the Erasmus+ 
Programme (2014-2020), tendered by the Directorate-General for Education, 
Youth, Sport and Culture (European Commission), and conducted by a sub-
contractor, providing the European Commission with a final report33 including 
recommendations, in order to summarize the achievements of the Erasmus+ Pro-
gramme during the period preceding the mid-term evaluation process as well as 
to highlight potential for further positive developments in the upcoming periods. 
This report then served as a basis for further discussions, leading to a commu-
nication34 from the European Commission to other responsible bodies, which in-
cluded a summary of the main findings as well as suggestions for further actions 
in developing the Erasmus+ Programme. 

Another example of a formative evaluation is the Impact Assessment of the Euro-
pean Voluntary Service35, conducted by the Directorate-General for Education, 
Youth, Sport and Culture of the European Commission. Despite its name, the 
clear aim of the aforementioned evaluation was to assess selected aspects of 
the European Voluntary Service (EVS) in order to put forward recommendations 
to further develop the EVS itself. 

3.1.2 Summative (Conclusive) Evaluation

Summative evaluation is any evaluation endeavour without formative ele-
ments36. It measures program outcomes and impacts during ongoing opera-
tions or after program completion37 and the purpose of summative evaluation 
is to provide an overall judgment about the effectiveness of an evaluated 
object (program) – to sum it up.38 Therefore this type of evaluation can usually 
serve the decision makers39 at the end of a policy timeline when deciding if the 
evaluated policy should continue or not and in what form40.

Examples of summative evaluation can be seen in the United Nations Develop-
ment Programme. Each of the funded projects submits a summative evaluation 
at the end of the project cycle. As a concrete example, Joint Programme on Youth 
Employment evaluation41 can be quoted. The publication summarizes and evalu-
ates the main goals of the given project, and even though the recommendations 
are stated as well, these are aimed at external stakeholders, such as the govern-
ment, in order to utilize the achievements of the project itself. The recommen-
dations do not aim at the evaluated project itself; they provide information for 
a potential follow-up or a similar project conducted in the future. As described 
above, the aim of such a document is to provide basis for a conclusion and as-
sessment of the given project, not for its continuation or further development. 

Both the formative and summative evaluations can focus on process as well as 
on outcomes, as explored below.

29 Scriven in Chen 2015: p7. 
 
30 Patton 2002: 219; Rossi, 
Lipsey, Freeman 2004: 34; 
Wholey, Hatry, Newcomer 
2010: 8. 
 
31 Rossi, Lipsey, Freeman 
2004: 35-36. 
 
32 Ibid.

33 Directorate-General 
for Education, Youth, 
Sport and Culture & ICF 
2017. 

34 European 
Commission 2018a & 
2018b. 

35 Directorate-General 
for Education, Youth, 
Sport and Culture 2017.

36 Scriven in Chen 2015: 8. 
 
37 Wholey, Hatry, Newcomer 
2010: 8. 
 
38 Patton 2002: 218-219. 
 
39 Scriven in Chen  
2015: 8. 
 
40 Patton 2002: 218-219.

41 Chiwara & Ali 2018.
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3.2 Evaluation by Phase

Whereas formative and summative distinction relate to the objectives of the 
evaluation (forming or summarizing the evaluated policy), process and out-
come evaluation types distinguish processes introduced in different phases of 
the policy implementation lifecycle.42

3.2.1 Process Evaluation

Process evaluation is conducted continuously during the policy implementation 
and typically is focused on aspects such as participant enrolment, activities 
offered, actions taken, staff practices, or client actions.43 The aim of process 
evaluation is to assess the procedural aspects of a policy, and can easily 
be included in both the formative and summative evaluations described above. 

An interesting example of a process evaluation is provided by Backett-Milburn 
and Wilson44 in their insights into the concrete peer learning processes within 
health promotion work in the UK. 

3.2.2 Outcome Evaluation

After the policy implementation process is concluded, an outcome evaluation 
takes place, concerned with results and impacts of the policy, with the main 
emphasis put on what outcomes the policy shows in its target group upon its 
completion.45 The aim of the outcome evaluation is to look into the impacts 
and outcomes of a given policy when the policy is concluded and the impacts 
and outcomes can be summarized and assessed. 

A rather famous Erasmus Impact Study published by the European Commis-
sion46 and summarizing the impacts of the EU student exchange scheme. Thr re-
port out of which the no-less famous “one million babies” finding was derived, 
is an example of the outcome evaluation: the aim was to determine any and all 
potential outcomes of the given policy, in this case, of the student exchange 
scheme. 

3.3 Evaluation by Relationship

Evaluation can also be differentiated by taking into account the relationship 
between the evaluator and the policy itself. The following types can be iden-
tified and are described in the following subchapters: external (independent) 
and internal evaluation, independent evaluation, empowerment evaluation, 
and collaborative (participatory) evaluation.

46 European Commission 
2014. 

42 Weiss 1998: 32.

43 Weiss 1998: 32.

44 Backett-Milburn & Wilson 
2000.

45 Weiss 1998: 32.
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3.3.1 External and Internal evaluation

The main difference between these two types lies in independence of the evalu-
ator.47 As one of the authors48 explains: “Internal evaluators are employed by 
an organization and are responsible for evaluating the organization’s own 
programs. External evaluators are not employees of the organization but are 
experts hired from outside to evaluate the program.” 

There are aspects49 which can be important in choosing internal or external 
evaluation, depending on conditions under which the evaluation is to take 
place as well as the general aim of the evaluation itself:

Table 1: Important aspects of internal and external evaluation.

Source: Chen (2015: 15; modified by author of this publication). 

Internal evaluation can be, and often is, part of implementation structures, 
such as schools, youth centres, or NGOs. 

An example of such permanent internal evaluation body is an Internal Evaluation 
Board of the Charles University, Prague, Czech Republic which aims to “support 
and develop quality assurance and internal evaluation of the educational and 
scientific, research, development, innovative, artistic, or other creative activities, 
and related activities of the University.” 50 As is apparent from the quotation, the 
aim is to monitor and further develop internal processes, and as such, to have 
internal experts and a continuous operation can be very advantageous. The on-
going internal evaluation is supported also by some governments, and useful tips 
for conducting such evaluation can be found in a publication by Education Re-
view Office of the New Zealand Government.51

External evaluation, on the other hand, often comes to play in case unique con-
ditions arise and the internal evaluation is not possible, or a conflict of interest 
might threaten its reliability and validity. 

External evaluation of the Youth Peace Ambassadors Project 52 can be consid-
ered a good example of such endeavour: the project itself was implemented by 
the Council of Europe, and an external view was considered an imperative in 
order to assess the project, come up with new ideas and recommendations. 

50 Charles University 
2018.

Internal Evaluation External Evaluation

Costs of the evaluation process 
are of great concern.

Cost of hiring an external evaluator 
is manageable.

Internal capacity/resources 
are available.

External evaluator can be hired.

The evaluator’s familiarity 
with the program is important.

Independence and objectivity 
are essential.

The policy is rather straightforward. The policy is large or complicated.

Evaluation is for the purpose 
of monitoring or is constructive 
in nature.

The evaluation will focus 
on conclusive assessment.

Insider understanding is important. Comprehensive assessment or fresh 
insight is needed.

47 Chen 2015: 14-15 
 
48 Ibid.

49 Chen 2015: 15; modified 
by author of this publication.

51 Education Review 
Office 2016.

52 Council of Europe 
2014. 
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3.3.2 Independent Evaluation

In this type of evaluation, the evaluator is the only entity responsible for devel-
oping the evaluation plan, conducting the evaluation, and disseminating the 
results.53 This is very important, as it is the main difference which distinguishes 
this type of evaluation from any other. The evaluator can direct the evalu-
ation absolutely autonomously and such evaluation does not need to be 
commissioned by the stakeholders of the policy itself – it can be conducted 
by an independent research body or by an NGO interested in effectiveness of a 
new governmental youth outreach program.

An example of such evaluations taking place can be found in the Independent 
Evaluations Office of the United Nations54. This body acknowledges that “eval-
uation is critical in helping countries achieve the simultaneous eradication of 
poverty and significant reduction of inequalities and exclusion. By generating 
objective evidence, evaluation helps UNDP achieve greater accountability and 
facilitates improved learning from past experience.” 55

Independent evaluation is a tool which can not only help to develop policies 
based on independent results, but also help to balance the power relationship 
between the policymakers and the recipients of the policy by conducting a criti-
cal and objective research into the parameters of the policies in place and gath-
ering evidence which can be subsequently used in an ongoing public debate. 

3.3.3 Empowerment Evaluation

Empowerment evaluation is designed and conducted by community mem-
bers while the evaluator’s role is to teach them basic evaluative techniques, 
coach them, and provide assistance when needed.56 Rossi et al.57 highlight that 
“empowerment evaluation most appropriately involves those stakeholders who 
otherwise have little power in the context of the program, usually the program 
recipients or intended beneficiaries”. Thus, the objective of this type of evalua-
tion is to legitimize experiential knowledge of community members and empow-
er them by democratizing research inquiry and at the same time improving the 
relevance of evaluation data for communities.58

In this case, empowerment and direct experience of the recipients of the policy 
are the main aims and the evaluator acts as a guide along the way, making sure 
the methodological and processual requirements are observed and the evalua-
tion outcomes are reliable and valid. At the same time, throughout the evaluation  
process itself, public participation is encouraged and enhanced. 

An in-depth review of the empowerment evaluation was put together by Miller 
and Campbell59, including detailed description of various aspects of the em-
powerment evaluation itself. 

Such evaluation is most suitable for local community-centred policies which 
have rather limited scope and the empowerment evaluation is viable. 

Examples of such evaluations are brought by Newell and Graham60, quoting 
their experience with such methodology used in the Australian context. 

56 Weiss 1998: 99. 
 
57 Rossi, Lipsey, Freeman 
2004: 51. 

58 Fawcellet et al. 1996 
in Weiss 1998: 99.

53 Rossi, Lipsey, Freeman 
2004: 51.

55 Ibid. 

54 Independent 
Evaluations Office 2019. 

60 Newell & Graham 
2012. 

59 Miller & Campbell 
2006.
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3.4 Timepoint of Conducting the Evaluation 

It needs to be noted that there are terms related to the timing of evaluation 
efforts: ex ante evaluation; interim evaluation; and ex post evaluation. Each of 
these types is specific in itself as well as useful in combination with some of the 
evaluation types mentioned in other subchapters. 

3.4.1 Ex Ante Evaluation

Ex ante (also called initial evaluation61) stands for an evaluation conducted 
ahead of the policy implementation itself, usually including SWOT analysis, 
needs analysis and other methods determining potential benefits as well as 
challenges of the policy in question. Aims of this particular evaluation are to 
prepare such implementation and monitoring mechanisms as to achieve the 
most efficient policy with high quality outcomes. 

Ex ante evaluation has been conducted in 2004 as part of the preparations for 
the Youth in Action programme to be established62, and based on inputs from 
various stakeholders and experts brought together insights into potential imple-
mentation strategies of the upcoming youth mobility programme. 

3.4.2 Interim Evaluation

Interim, or mid-term, evaluation is an evaluative process which is conducted at 
such a point of policy implementation which allows outcomes of the implemen-
tation process to be seen, although it is too early for an overall, final evaluation. 
Interim evaluation is usually conducted half-way through the policy imple-
mentation process but can also be conducted at other timepoints, provided 
that the policy implementation has not finished, and outcomes are already de-
tectable. 

An example of this evaluation type is the Youth in Action Interim Evaluation, and 
exercise conducted in order to explore Youth in Action mobility programme for 
young people in 201163. The aim of the evaluation was to provide both an in-
sight into the then current mobility programme and its functioning, and at the 
same time to bring in recommendations for a subsequent mobility programme 
for young people64. This example well illustrates that elements of other evalua-
tion types can be combined in this evaluation type (as well as in many others): 
formative and outcome evaluation meeting in one exercise. 

61 Cf. Kloosterman, Giebel, 
Senyuva 2007: 30. 

62 Commission of the 
European Communities 
2004. 

64 McCoshan et al. 
2011: 11.

63 McCoshan et al. 
2011. 
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3.4.3 Ex Post Evaluation

Ex post, also called final65, evaluation designates an evaluation process 
conducted at the end of the policy implementation and as such takes into 
account all aspects of the given policy which took (or should have taken) place 
during the whole policy implementation period.

Final evaluation of the “Youth” community programme66 is an example of such 
endeavour, providing an overview of all elements of the programme, including 
all financial and statistical indicators, and drawing conclusions on the overall 
youth mobility programme outcomes. 

3.5 Other Types of Evaluation

Evaluation types based on further specificities are listed below. Since this pub-
lication aims at providing initial information on evaluation processes, the most 
frequently mentioned types were chosen to be presented here. It is noteworthy, 
however, that there are more types of evaluation than mentioned in this publi-
cation, and some authors even introduce their own typologies.67

3.5.1 Ongoing and One-shot Evaluation

Timing is the determining specification in these two evaluation types. As Patton68 
describes: “The timing of the evaluation can range across continuum from a one-
shot study of a specific aspect of implementation or one set of outcomes to an 
ongoing assessment system.” Apparently, this specificity can occur in any of the 
aforementioned evaluation types, either building up on continuous data inputs 
and assessments, or working with a single data collection. None of these ap-
proaches is generally more suitable than the other, it always depends on the over-
all context of the evaluation as well as on the opportunities at hand: sometimes a 
one-time survey at the end of a project can bring in sufficient data for evaluation 
(especially in cases well covered from other sources, with data collections from 
other entities available for analysis, such as data from Eurostat, etc.); on other in-
stances, a continuous data collection can be a must, especially when a course of 
development is to be mapped and the desire is to shed some light on the process 
and not only on the outcome. 

3.5.2 Collaborative (Participatory) and Objective Evaluation

According to some authors69 a collaborative (participatory) evaluation is a 
team project of the evaluator and representatives of one or more stake-
holder groups. Stakeholders are directly involved in planning, conducting, and 
analyzing the evaluation with evaluator whose role can be ranging from a team 
leader to a resource person reached out to only when necessary.70 The evalu-
ator typically helps with more technical tasks, but the stakeholders have the 
right to decide as to what is to be measured and in what fashion.71 However, the 
evaluator does not make judgments based on the data and does not give any 
recommendations.72 Evaluator only urges stakeholders to reflect on the data 
and knowledge of the policy, but does not step into the process itself, leaving 

65 Cf. Kloosterman, Giebel, 
Senyuva 2007: 31.

66 Commission of the 
European Communities 2008. 

67 Cf. Chen 2015.

68 Patton 2002: 9.

69 Greene 1988, Mark and 
Shotland 1985 in Rossi, 
Lipsey, Freeman 2004: 51.

70 Rossi, Lipsey, Freeman 
2004: 51. 
 
71 Ibid. 
 
72 Weiss 1998: 99.
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the assessment and recommendation creation fully in the hands of the stake-
holders.73 In contrast to the empowerment evaluation which aims at evaluation 
conducted by community members, the participatory (collaborative) evaluation 
should promote an equal share of control by all stakeholders.74

Shulha et al.75 look deeper into this type of evaluation, bringing in principles 
based on their own empirical research of collaborative approach in evaluation, 
shedding more light into the usefulness of this evaluation type in aspects such as: 
creating relationships among the stakeholders; developing a shared understand-
ing of the policy; or promoting evaluative thinking. 

On the other hand, an objective evaluation can be defined. According to Patton76 
“traditional social science research methods have called for objective, neutral, 
and detached observers to measure the results of experiments and studies.” But 
professional evaluation, as Patton77 points out, requires involvement of the stake-
holders to assure utilization of evaluation’s results. Therefore, it must be decid-
ed to what extent the stakeholders are to be included.78 In order to achieve as 
objective evaluation approach as possible, the involvement of stakeholders 
must not only be transparent, but must have no influence on data analysis 
and interpretation whatsoever. Evaluators themselves also need to be aware 
of their biases and preconceptions, making any and all potential influences 
on their evaluation-related work transparent (e.g. in case of conflict of inter-
ests, etc.). At the same time, use of objective measurements and overall well-es-
tablished and reasoned-for methodology is necessary as well, as chapter 4 refers 
to in detail. 

This distinction is easy to see in case of independent evaluation conducted by 
a professional evaluator or evaluating body, and empowerment or collaborative 
approaches in which the evaluator is more in a supportive role, enabling the stake-
holders to take very active part in the whole process. Naturally, this distinction can 
be much less apparent in cases such as the typical internal or external evaluation 
which is conducted, to some extent, in collaboration with the stakeholders as well: 
one of the stakeholders is usually commissioning the evaluation itself, and many 
other stakeholders are usually in the role of informants, making the objective and 
participatory evaluation almost always a matter of concrete setup and context. 

3.5.3 Goal-based and Goal-free Evaluation

During the evaluation, the evaluator assesses the policy in question. As Patton79 
points out: “When making determinations about the appropriateness, adequacy, 
quality, efficiency, or effectiveness of program operations and results, evaluators 
may rely on existing criteria provided in laws, regulations, mission statements, or 
grant applications. Goals may be clarified, and targets for performance may be 
given in such documentation. But in some cases, evaluators are not given such cri-
teria, and may have to seek guidance from stakeholders, professional standards, 
or other evaluation studies to help them make judgments. When little available 
guidance is given, evaluators find themselves constructing the evaluation crite-
ria – or operating in a goal-free state.” 

In other words, goal-based evaluation is the typical evaluation based on objec-
tives of the given policy, and making assessments based on these objectives, 
in the simplest form stating whether the objectives have or have not been reached. 
Goal-free evaluation is a rather atypical situation which either requires the 
evaluator to create policy goals based on expert knowledge or consultations, 
or to limit the evaluation to stating the evaluation findings, but not stepping 
up to assessing the findings against the policy objectives, since these are not 
available. It is noteworthy that, should such case arise, this goal-free state in itself 
is one of important evaluation findings. 

79 Ibid.

73 Ibid.

74 Ibid.

75 Shulha et al. 2015. 

76 Ibid.

77 Ibid.

78 Ibid.
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3.6  How to Choose an Appropriate 
Evaluation Type? 

Various authors argue for different criteria when determining which evaluation 
type to use. Chen80 suggests the following steps when looking for the appropri-
ate type:
I.  In cooperation with the stakeholders, identify the concrete focus of the 

evaluation: Is the evaluation to tackle the implementation of a policy? Is 
the evaluation to focus on impacts of the policy? At what stage of the policy 
implementation is the evaluation to take place? Be as specific as possible on 
the expectations of the stakeholders and facilitate the discussion in order to 
get concrete answers determining the aims of the evaluation as precisely as 
possible. 

II.  Identify potential audiences. Is the evaluation to serve internal purpos-
es, or is it meant for wide audiences outside of the circle of stakeholders? 
Should it serve both internal and external purposes? When answering these 
questions and combining it with the aims of evaluation identified above, 
certain evaluation types will become apparently more appropriate than 
others. E.g. evaluation produced for the purposes of communicating the re-
sults of a given policy to the wide public will require different approach and 
scope than an evaluation which is for the internal purposes only and aims at 
optimizing the implementation processes of the policy. 

III.  Communicate the details of the chosen evaluation type and research 
method back to the stakeholders. This step enables all stakeholders to keep 
ownership of the whole process as well as to provide feedback and help the 
evaluator to optimize the evaluation strategy before commencing further 
evaluation processes. 

Other authors81 state that choosing an evaluation type also depends on the 
type of questions the evaluation is to address. This is in line with the steps 
described above in chapter 1, since identifying focus and audience for the 
evaluation is necessary to form evaluation questions. To form explicit questions 
may help to guide the whole process more precisely, keeping on track and not 
diverting into interesting, albeit not important details along the way. 

All in all, it needs to be pointed out that the evaluation types are only theoret-
ical concepts presenting the wide range of the potential evaluation processes 
which can be utilized. In practice, these types often merge and become hybrids 
in order to enable the evaluator to reach the goals and answer the evaluation 
questions. 

As an example, evaluating youth policy towards rural areas in a given country 
can be a complex process involving internal evaluation in the first stage, focus-
ing on the implementation processes of the policy (formative internal evalua-
tion) and aiming at further development of the implementation in the future 
(e.g. after the first pilot phase of the policy implementation); this formative 
internal evaluation can also involve collaborative evaluation approaches in or-
der to collect the data as well as to enhance the ownership of the given policy 
among the stakeholders who are involved in the policy implementation. Subse-
quently, this initial phase can be followed by an external evaluation focusing on 
outcomes (summative external evaluation) and aiming at presenting results of 
the policy in a certain time period (e.g. the first year of policy implementation) 
to the public. And this summative external evaluation can involve empowerment 
evaluation approaches in some concrete rural areas in order to collect the data 
as well as to increase awareness of the local residents of the policy in question.

81 Frechtling et al. 2010:

80 Chen 2015: 51-53; 
modified by author of this 
publication.
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This intentionally complicated and complex example sheds some light on the 
potential utilization of the evaluation types. The evaluation types are to serve 
the evaluation purpose and can be used to the fullest as a single approach as 
well as to be combined with other types or used only as a small-scale approach 
within a wider evaluation scheme. 

In order to further broaden the knowledge of the aforementioned evaluation 
types and to link them with concrete processes to take place during the evalu-
ation process itself, concrete social research methods which can be potentially 
useful in any of these types are listed and described below. 
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The next step in conducting evaluation is outlining a methodology. Methodol-
ogy is a term which describes a set of social science methods and the way 
they are used in a particular study, including any evaluation endeavours. When 
thinking of the evaluation methodology, it is useful to keep in mind the whole 
process which is closely linked to the usage of the methodology in practice, as 
summed up below82:

I.  Development of an evaluation design. When developing an evaluation de-
sign, these are the main steps: 

	 •	 	Determining	what	type of evaluation is required to answer the evaluation 
questions.

	 •	 	Selecting	a	methodological approach and concrete data collection in-
struments.

	 •	 	Selecting	a	research sample, i.e. the sum of individuals to be targeted 
during data collection phase. This procedure is commonly referred to 
as “sampling”, and puts together a group to be tested, therefore called 
a “test group”. This group needs to possess information relevant to the 
evaluated policy, usually directly or indirectly subjected to the policy in 
question. 

	 •	 	Selecting	a	comparison group to provide a reference frame for the evalu-
ation in question, if necessary. Such group of respondents possesses the 
same qualities as the research sample but is not subjected to the evaluat-
ed policy and is hence usually called “control group”. Not all evaluation 
designs need to include the comparison group, for more details please 
see chapter 4.1.3.3 covering experimental designs.

	 •	 	Determining	timing,	sequencing,	and	frequency	of	data collection. Data 
collection is a general term for using research instruments and gather 
information from respondents (research sample and comparison group). 
Planning data collection steps is vital in order to put it in line with other 
processes and to determine human and financial resources necessary to 
conduct the data collection exercise.

II. Collection of data. 

III. Analysis of data. 

4.  Outlining 
Evaluation 
Methodology 

82 C.f. Frechtling et al. 2010: 
15-31; modified by author of 
this publication.
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Choosing appropriate research design is crucial, since it constitutes a roadm-
ap leading from the evaluation questions to their answers. The choice is de-
pendent on all of the aforementioned points, from the evaluation questions, 
through the availability of individuals to include into the evaluation (research 
sample, and if applicable also the comparison group) all the way to the data 
collection and analytical capacities available during the evaluation process. 
All of these aspects, when explicitly formulated during the preparatory phase 
of the evaluation, often provide fine guidance when it comes to choosing a par-
ticular research methodology to use.

The most common research methodologies used in evaluation are listed in this 
chapter, and briefly explained, accompanied by references for further reading. 
This provides a basic overview of the research methods to be used in evaluation 
either as a combination (e.g. individual interviews and several focus groups) or 
as a single approach study (e.g. questionnaire via a large-scale online survey). 
Two main groups of methodologies are outlined below: social research designs 
building broadly on research methods found in sociology, psychology, and oth-
er related social science fields; and specific evaluation designs which are used 
in specific evaluation contexts, e.g. in cost-related matters. 

4.1 Social Research Designs 

General social research designs often used in evaluations are presented in this 
sub chapter, providing for a list of the most common approaches. The basic divi-
sion between the quantitative and qualitative research approaches is outlined, 
with concrete research methods listed under each of these broad approaches. 
Mixed methods are introduced as well, bringing in an interesting link between 
the quantitative and qualitative traditions. 

4.1.1 Quantitative Approach

Quantitative approach stems from the natural science tradition of gathering 
evidence on reality which can be observed and understood in the same fash-
ion by every individual. This philosophical tradition is called positivism. As an 
example, the length of an object can be observed and understood by using one 
system of measurement and unless the object changes, the length of the object 
will always be the same, no matter how many times we take the measurement 
or who takes the measurement. 

This approach applied in social sciences is trying to quantify (hence the name) 
measured phenomena in order to allow the understanding of the phenomenon 
in question. Ideally, such measurements will bring the same results if repeated 
(as is the case in the length measurement example above) and will refer to the 
phenomenon in question. 

In practical terms, real-life concepts are attributed numerical values in order 
to represent these concepts, thus making them measurable: a person can have 
a very healthy lifestyle (represented by number 10, for instance) or a very un-
healthy one (represented by number 0, on the opposite end of the scale), or 
have a combination of good and bad habits, resulting in average lifestyle (and 
therefore be represented by, for example, number 5 in the middle of the afore-
mentioned scale). By assigning a number to each individual in the research 
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sample on this particular scale, we can use statistical methods to process the 
data in order to see, e.g. what level of lifestyle there is in the group we are ex-
ploring: calculating an average will show the information rather clearly. Group 
average of above 5 suggests a rather healthy-living group of individuals, while 
average score below 5 suggest the opposite. 

This example not only shows the basic logic of the quantitative approach in 
social sciences and evaluation, but also highlights two important traits of such 
approach: processing limited information about a large number of cases. In the 
example above, we only learn about the level of lifestyle in the whole group, but 
to know the reasons for being above- or over-average, further inquiry needs to 
be made. Therefore, the quantitative approach allows for generalization of the 
results, but may lack a deeper understanding of the reasons behind the results, 
while also suffering from the downside of only getting answers to the questions 
asked, i.e. respondents only fill in answers in a rigid format with no or limited 
options to elaborate further.

 4.1.1.1 Questionnaire
Questionnaire is a tool used in quantitative approach methodology to gather 
large numbers of information. In essence, it is a written set of questions to 
which there are predefined answers for the respondents of the question-
naire to choose from and mark; one individual fills in one questionnaire on 
the given topic. Once the respondent marks all their answers, these are trans-
formed to numerical values (e.g. male is designated 2 and female 1) and tran-
scribed into a database usually called a dataset. In the dataset, responses from 
a single person are all in one row with columns showing answers to the ques-
tions. In a dataset of 100 respondents and 10 questions, there will be 100 rows 
and 10 columns, answers for each person filled in by the designated numerical 
codes (e.g. all females are coded as 1 and all males as 2; all those who are very 
satisfied about an certain policy are coded as 5 and all those who are very dis-
satisfied are coded as 1, etc.). 

Questionnaires can vary from a very short and widely distributed pieces usual-
ly called “opinion polls” to elaborated and very precisely targeted tools gath-
ering information on a precisely defined population, labelled “surveys” (e.g. all 
users of a youth club between ages 15 and 18) in order to answer well-defined 
questions (e.g. to explore preferences of future development of the youth club 
agenda connected to mental well-being of young people). Questionnaire can 
exist in an online form, as a paper-based instrument, or even as a basis for an 
interview in which questions are asked to a person precisely as written down, 
and the answers are marked for the respondent. Target group needs to be taken 
into account when choosing the particular type of a questionnaire. In some 
cases, an online questionnaire may be suitable (e.g. all respondents have no 
trouble connecting to the internet), while in other cases a paper version can 
be a better fit (e.g. in cases where the internet connection can be a problem). 
There are cases in which an interview is the only way to gather responses for a 
questionnaire, e.g. in cases of respondents who cannot read as well as in cases 
of disabled young people with impaired vision. 

Large numbers of responses (it is highly recommended to gather at least 100) 
subsequently allow statistical analyses which have a potential to generate 
findings applicable to general populations. Respondents should be chosen 
at random and the dataset ideally modelled (weighted) in order to mirror the 
general population as best as possible in basic characteristics, such as gen-
der, age, or educational attainment. For example, trying to determine needs of 
young people in a certain rural region of a country does not necessarily require 
gathering answers from all of the young people in the given region. Instead, 
more than 100 responses are gathered from the young people in the given rural 
region, and these are subsequently analysed in order to provide an insight into 
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the general needs of the youth population in the area. Another “soup example” 
can be quoted: in case you need to determine the taste of a soup, you do not 
need to eat the whole pot; instead, you simply taste a spoonful, assuming that 
the taste will be the same in the whole pot. Using a questionnaire is basically 
the same approach – by using a sample population (the spoonful, i.e. the 100 
young people who fill in the questionnaire), a generalization is made without 
the need to speak to all members of the general population (the whole pot, i.e. 
all young people from the whole rural region). 

As in any other research method, it is important to acknowledge the advan-
tages and disadvantages of the questionnaire use. Explicitly mentioning them 
helps deciding whether to include this research method in the evaluation pro-
cess in question. As for advantages, the following can be mentioned:
•	 	Relatively low cost of data collection in comparison to other research 

methods. Using a questionnaire can be rather straightforward, with the on-
line version enabling to both collect the data and create a dataset as well as 
conduct basic analyses straight away, hence reducing the costs. 

•	 	Potential for generalization and trend analysis. In case the data possess-
es desired qualities, such as number of cases or representative profile, anal-
yses results can be applied to all of the people in the general population, 
providing for a much-valued insights on large scale. 

Disadvantages are summarized by the bullet-points below as well: 
•	 	Expertise in creating a questionnaire is needed. In order to create a func-

tional questionnaire which brings in data enabling the evaluator to find 
answers to the evaluation questions, a tight link between the contents of 
the questionnaire and the evaluation questions needs to be established, re-
quiring careful approach and expertise in utilizing particular questionnaire 
forms and using appropriate wording and stylistics. 

•	  Expertise in statistical data analysis is needed. Although many online 
engines are capable of producing basic statistics, if more complex compu-
tations are required, a statistical analysis in a specialized software is nec-
essary. In such case, the software as well as the statistical knowledge are a 
must and an expert might need to be hired. 

•	  Predefined answer choices provide limited information. Simply, there 
are no answers apart from the ones provided in the questionnaire itself. In 
case a size of a village the young person lives in needs to be determined, it is 
hardly possible to ask an open question, since most people would struggle to 
give a precise number of inhabitants. Therefore, several options are created, 
such as: a secluded farm of a few people; a small village of up to 500 people; 
a village of up to 1000 people; a settlement of up to 5000 people; a large 
village of up to 10 000 people. This brings enough choices for the respond-
ents to identify with; on the other hand, there are villages which are located 
in a close vicinity of a large city, effectively making such settlement much 
different from any other village in terms of frequency of public transports 
connections and many other important aspects. Without asking yet another 
question, such details can be lost and even provide baffling outcomes. 

•	 	In-depth understanding of the analysis outcomes may require further 
research. A statistical analysis of questionnaire data may suggest that 
young people from a given rural area are lacking opportunities to engage 
in organized youth work, although it is known that in terms of facilities as 
well as in terms of number of youth workers, this rural region is comparable 
to other regions with no such trouble. Is this due to lack of efforts of the 
local youth workers? Is it due to lack of experience in local youth centres? 
Is it due to negative attitudes of families in the particular region towards 
youth work as such? Questionnaire will likely not be helpful in answering 
such questions, since it is an unexpected result and the questionnaire was 
not designed to further follow this angle of inquiry. 
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•	  Large numbers of responses are needed in order to make the statistical 
analyses reliable. Since the whole idea of quantitative measurement in so-
cial sciences is based on statistical theory, and in particular on statistical 
inference (processes of deducing information from results of the research 
sample to the whole population, e.g. from the 100 young people to all of 
1000 young people living in the same area), it is necessary to collect at least 
100 responses from the target population (for details please see central limit 
theorem83). This does not mean that a survey of less than 100 responses is 
useless, but it saves much analytical work and provides greater reliability to 
the analyses to achieve collecting over 100 responses. 

All in all, it is obvious that while questionnaire is a useful instrument, it may be 
worthwhile to find an expert who knows how to put it into practice from design-
ing through data collection all the way to the data analysis. 

An example of a concrete questionnaire use in the youth policy evaluation can 
be found at the UNESCO website: 8th UNESCO Youth Forum Evaluation84. This 
evaluation was directly based on questionnaire data and provides an example 
of presenting survey results on a specific evaluation-related topic. Another ex-
ample of a survey-based evaluation supporting “public governance arrange-
ments for young men and women to engage in public life”85 is Seven key findings 
from the Youth Governance Survey report by the OECD86. And an online large-
scale multilingual questionnaire was also used in RAY study on monitoring of 
outcomes of youth mobility projects87. 

 4.1.1.2 Open Source Quantitative Data
In many cases, no original questionnaire needs to be designed and no survey 
exercise is necessary, since there are databases of open source quantitative 
data available for analysis. Examples of such are various indicators that re-
gional, national and international bodies are collecting and providing, such 
as general Eurostat data on young people, specific Eurobarometer surveys 
on young people, or national statistical offices reporting on various areas of 
young people’s lives.

Utilizing all existent data should always be prioritized to collecting new infor-
mation, since a new data collection always takes time of the informants and 
influences their willingness to participate in surveys in the future. With respect 
to this important consideration, it is advisable to only collect original data in 
cases no relevant data can be found. At the same time, data collection itself 
needs to be funded, hence using ready-to-use data in evaluations is a cost-ef-
fective way of covering, at least some, areas of interest. 

Using open source quantitative data needs to take into account the original 
purpose of data collection: What research or evaluation questions were cov-
ered by the data? What was the general population? What was the sample of 
the survey? What reports are already available and could be potentially used 
to build upon? What is the correct way to quote the data source? 

All of these questions, and more, need to be answered before using any open 
source quantitative data. Evaluator needs to be sure that they know the original 
purpose of the data collection and that this purpose fits the needs of the cur-
rent evaluation in answering some of the current evaluation questions. It is also 
necessary to be explicit about the data being used and their original source: 
admitting and quoting the data back to the original author(s) is a legal and 
ethical must. 

83 De Vaus 2002:79. 

84 UNESCO 2014.

85 OECD Governance 
2019: 2. 
 
86 OECD Governance  
2019. 
 
87 Fennes et al. 2011, 2012; 
Fennes, Chisholm 2013; 
Bammer et al. 2017; Böhler 
et al. 2019.
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An example of such open source quantitative data is the Estonian Youth Monitor88  
which provides data on young people in a number of areas and with an oppor-
tunity to also explore trends over time. Further examples worth exploring, should 
there be a need for more detailed analyses are international studies, such as 
European Values Study89 and European Social Survey90. Both initiatives provide 
open source datasets which can be further analysed to explore youth-related 
areas of relevance to the particular evaluation effort; both are also long-term 
projects providing data collected in various years, allowing for trend analysis 
as well. 

4.1.2 Qualitative Approach

Qualitative methods stem from a different philosophical tradition than the quan-
titative ones. While the quantitative approach is based on the presumption that 
the world around us can be measured and understood in a way common to all 
people, the qualitative approach builds on a premise that each individual has 
their own unique perception of reality and this perception contributes to the 
overall reality around us, since each of us acts on their own beliefs and mental 
images of reality. This philosophical viewpoint is called social constructivism: 
the overall reality is constructed in social interaction between individuals who 
act on their own perceptions of reality at the given moment. As a result of the 
abovementioned premise, the only reality that can be discovered is the one 
created at a particular point in time by actions and perceptions of people and 
their interactions. 

To showcase an example, it is currently normal for youngsters of 16 years of 
age to vote in some countries such as Malta or Austria. A public debate in these 
countries reached a consensus of enabling the young people to have their say 
in the elections. When meeting with people from other European nations, their 
views on the legal voting age can differ with various arguments being present-
ed. Most of these arguments would be the same for both the Maltese arguing 
for the lowering of the voting age to 16 and for anyone opposing it, but the 
conclusions would be different, since they are based on different realities. And, 
of course, there may be many people from all over Europe who appreciate the 
Maltese decision and wish for their countries to join the suit, but the current 
reality in their countries does not permit it to happen. These multiple realities 
not only of different countries, but of each individual being, are the basis of the 
social constructivism which poses that only by discovering the reality percep-
tions of the individuals in a given situation, a puzzle of the general reality can 
change. And again, if any single piece of this puzzle changes, the whole reality 
looks a bit different already. 

An inspiring reading providing insights into the social constructivist view of re-
ality can be found in Goffman’s91 work on roles individuals play in the society. 
While using a metaphor of a theatre, he explores various roles people represent 
in everyday life, showcasing the differences in behaviour of individuals across 
various contexts, and searching for an interpretation framework for human ac-
tions. The metaphor of “wearing masks” is well known. Goffman argues that 
each individual possesses a wide variety of “masks” which are used in different 
contexts: a mother at home, a supervisor at work, a citizen on the street, etc. 

To illustrate the qualitative approach in evaluation further, an example from 
a simple youth project evaluation can be shown. While a questionnaire sur-
vey might identify the general level of fulfilment of expectations to be rather 

91 Goffman 1956.

89 Tilburg University 
2019. 
 
90 ESS ERIC 2019.

88 Eesti Noorsootöö 
Keskus 2019.
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average, qualitative methodology may come with more detailed pictures. Some 
youngsters may seem to be much excited about the project and find it match-
ing their initial expectations, while others may be highly disappointed when it 
comes to their own expectations. This picture is more complex and less clear in 
the overall result than the one painted by the survey results (it is very difficult 
to deduce from a limited number of single cases to a general condition), but at 
the same time it can provide additional information leading to a deeper under-
standing than just a general level of fulfilment of the expectations: Is it because 
some of the youngsters were better informed of the contents of the programme 
than others and formed more realistic expectations? Was there a concrete as-
pect of a programme which made some youngsters lose attention, therefore 
leading to their expectations being left unfulfilled? Was the communication 
channel used in the project (academic language, mother tongue, foreign lan-
guage, etc.) preventing some youngsters from fulfilling their expectations? All 
of these are important questions which may not be covered by the survey but 
are easily asked in an interview. 

In practical terms, qualitative approach is typical by collecting and analysing 
detailed information about a smaller amount of cases or responses. In other 
words, by using face to face formats of data collection as well as by collecting 
various additional information (e.g. documents created by respondents, obser-
vation notes on particular activities, etc.), and in-depth understanding of the 
evaluated phenomena is created. The main medium of information collection is 
words and looking for individual meanings and interpretations of the respond-
ents. Evaluation using qualitative approach is seeking to achieve understand-
ing of the evaluated phenomena through the eyes of the respondents. 

In the following subchapters, interview, focus group, observation and case 
study designs are outlined in order to provide a deeper understanding of the 
concrete tools provided by the qualitative approach in evaluation. 

 4.1.2.1 Interview
Interview is a one-on-one talk between an interviewee (the person being in-
terviewed) and an interviewer (the person leading the conversation and col-
lecting data) in which a subject of interest is debated either freely (an open 
interview) or in line with a predefined script, usually called “interview guide-
lines” (semi-structured or structured interviews). This discussion usually takes 
place in person in a calm environment, nevertheless, other means can be used 
as well, such as online interviews, or phone interviews. In general, the inter-
views taking place in person are much better in establishing a rapport between 
the evaluator and the interviewee, while the alternative forms utilizing modern 
communication technologies can keep the time demands at the bare minimum, 
eliminating the need for travels. 

Unlike in case of questionnaires, the choice of respondents for the interviews 
must be intentional, with a strong reasoning for choosing each of the inter-
viewees. The chosen individuals should have a first-hand experience with the 
evaluated policy, for example: members of the target group of the policy; key 
stakeholders; administrators of the policy, and many others. Interviews can be 
divided into several subgroups, with different interview guidelines for each of 
the specific groups, as the questions asked need to fit the profile of the inter-
viewee: it makes no sense to ask questions the interviewee does not know an-
swers to. 

Since interview is a lively talk between the interviewer and the interviewee, it 
is necessary to agree upon the method of the data collection. The easiest way 
is to record the interview, the interviewee needs to be informed of that before-
hand and needs to provide consent with the recording. In case the recording is 
not possible (i.e. the interviewee does not provide the consent), making notes 
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is another, albeit much less comfortable, option. A recording is subsequently 
either listened to and analysed as a recording itself, or transcribed and ana-
lysed as a text, which provides the advantage of easily going back and forth as 
well as easily retracting direct quotations if needed. Last but not least, all data 
obtained via an interview need to be anonymized in order to prevent anyone 
connecting the findings and the interviewees. Generally, this is achieved using 
a combination of two methods: keeping the interview list confidential and only 
for as long as it is useful to the evaluator and then discarding it in a safe way; 
and never using any real names or any other data which could identify the 
person in any reports or publicly available materials (e.g. erase all mentions of 
geographical locations, names of institutions, and any other information po-
tentially linking the interviewees to the collected data). 

As is the case with the quantitative approach, there are advantages and disad-
vantages to the qualitative approach as well. Advantages can be summarized 
as follows: 
•	 	Qualitative methods have a potential to provide large amounts of de-

tailed data. Even though qualitative methods also need to be prepared in 
terms of interview guidelines or observation templates, there is always a 
potential for flexibility. Asking additional questions or adding more informa-
tion to the observation template to create as complete a picture as possible 
can easily be done. This provides the evaluator with an opportunity to follow 
up on unexpected or new information and fill in blank spots on the go. 

•	  It is not necessary to have large numbers of respondents. Unlike in the 
quantitative approach, generalization is not the aim of the qualitative in-
quiries. Therefore, even a relatively low number of well-chosen key respond-
ents can provide valuable and deep insights into the evaluated matter, and 
there is no minimum number of respondents that need to be approached. As 
a rule of thumb, it is advisable to approach such a number of respondents 
or collect as much data as is possible to utilize in data analysis; in case 
analytical capacities are not limited, then data collection continues until 
information gathered through the research instruments becomes repetitive. 

Disadvantages can be summed up as follows:
•	 	Data collection and analysis is relatively costly and time demanding. 

Since the data collection is dependent on personal engagement in inter-
views and observations, the costs and time allowance need to be planned 
for. Each of the respondents needs to be approached in advance, and a 
meeting scheduled, which often takes up more time than expected. All of the 
collected data needs to be analysed, i.e. all interviews need to be listened 
to again in detail (or read through, in case a transcript is available), and all 
the documents need to be studied as well. All of these activities take time 
and need to be budgeted for. 

•	 	Generalization is not the aim of the qualitative approach. While the 
quantitative approach aims at getting the overall picture, it is the goal of 
the qualitative approach to provide detailed insight into the perceptions of 
the actors. This does not mean that the findings of the qualitative evaluation 
are useless in defining the overall picture, but it needs to be treated carefully 
and linked always to the source from which the information came. 

 4.1.2.2 Focus Group
Focus group is an interactive discussion led by a moderator and has a po-
tential to capture perceptions, experiences, beliefs or expertise of a small group 
of people about a given topic, project, or program.92 Importantly, focus groups 
should bring together people of a similar background and in a similar relation 
to the evaluated policy in order to boost the discussions and use the group 
dynamics to getting as much data on the topic as possible. If the evaluation 
identifies more than one homogenous group of actors, it is possible to conduct 
multiple focus groups, exploring different angles with each group. 

92 Chen 2015:158.
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For example, it is possible to conduct a focus group with handicapped young 
people in order to see their views of the latest changes in the health-care policy. 
At the same time, it might be beneficial to conduct a focus group with doctors 
focusing on the given age group, to hear their opinions as well. And of course, 
it might be potentially useful to hold a focus group with parents, personal as-
sistants or other people in a similar position, i.e. in touch with both the young 
handicapped people and with the doctors and health-care services. Each of 
these focus groups might have a different guideline and will provide a unique 
point of view, bringing an opportunity to compile as detailed and full picture 
as possible. 

 4.1.2.3 Observation
When conducting an on-site observation, the evaluator in person overlooks 
implementation processes of given policy measures in order to describe 
major aspects of such measures, identifies strong and weak suits and analy-
ses their causes.93

Based on the level of engagement, the participation can be participatory, 
where the evaluator for many intents and purposes acts as a recipient of the 
youth policy measures, i.e. acts as a member of the target group of a given 
policy. On the other hand, the observation can also be completely non-partici-
patory, resulting in a situation in which the evaluator stands aside and acts as 
an impartial observer, observing only without any direct participation in any of 
the processes. At the same time, there are many in-between roles for the evalu-
ator to take, combining the participatory and non-participatory approaches to 
the best outcome in the given context. 

In order to conduct a successful observation, the evaluator needs to prepare 
beforehand by studying all available documents on the processes in question, 
and deciding whether a structured observation or an open, unstructured one, 
suit the case. In a structured observation, a grid for field notes is created be-
forehand, hence explicitly marking the focus of an observation for the evaluator, 
using, e.g. phases of the process as categories to be observed, or transversal 
topics to be focused upon. This helps the evaluator to focus on certain aspects 
of the overall process, while also limiting the focus to situations outside of this 
grid. In the unstructured observation, the evaluator takes field notes simply 
based on the momentary situation, keeping their mind open to all and any as-
pects occurring in the observed processes. Each of these approaches has its 
advantages and downsides and often, again, combining them may provide for 
an effective tool: having a general observation grid ready, but also keeping 
space in the field notes for any other observations. 

As mentioned above, the main format of the data collected during an observa-
tion is often field notes, since video recording of the observation is hardly ever 
possible94. Such notes, based either on the structured approach or any form of 
less-structured observation, are analysed in order to reveal details not availa-
ble via other forms of data collection. Combining observation and other data 
sources can provide useful insights into the perceptions of the processes and 
policies in question, focusing on discrepancies between the contents of the ob-
servation field notes and of information provided from other sources. Needless 
to mention that being present when some of the policy implementation process-
es are taking place, interviewing actors present on the spot can prove to be an 
efficient use of time and human resources.95

94 Explicit consent with 
the video recording would 
need to be obtained from all 
involved personnel, including 
the consent from legal 
guardians in case of minors. 
At the same time, the act of 
recording itself may affect 
the way people behave, and 
therefore disturb the results 
of the study. 

95 Cf. Chen 2015:158.

93 Cf. Chen 2015:158.
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When exploring outcomes of a youth policy focusing on youth engagement, it 
might be useful to engage in observations of some key implementation events, 
such as community planning events, youth participation workshops, youth in-
itiatives funded via specific dedicated grant schemes, etc. Besides using the 
time at the events for observation purposes, it can well serve as a gateway to 
important respondents. Taking time and speaking, informally, with the young 
people themselves, may open doors to future interviews, and shed more light 
on the proceedings from the perspective of the target group members. At the 
same time, it is important to observe missing components as well: Are there 
any subgroups of young people completely missing at these events? Do other 
actors, such as local policymakers, take part? Are all components of the event 
taking place as planned? 

4.1.3 Mixed Method Approach 

Combination of quantitative and qualitative methods can provide for a more 
detailed picture than using any of them separately. Mixed method approach 
is not, however, characterized only by employing both quantitative and qual-
itative methods within one evaluation scheme, but requires the methods to be 
combined in order to complement each other. The most common approach is to 
employ either qualitative or quantitative methodology first and based on the 
findings brought by this particular approach, the other methodology is used, 
further exploring and deepening the findings. 

As an example, focus groups with young people can be used to initially explore a 
new approach to youth spaces in a given geographical area (a village, a suburb, 
etc.), and based on the findings stemming from the analysis of the focus group 
data, a questionnaire is designed which is subsequently distributed to a large 
population of young people, determining to what extent the initial focus group 
findings are applicable on a larger scale. That way, existent and desirable as 
well as missing spaces for young people can be discovered. The questionnaire is 
already building on the findings from the focus groups, enabling it to be much 
better directed than if only based on theoretical literature or policy documents. 

Apparently, multiple data sources and data collection mechanisms are a de-
fining feature of this evaluation approach, aiming at strengthening the evalua-
tion outcomes by using complementary methods to the advantage of the whole 
evaluation process. Case study, action research and experiment are mentioned 
as rather well-established representatives of the mixed method approach in 
evaluation. Nevertheless, the mixed method approach is typical by combining 
various research methods ad hoc in order to best fit the peculiarities of each 
evaluation context and objective, and therefore any mixture of research meth-
ods which is used in an interplay (i.e. findings from one phase of the evaluation 
feed into the next) can be considered a mixed method approach. 

 4.1.3.1 Case Study
Describing an overall characteristic of a given policy through an evaluation 
can be achieved by collecting general or concrete data and deducting or in-
ducing to generate evaluation findings, as is the case in the abovementioned 
research and data collection techniques. A different approach, however, can 
also be used: by choosing appropriate examples (cases) and describing them 
in detail, an evaluation can demonstrate the basic characteristics of a given 
policy on real-life situations. 
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Case study, as suggested above, is a process of choosing a “case”, i.e. the 
target of the study, and subsequently use as many data sources as possible 
in order to describe the chosen case in as much detail as possible. In doing so, 
and provided that the case has been chosen well, valuable information can be 
collected, and colourful findings may be drawn, shedding new light not only on 
the case in question, but also on the whole evaluated policy. 

Choosing a particular case is the most vital decision when engaging in a case 
study. Such a case must be selected so that by exploring it, either overall policy 
in question or its important elements are looked into. Choice of cases varies 
from particular segments of a policy implementation process (e.g. concrete 
implementation measures), through concrete organizations (e.g. local youth 
initiatives and NGOs using a particular policy to their advantage), and even in-
dividuals (e.g. a young person in need of long-term health treatment and hence 
engaging in a particular policy over long periods of time). Since this is best 
described via examples, two potential case studies are shown below. 

In the first example, policy aiming at developing digital youth work in rural areas 
of a country is evaluated. Based on the initial assessment by the evaluator, one 
of the rural areas is selected as a case in a case study, since preliminary reports 
show that implementation of the policy in question brings promising first results 
in this particular geographical area. In this example, the case represents all as-
pects of policy implementation, but limited to a smaller area, and hence avail-
able for a detailed study. The evaluator would travel into the chosen rural area 
to conduct interviews; go over any relevant documents related to that particular 
area and policy in question; observe the implementation process; and even uti-
lize any and all quantitative data available and related to the situation of the 
young people in the given area. That way, details of the policy implementation as 
well as information on the successful efforts and obstacles along the way can be 
explored, and potentially linked to the overall policy process in other rural areas 
of the given country. 

In the second example, the same policy is to be evaluated, but a different case is 
chosen. Instead of going into one particular rural area (geographical location), 
the evaluator chooses one particular measure to be the examined case: fund-
ing programme supporting education of youth leaders in rural areas in digital 
youth work. This case is chosen for several reasons: it is newly introduced, aims 
at all rural areas in question, and generates substantial funding opportunity 
for the local youth leaders. By choosing this particular case, the evaluator aims 
at gathering information on its implementation across all of the targeted ru-
ral regions, describing its implementation in detail. Such results can be useful 
when discovering implementation mechanisms which are successful as well as 
those which are hindering achievement of the policy objectives. That way, crit-
ical implementation failures on the local levels as well as misunderstandings 
between the national and local level actors can be explored, and examples of 
good practice avoiding these pitfalls can be identified. All of the above-men-
tioned information is useful in the overall policy evaluation.

As seen above, case study can be a powerful evaluation tool, provided that the 
case which is to be explored is chosen well. Importantly, further utilization po-
tential of the case study findings within the evaluation framework needs to be 
taken into account. In other words, the case study needs to fit into the general 
evaluation process by providing such information which well complement all 
other research methods employed in the given evaluation. At the same time, 
the case needs to have a potential to provide rich data from various sources in 
order to allow the evaluator to complete a full and detailed description of the 
case itself. 
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 4.1.3.2 Action Research
Direct and immediate utilization of research and evaluation findings which 
feed back into the process of policy implementation and lead to adjustments 
in the policy implementation process itself is the basic scheme of the action 
research approach. Similarly to the case study, action research also utilizes 
multiple data sources in order to obtain as much information on the policy in 
question as possible. The close link described above between the evaluation 
findings and adjustments of the policy implementation process is a basic step 
which can be repeated as many times as is desirable in order to optimise the 
policy delivery and increase the policy achievement levels. The evaluator is 
accompanying the whole process, collecting data, analysing them, providing 
with findings and recommendations, overseeing and providing expertise on the 
policy adjustments, and again collecting data on the adjusted policy imple-
mentation processes. 

Even though this process may seem complex and therefore hardly useful in 
youth policy evaluation, it is used on a regular basis when quantitative data 
are collected on various aspects of policy implementation, and based on the 
outcomes of the analyses, the implementation is adjusted. 

Youth policy implementation on the local level can provide examples of action 
research in youth policy evaluation. Youth organizations implementing or con-
tributing to an implementation of various youth policies can repeatedly per-
form (self-) evaluations, identifying areas to be improved, and checking again 
in the future. Utilizing interviews with the youth leaders, surveys of the young 
people, and observations on the spot, such action research can lead to substan-
tial improvements in the youth organization performance, and hence also in the 
delivery of youth policies on the local level. 

 4.1.3.3 Experiment and Quasi-experiment
Experiment is an artificially created situation planned and controlled by the 
researcher in order to observe and examine behaviour of the experiment partic-
ipants. Experiment consists of dividing participants randomly into two groups – 
one is exposed to the policy (test group) and the other is not (control group).96 
Subsequently, any differences in qualities of the groups at the end of the pol-
icy implementation are assumed to be related to the policy outcomes.97 All in 
all, the basic premise of the experimental design is that dividing participants 
randomly into two groups, hence having two qualitatively comparable groups 
of people (e.g. the same number of university graduates, the same number of 
young people not in education, employment, or training, etc.) and allowing one 
group to be influenced by a given policy while the other group is not a recipient 
of the policy measures, leads to a situation where all and any differences in 
these groups should be due to the influence of the policy in question. 

Setting up an experiment, apparently, is a very demanding endeavour and 
in many contexts the experiment is not feasible at all. In real-life situations, 
many variables (influences) cannot be controlled at all, while still being pres-
ent (young people are often engaging in many activities outside of the youth 
policy framework) and effectively negating the basic premise of relating all 
differences between the test and control groups to the influence of the policy 
in question. 

For example, an increase in levels of political participation in a group of young 
people targeted by the policy measures may well be due to other influences, 
such as grassroots activism present among the young people, not due to the 
successful implementation of the policy itself. 

96 Weiss 1998: 215. 

97 Weiss 1998: 215.
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This type of research design also usually brings up ethical questions which may 
be yet another reason against conducting an experiment in evaluation. 

It is hard to imagine providing one group of young people with a set of policy 
measures, while on purpose neglecting another only to create experimental sit-
uation for the purposes of policy evaluation. 

Some answers to the downsides of the experimental design can be found in the 
quasi-experimental approach. Quasi experiments are based on the same prem-
ise as experiments (i.e. comparison of a group of people targeted by a given 
policy and a group of people not influenced by it), but instead of randomly and 
purposefully choosing participants for each group, a real-life situation resem-
bling the experimental design is utilized. 

That way, for instance, young people who participated in youth mobility pro-
jects, can be compared to those who never had such experience. 

Provided the groups are rather similar in basic qualities (e.g. age, education, 
etc.), the basic premise again states that the differences detected between the 
groups are due to the influence of the youth mobility experience, rather than 
due to other influences or random differences98. Quasi-experiment is therefore 
much more feasible than the experiment as such, but the danger of misinterpret-
ing the levels or origins of an influence of a given policy need to be considered 
very carefully, because there is often little or no control over the composition of 
the groups in question or other influences apart from the policy implementation 
processes99.

4.2 Specific Evaluation Designs

Research designs specific to the evaluation domain are listed below. These are 
tackled separate, since they are not social research research designs as such, 
but rather consist of specific usage of research methods and techniques in a 
given evaluation context. 

4.2.1 Needs Assessment

Needs assessment is a systematic process of identifying, measuring, and pri-
oritizing the needs of a given target group, such as young people in a certain 
region in case of a regional youth policy. The aim is to provide knowledge basis 
for decisions concerning the target group in question by providing an overview 
of the existing needs. To reach this goal, research designs such as surveys, fo-
cus groups, interviews, secondary analyses of existing data, or a combination 
of methods, is used.100 Needs assessment is well suited for ex ante evaluations, 
since it can provide useful input for a debate on future policy implementation 
setup (for details please see subchapter 3.4.1). 

98 Bárta et al. 2019.

99 Cf. Chen 2015: 256.

100 Chen 2015: 101-102.
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4.2.2 Efficiency Assessment

Efficiency assessment considers the relation between policy costs and its ben-
efits.101 It can be conducted utilizing various cost-related analyses listed below. 
Engaging in efficiency assessments “can be tricky and arguable because it 
requires making assumptions about the dollar [monetary] value of program-re-
lated [policy-related] activities and, sometimes, imputing monetary value to 
a program’s benefits”102. This warning applies also for readers and stakehold-
ers who are critically assessing evaluation reports based on such approaches. 
Each efficiency assessment methodology needs to be reviewed in detail in or-
der to determine reliability of any evaluation-related claims. 

 4.2.2.1 Cost-Effectiveness and Cost-Minimalization Analyses
Cost-effectiveness analyzes a policy from the perspective of achieving given 
intervention outcomes in relationship to the costs as well as considering usage 
of different policy implementation strategies and determining their respective 
cost-effectiveness. Cost-minimization analyses attempt to find the least expen-
sive way to fulfil the defined policy outcome.103 Apparently, both of these meth-
ods aim at determining monetary value of either the policy implementation used 
in reality or an approach which can or might have been used for minimal costs. 

As an example, in order to achieve higher social cohesion in Europe, a mobility 
programme for young people can be set up, with a certain annual budget. At 
the same time, an annual budget can be dedicated to a set of measures in for-
mal schooling, such as teacher training in supporting social cohesion in young 
people, and time allocations for various activities in schools. These measures 
can be compared in order to see what outcomes there are for each of them, and 
what costs are related to them. Recommendations can be made, based on the 
results, as to which of these measures should be funded in the future in order to 
get to the best result using minimal funding. 

 4.2.2.2 Cost-Benefit and Cost-Utility Analyses
Cost-benefit analysis translates costs and outcomes into the same unit of 
analysis (typically monetary) so they can be easily compared and analysed. 
Cost-utility analyses compare costs to utility which means the worth of a spe-
cific outcome for an individual or for society.104

Using these approaches in assessing youth policy aiming at providing equal 
access to information for young people in rural areas, different methods of in-
formation delivery are explored in monetary terms: How much does it cost to 
deliver one piece of information to one person using (a) and internet webpage 
(b) direct emailing (c) direct mailing of hard copies or (d) publishing articles in 
printed magazines? By determining the costs for each of those options (or any 
other options used or considered for use), and in combination with other data 
(e.g. how many people were reached at all using the different approaches, and 
how much was therefore the real cost of reaching out to a single young person), 
an evaluation of cost-utility levels of different approaches can be presented. 

103 Rossi, Lipsey, Freeman 
2004: 63; Weiss 1998: 244.

101 Rossi, Lipsey, Freeman 
2004: 60.

102 Rossi, Lipsey, Freeman 
2004: 60; square brackets 
added by the author of this 
publication.

104 Rossi, Lipsey, Freeman 
2004: 63; Weiss 1998: 244.
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Ethics are an indispensable part of an evaluation process and need to be con-
sidered from the very beginning of the evaluation endeavour but especially 
when choosing and using research methods, dealing with stakeholders, and 
when reporting results. The evaluation ethics are discussed in this chapter.

Some authors105 propose promoting professional ethics when conducting eval-
uation, specifically ethical principles of various evaluation bodies in the given 
context. Even though other approaches can be used, for the sake of outlining 
the main ethical dimensions of an evaluation process, an example of the ethical 
principles of the American Evaluators Association106 are listed below:
•	 Systematic inquiry. Evaluators conduct systematic, data-based inquires. 
•	 	Competence. Evaluators are competent to perform tasks within the evalua-

tion process.
•	 	Integrity and honesty. Evaluators ensure honesty and integrity of the en-

tire evaluation process.
•	 	Respect for people. Evaluators respect the security, dignity, and self-worth 

of the respondents, program participants, clients, and other stakeholders.
•	 	Responsibilities for general and public welfare. Evaluators articulate and 

take into account the diversity and values that may be related to the general 
and public welfare.

Systematic inquiry emphasizes the need for objectivity, which is and needs 
to be an integral part of any evaluation process and is stated in the definition 
of evaluation itself. Using social science research methods is one of the ways to 
ensure the approach indeed is systematic and based on empirical data, howev-
er, data analysis needs to be conducted in a competent and honest manner to 
ensure the empirical evidence is treated in an ethical way and the final picture 
is as true to the evidence gathered during the evaluation process, as possible. 

5.  Debating 
Evaluation 
Ethics 

105 Chen 2015: 16, Rossi, 
Lipsey, Freeman 2004:405.

106 The American Evaluators 
Association 2004 in Chen 
2015: 16-17.
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Competence of evaluators is vital throughout the whole evaluation pro-
cess. Conducting evaluation in line with all research-related expectations as 
well as compliant with general evaluation procedures, following the evaluation 
questions while navigating the complex terrain of stakeholder ties without en-
dangering confidential information from one stakeholder in relation to the oth-
ers requires competent and systematic approach from the beginning to the end 
of the whole process. Again, an example may be taken from the Guiding Princi-
ples for Evaluators107 of the American Evaluation Association:
1.  Evaluators should possess the education, abilities, skills, and experi-

ence appropriate to undertake the tasks proposed in the evaluation.

2.  Evaluators should practice within the limits of their professional train-
ing and competence and should decline to conduct evaluations that fall 
substantially outside of their expertise. When accepting conducting an 
evaluation, evaluators should make any significant limitations clear to the 
commissioning actor, including any limitations connected to the expert pro-
file of the evaluators themselves.

3.  Evaluators should continually seek to maintain and improve their com-
petencies, in order to provide the highest level of performance in their eval-
uations. This continuing professional development might include formal 
coursework and workshops, self-study, evaluations of one’s own practice, 
and working with other evaluators to learn from their skills and expertise.

To act with the honesty and integrity means for the evaluator to be open and 
truthful with respondents and to treat them with respect, candour and hones-
ty.108 This means to provide the respondents with enough correct information 
about the study to enable them to decide if they are willing to answer the ques-
tions and permit observations, including the understanding about the use of 
the provided information within the wider evaluation scheme.109 To achieve this 
understanding between the evaluator and the informants and respondents, an 
informed consent is used. 

Informed consent refers to a document including all necessary information on 
the given evaluation to enable the potential respondent to decide on their par-
ticipation without being tricked or coerced into it.110 Although it is necessary 
to adjust any informed consent to (a) the legal environment the evaluator oper-
ates at, both national and international, taking into account all relevant legal 
obligations (e.g. the GDPR), and (b) the particularities of the evaluation itself, 
such document usually includes sections listed below:
•	  Title of the evaluation. What is the preliminary name of the evaluation re-

port? What is the name of the evaluated policy? 

•	 	Details of the evaluator. Who and on behalf of what entity is conducting 
this particular evaluation?

•	 	Details of the commissioning institution. Who or what institution is the 
assigning and contracting entity in this evaluation? Who asked for the eval-
uation to be conducted?

•	 	Purpose of the evaluation. What is the evaluation trying to achieve? What 
are the main evaluation questions? What audience is the evaluation con-
ducted for? What publishing of results is foreseen and with what outreach? 

•	 	Procedures to be undertaken by the informant. What is required of the 
informant? What information and in what form is to be collected? How long 
will it take?

•	  Confidentiality clause. How is the anonymity of the respondent ensured? 
What measures are in place to secure the anonymity? What data, on the 
other hand, may be published? What further operations will be performed 
on the data? Is any sharing of the data foreseen?

107 American Evaluation 
Association 1995 in Weiss 
1998: 94-95.

108 Weiss 1998: 93.

109 Weiss 1998: 93.

110 Weiss 1998: 93.
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•	 	Information on the voluntary nature of the participation. Is the informant 
deciding on their own to take part in the evaluation?

•	 	Declaration of consent. Does the informant agree with all of the aforemen-
tioned information?

•	 	Dates and signatures. Do both the evaluator and the informant come to an 
agreement to proceed?

One of the critical ethical issues mentioned in the context of the informed con-
sent is confidentiality and anonymity. By and large, all information collect-
ed during the research need to be held in strict confidentiality and in line with 
the contents of the signed informed consent.111 In most cases and unless there 
are strong reasons for deciding otherwise, only the evaluation team should 
have access to the information about informants and respondents as well as 
to any raw data, i.e. any material directly collected from the informants, such 
as interview recordings or filled-in questionnaires.112 Reporting of any infor-
mation can only be done anonymously and it strictly must not be possible to 
identify any of the respondents. To achieve these goals, data are used in com-
plex summaries and in case direct quotes from respondents are necessary in 
the report, the identity of the speaker is carefully covered using alias names.113 
In line with the anonymization of the data, all personal information need to be 
removed from documents with interviews, from questionnaire datasets, and 
field notes and replaced with codes or numbers where necessary.114

Another of the ethical issues is also the problem of reciprocity. When conduct-
ing an evaluation, an evaluator asks for informants’ time, knowledge and infor-
mation, usually without giving anything concrete back. 115 What can constitute 
an exception are the occasions in which financial or other incentives are fore-
seen for the informants in order to compensate for the time they devote to the 
evaluation efforts in providing information. If this is the case, it should also be 
listed in the informed consent document and taken into account when tack-
ling the reciprocity issue. What is seen as an ethical obligation in any case is 
providing study results to the people who contributed with information to the 
study.116 Weiss117 adds that “respondents who receive an accounting of what 
the study found out will often be interested in seeing that members of the de-
cision-making community pay attention to the results”, which can constitute 
a positive impact in initiating or facilitating a public debate on policies in 
question. Reciprocity should always be openly tackled from the very beginning 
of the evaluation, since it can have budgetary implications, provided that the 
evaluator wishes to reimburse informants for their participation in the evalua-
tion process, and it needs to be taken into account when deciding on the format 
and processing of final reporting of the evaluation itself. 

The evaluator has a responsibility for reporting the results of the study fully 
and honestly but this can be in conflict with the protection of the interest of 
stakeholders connected to the policy.118 The evaluator needs to be sensitive to 
stakeholder needs and interests, but keep in mind that the obligation to the 
honesty and integrity of evaluator’s work is always paramount.119 The American 
Evaluation Association’s Guiding Principles120 can again provide further insight 
into this ethical issue:
“Because justified negative or critical conclusions from an evaluation must be 
explicitly stated, evaluations sometimes produce results that harm client or 
stakeholder interests. Under this circumstance, evaluators should seek to maxi-
mize the benefits and reduce any unnecessary harms that might occur, provid-
ed this will not compromise the integrity of the evaluation findings. […] Where 
possible, these issues should be anticipated during the negotiation of the evalu-
ation”. In other words, the commissioning institution should be openly informed 
of the necessity to stick to the same agreed standards for both positive and 
negative findings of the evaluation. In case a public report is agreed upon, the 
agreement should be explicit in not interfering with the evaluation findings on 
one hand and producing balanced and objective findings on the other. 

111 Weiss 1998. 93.

112 Weiss 1998. 93-94.

113 Ibid.

114 Ibid.

115 Weiss 1998: 95.

116 Ibid. 
 
117 Ibid.

118 Weiss 1998: 109-110.

119 Ibid. 
 
120 American Evaluation 
Association 1994 in Weiss 
1998: 109-110.
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Ownership of the data collected during the evaluation constitutes another eth-
ical issue. The evaluation process comprises of collecting data as well as of 
preparing evaluation reports, and it is necessary to have explicit agreements 
on the ownership of both the primary data (information collected from the in-
formants during the evaluation) and of the evaluation reports.121 Weiss recom-
mends handle this issue in early phases of the study, with both the evaluator 
and the commissioning institution to agree upon guidelines concerning owner-
ship and release of the data and reports.122 This is necessary also with respect 
to the informed consent document described above: the ownership and release 
of the data needs to be shared with the informants for their consideration. 

As shown in this chapter, ethical dimensions of the evaluation process can be 
complex and are best dealt with openly, explicitly, and early in the evaluation 
process. Some of the ethical considerations relate to the evaluation reporting, 
debated in detail in the following chapter. 

121 Cf. Weiss 1998: 292.

122 Ibid.
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Reporting on evaluation comprises of activities through which evaluation 
findings are made available to relevant audiences.123 This being said, these 
audiences are to be identified at the beginning of the whole evaluation enter-
prise and agreed upon with the commissioning institution of the evaluation. At 
the same time, number of reports, their scope, requirements, and confidentiality  
of each of them is to be debated and agreed upon. To some commissioning 
institutions, a single all-encompassing public report may be enough; others 
might require a radically different approach, with the full report only avail-
able to them and specific reports published for different audiences and in 
different formats. 

6.  Reporting 
on Evaluation 

123 Rossi, Lipsey, Freeman 
2004: 377.
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As some authors124 emphasize, the reporting is a critical responsibility of all 
evaluators, and it is the reporting which usually brings the whole evaluation to 
both fruition and closure. To reach maximum usefulness, the evaluation find-
ings need to be communicated in an accessible and intelligible manner in order 
to be available to various stakeholders.125 In order to reach this ambitious goal, 
evaluation reports typically contain of six major parts:
•	 	Evaluation background. Reasons for commissioning of the evaluation, 

stakeholder identification and description, conflicts of interests identified 
and mitigated, and the background of the evaluator or the evaluating entity 
are all clearly stated.

•	 	Evaluation questions. The main evaluation question and all specific ques-
tions are presented.

•	 	Evaluation methodology. In connection to the previous two sections, the 
methodology of the evaluation enterprise is explained.

•	 	Evaluation data. Process of data collection and data analysis is presented. 

•	 	Evaluation findings. Findings based on the empirical data and intercon-
nected with the context and reality of the given policy are presented.

•	 	Evaluation conclusions (and recommendations). Final assessment based 
on the evaluation findings section, clearly structured and linked to the evalu-
ation questions, is shown. Recommendations for further development of the 
policy are usually also part of the report, unless explicitly agreed otherwise 
with the commissioning institution.126

The aforementioned sections only represent a general outline and as every 
evaluation is different, every report needs to be tailor-made in line with the 
evaluation setup, including the agreements with both the stakeholders and 
commissioners of the whole process. Single sections can also be in a differ-
ent order, for example Weiss127 recommends opening the whole report with the 
findings section to sum up the main points. In any case, an accurate part de-
scribing methods of the evaluation is an integral part of every final evaluation 
report.128 It is advisable to also devote time to secondary reporting. This may 
include abbreviated version of full primary reports; special reports presented 
in attractive and accessible formats; oral reports complete with slides at vari-
ous conferences; and if appropriate, also multimedia outputs (e.g. videos, pod-
casts, etc.) to be presented online.129

Although the conflict between the interests of the evaluation commissioning 
institution and the evaluation findings is tackled in the ethics-related chapter 
5 above, it is worthwhile to mention a specific strategy of dealing with disa-
greeing positions in the evaluation report. First and foremost, it is important to 
listen to any comments of a commissioning institution or stakeholders with an 
open mind since they can provide interesting insights or interpretations.130 At 
the same time, in case the suggested changes would disrupt the integrity of the 
report, these need to be rejected and an offer can be made to add a specific 
appendix which summarizes the objections of the commissioning institution.131 

Weiss132 righty underlines that “a major contribution of evaluation is to provide 
an independent assessment, so that informed publics can trust the findings.” 
This ethical consideration is paramount and can be achieved via the aforemen-
tioned reporting strategy without neglecting objections from the commission-
ing institutions or stakeholders.

130 Weiss 1998: 304-305.

124 Rossi, Lipsey, Freeman 
2004: 377.

125 Rossi, Lipsey, Freeman 
2004: 377-380.

126 Frechtling et al. 2010: 
44; modified by author of 
this publication.

127 Weiss 1998: 295.

128 Rossi, Lipsey, Freeman 
2004: 380.

129 Cf. Rossi, Lipsey, 
Freeman 2004: 381.

131 Ibid. 
 
132 Weiss 1998: 304.
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Evaluation can be sometimes perceived as a straightforward research exercise 
with uncertain outcomes conducted by expert outsiders with no engagement in 
the given policy area, and as such is seen as a troublesome necessity by some 
and directly avoided in apprehension of both the undertaking and the results 
by others. This publication shows the evaluation in its complexity and strives to 
dismantle this unflattering picture of policy evaluation.

Evaluation comprises of many steps and can bring numerous benefits to all 
stakeholders, starting with the obvious empirical evidence and assessment of 
the given policy, continuing through creation of new relationships among the 
stakeholders, looking for the common ground in terms of policy meaning and 
implementation, and even increasing engagement of the recipients of the pol-
icy. Evaluation can be a  tool of public debate, a tool contributing to further 
development of policies, and a sign of accountability. 

Evaluator is not a major critic of all that is in place; evaluator is a critical friend 
who comes to point out all the positive as well as all the negative aspects of 
any policy, keeping in mind that the further development and improvement 
of any policy is the main objective, and ideally also providing recommenda-
tions to achieve that. 

Youth policy field is a complex one. It often requires cross-sectoral cooperation, 
differentiated funding schemes, and very specific approach when implement-
ing concrete measures. All of these are reasons for evaluation to not only take 
place, but to be planned for along with the policies to be implemented, to be 
conducted continuously as a way of monitoring the progress and adjusting any 
of the many components along the way if necessary. 

Evaluation process does not have to be an enormous undertaking suitable only 
for the largest stakeholders in the field. It can be planned as an internal process 
ensuring the quality control and development within a single NGO, youth club, 
or a leisure time centre. Evaluation findings do not have to be shocking and 
demand the change of the whole system, they can point out small changes to 
bring about a better policy implementation or performance in the future. 

Hopefully, this publication contributes to spreading the idea of evaluation 
across the youth sector, inviting various actors to start as many evidence-based 
processes on the local, regional, national and international levels, as possible. 
In times of fake news and disinformation, evidence-based decision-making is 
more important than ever, and so is the evidence-based and informed public 
debate. Evaluation is a tool to support these goals and help develop youth pol-
icies further.

Conclusions
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