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Abstract— An enhanced accuracy random binary phase 

modulated radar is proposed. It can be used in high accuracy 

monitoring in manufacturing. Compared with the traditional high 

accuracy radar using frequency modulated continuous wave 

(FMCW), the proposed radar system can be used in a multi-user 

scenario without occupying more bandwidth. A two-step distance 

estimation method is introduced to estimate the distance. First, 

the distance estimation accuracy is narrowed down to a half 

carrier wavelength by analyzing the envelope of the phase 

modulated signal. Then the carrier phase information increases 

the distance accuracy to several micrometers. An equalization 

method is introduced to solve the I/Q imbalance problem. The 

proposed radar system is demonstrated at a carrier frequency of 

80 GHz with a bandwidth of 2 GHz. The measured distance error 

was within ±7 μm. In addition, a high measurement repetition rate 

of 500 kHz was reached which is suitable for real-time monitoring 

in automatic manufacturing.  

 
Index Terms— phase modulated, radar, millimeter-wave, 

micrometer accuracy, monitoring, Industry 4.0, distance 

measurement 

I. INTRODUCTION 

wo major technology innovation trends, the 

fifth-generation network (5G) and industry 4.0, are 

undergoing revolutionary development. 5G is expected to 

start providing services in early 2020. 5G has three major 

performance targets: high speed (more than 1 Gbps), low power 

consumption and low latency (1 ms or less). 5G opens many 

new applications such as the massive internet of things, tactile 

internet, and robotics, etc. Industry 4.0, initiated as the 

promotion of manufacturing digitization, now extends to a 

broader concept including automation and data exchange in 

modern manufacturing technologies [1]. 5G technology 

supports Industry 4.0 by providing low power, low latency 

wireless communication infrastructure to connect all machines 

in a factory by exchanging massive data in real-time. The 

massive data which reflects the real operational status of 

machinery is obtained by different sensors.  
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There are many scenarios in automatic manufacturing which 

require high accuracy sensors. For example, to pick up and 

place very small and fragile objects, robotic arms require a 

special advanced sensing solution that can monitor position 

with micrometer accuracy. Moreover, monitoring in one 

direction is not always sufficient and multiple robotic arms need 

to work together in many cases [2]. Sensors need to be able to 

coexist with other sensors without interference. Compact radar 

sensors, that can measure the distance to a target with high 

accuracy, are crucial for the pick-and-place robotic arm 

operation in modern factories.  

Traditional sensor distance measurement methods include 

ultrasonic, laser and radar. For the ultrasonic sensor, it is 

difficult to avoid interference when multiple sensors are closely 

installed. The laser requires a smooth surface on the target and a 

clear view, which are not viable in some applications. On the 

contrary, radar sensors can work in a multi-sensor scenario and 

do not require a smooth target surface and dust-free 

environment. Traditional FMCW radar uses a chirp signal 

which requires a certain bandwidth to achieve a high distance 

accuracy [3-5]. Typically, the FMCW radar cannot share the 

spectrum with other FMCW radars.  With limited bandwidth, 

the number of FMCW radars that could coexist in the same area 

is limited. Interferometric radar uses only one continuous-wave 

(CW) signal, it can detect micrometer level object motion. 

However, its detection distance window equates to only one 

wavelength [6]. Using two tones, the unambiguity distance can 

be extended depending on the frequency gap between two tones 

[7-8]. For phase modulated radars, different coding can ensure 

multiple radars could coexist within the same spectrum slot. 

The accuracy of the phase modulated radar is however often 

limited by the modulation bandwidth [9]. 

In this paper, a phase modulated radar with micrometer 

accuracy is presented. Correlation-based time delay coarse 

estimation and carrier phase-based fine estimation are proposed 

to improve the distance accuracy to micrometer level with a 

measurement repetition rate of 500 kHz. The binary phase 

information also acts as a signature code which makes this radar 

system applicable in a multi-radar scenario where each radar 

has a different signature code. This paper is organized as 

follows. In section II, two radar principles are introduced with 

their advantages and disadvantages. The proposed phase 

modulated radar is introduced in section III with its operational 

principle and performance analysis. In section IV, the 

measurement setup and measurement results are presented. The 

conclusion and a comparison with other related works are given 

in section V. 
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II. TWO RADAR PRINCIPLES 

In this section, the traditional CW radar and random binary 

phase modulated (RBPM) radar are introduced. Their 

advantages and disadvantages are discussed.  

In a traditional CW radar system, a CW signal is first 

generated by an oscillator and sent out by an antenna. After the 

reflected signal is received by the receiver antenna, the phase 

difference between the transmitted and reflected CW signal will 

be analyzed. From the phase difference 𝜑 and the frequency 𝑓𝑐 
of the CW signal, the distance 𝑑 between the radar and the target 

can be calculated by  

𝑑 =
𝜑

2𝜋
×

𝑐

𝑓𝑐
×

1

2
× cos(

𝜎

2
),                          (1) 

where c is the speed of light, 𝜎  is the angle between the 

transmitted and reflected path. The accuracy of the distance 

depends on the phase accuracy of 𝜑 and the carrier frequency 

𝑓𝑐 . With the same phase error𝜑𝑒 , higher 𝑓𝑐  gives a lower 

distance error 𝑑𝑒 . The unambiguous phase in a CW radar 

system is 2𝜋 , which means the maximum unambiguous 

distance a CW radar can detect is one wavelength. Using higher 

𝑓𝑐 would give a shorter distance measurement of 𝜆 =
𝐶

𝑓𝑐
. As a 

result, most of the CW radars have high accuracy but short 

measurement distance.  

On the other hand, RBPM radar has an advantage of long 

measurement distance but at the expense of lower accuracy 

[10-12]. Its system structure is shown in Fig.1. In this radar 

system, an up-converting mixer and a down-converting mixer 

are needed. The random binary sequence (RBS) is modulated to 

the baseband RBPM signal. This baseband signal is mixed with 

the LO signal by the up-converting mixer to radio frequency 

(RF) and is sent out by an antenna. The RF signal is reflected at 

the target and received by the receiver antenna. The reflected 

RF signal is down-converted to baseband by the 

down-converting mixer. A delay element and a correlator 

constitute a sliding correlator. The delay element is adjusted 

with a different time delay so that the transmitted baseband 

signal is correlated with the received signal with a different time 

delay.  

The baseband RBPM signal 𝑥(𝑡) consists of two symbols, -1 

and 1. When 𝑥(𝑡) correlates with itself, the correlator outputs L 

as Eq. 2a shows; when 𝑥(𝑡) correlates with 𝑥(𝑡 ± ∆𝑡), where ∆𝑡 
is larger than one symbol period, the correlator outputs a very 

low value around 0 as Eq. 2b shows.  

∫ 𝑥(𝑡) × 𝑥(𝑡)
𝐿𝑇𝑠𝑦𝑚
𝑡=0

= 𝐿, 𝑥(𝑡) = {−1,1}                  (2a) 

∫ 𝑥(𝑡) × 𝑥(𝑡 ± ∆𝑡)
𝐿𝑇𝑠𝑦𝑚
𝑡=0

≈ 0 ≪ 𝐿, ∆𝑡 ≥ 𝑇𝑠𝑦𝑚         (2b) 

 In Fig. 1, when the time delay from the delay element is 

equal to the time delay between the transmitted and reflected 

signals, the transmitted and the received signal are aligned, the 

correlator gives the highest output. By using this sliding 

correlator, the time delay between transmitted and reflected 

signal can be calculated with an accuracy of one symbol period.  

The measurement distance 𝑑maxof this radar system is 

determined by the length of the random binary sequence (RBS) 

𝐿 and the symbol rate 𝑅𝑠 as  

𝑑max= 𝐿 ×
𝐶

𝑅𝑠
×

1

2
× cos(

𝜎

2
).                       (3)               

For example, by using 1Gbaud RBS with a length of 128 

symbols in the radar system, the maximum measurement of 

unambiguous distance is 38.4 m. The distance accuracy is 30 

cm in this case (𝑑𝑒 is within ±15 cm). By using a longer RBS, 

the measurement distance can be further increased. By 

increasing the symbol rate 𝑅𝑠 , the distance accuracy can be 

further improved at the cost of using more bandwidth. 

The CW radar has high accuracy but a short unambiguous 

distance. In contrast, the RBPM radar has low accuracy but a 

long measurement distance. By combining two radar 

principles, there is potential to achieve both high accuracy and 

long measurement distance in a radar system.  

III. PROPOSED PHASE MODULATED RADAR SYSTEM 

In this paper, an accuracy-enhanced RBPM radar is proposed 

with a two-step distance estimation method. The target distance 

can be expressed as  

𝑑 = (𝑁 + 𝜀)𝜆,                                      (4) 

where 𝜆  is the wavelength of the carrier signal, N is an integer 
number and 0 < 𝜀 < 1.                          

A two-step estimation method is used in this paper, N is 

obtained during coarse estimation and 𝜀  is calculated during 

fine estimation. In order to estimate N correctly, a special 

interpolation and correlation method is applied which allows 

target distance to be estimated with an accuracy of less than one 

carrier wavelength. For fine estimation, the phase offset of the 

carrier signal is then used to estimate 𝜀 in Eq. 4. If 𝜀 can be 

estimated with less than 0.1% error. This implies a distance 

accuracy of several micrometers when the carrier is at 

millimeter-wave frequency.   

The proposed RBPM radar system is shown in Fig. 2. It 

comprises a millimeter-wave transmitter and a receiver, a 

shared local oscillator (LO) source, and two antennas. A 

pseudorandom binary sequence (PRBS) is modulated to a 

binary phase shift keying (BPSK) signal at baseband with a 

Fig. 1. The system structure of a RBPM radar.

 
Fig. 2. Principle of the proposed radar system. 
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symbol rate of 𝑅𝑠  in the digital platform, a single piece of 

field-programmable gate array (FPGA). The BPSK signal is 

pulse-shaped and converted up to a carrier frequency 𝜔𝑐 using a 

direct conversion mixer.  The signal propagates through the air 

until it gets to the target. The reflected signal travels back 

through the same path and is received by the receiver antenna. A 

receiver module down-converts the received signal to baseband 

BPSK signal. The baseband BPSK signal goes into the FPGA 

for digital distance estimation. 

The transmitted BPSK signal can be represented as 

𝑆𝑡𝑥(𝑡) = 𝐴𝑒𝑗𝜃𝑒𝑗𝜔𝑐𝑡 = 𝐴𝑒𝑗(𝜔𝑐𝑡+𝜃),                 (5) 

where 𝜃 = {0, 𝜋} . The received signal has a time delay 

compared with the transmitted signal. The received signal mixes 

with the LO signal, it becomes 

𝑆𝑟𝑥(𝑡) = 𝐴′𝑒𝑗[𝜔𝑐(𝑡−∆𝑡)+𝜃]𝑒−𝑗𝜔𝑐𝑡.                      (6) 

After 𝑆𝑟𝑥(𝑡) passes through a low pass filter with a bandwidth 

equal to the symbol rate 𝑅𝑠, the baseband signal is 

𝑆𝑟𝑥(𝑡) = 𝐴′𝑒𝑗(−𝜔𝑐∆𝑡+𝜃),                           (7) 

where ∆𝑡 =
2𝑑

c×cos(𝜎 2⁄ )
, 𝑑 is the distance between the radar and 

the target. In the constellation diagram, the received baseband 

BPSK signal has a phase offset compared with the transmitted 

signal, as shown in Fig. 2. The absolute phase offset is 

 𝜑 + 2𝑁𝜋 = −𝜔𝑐∆𝑡.                              (8) 

The absolute distance from the radar system to the target can be 

calculated by 

𝑑 = (𝜑 + 2𝑁𝜋) ×
𝐶

2𝜔𝑐
.                               (9)  

Here, N is the same as that of Eq. 4, and 𝜀= 𝜑/2𝜋. 𝜑 can be 

observed from the constellation diagram. In the time domain, 

the time delay ∆𝑡 can be observed from the waveform of the 

transmitted and received signal, so that N could be estimated. 

A. Coarse estimation with full waveform matched filter 

As illustrated in Fig. 2, the received BPSK signal is 

time-shifted ∆𝑡 in comparison with the transmitted signal. The 

transmission signal is known to the receiver, therefore it is 

straightforward to estimate the time delay larger than a symbol 

period by using the sliding correlation method shown in Fig. 1. 

However, to correctly estimate N in Eq. 9, ∆𝑡 must be estimated 

with much higher accuracy within one carrier cycle period. For 

example, when 80 GHz carrier frequency (𝑓𝑐) is used with 1 

Gbaud (𝑅𝑠 ) BPSK signal, estimating N requires ∆𝑡  to be 

estimated with an accuracy higher than 𝑅𝑠 𝑓𝑐⁄ = 1/80of the 

symbol period. However, the traditional RBPM signal radar has 

an accuracy of only one symbol period. To increase the accuracy, 

the sliding correlator needs to be able to provide a time delay 

with a step of 𝑅𝑠 𝑓𝑐⁄ = 1/80  of the symbol period which 

corresponds to one carrier cycle period. The correlation result 

with a different time delay needs to be able to be distinguished. 

In this case, a time delay with an accuracy of one carrier cycle 

period is obtained, N in Eq. 9 can then be correctly estimated. To 

achieve this goal, the baseband BPSK signal needs to be 

sampled with an impractically high sampling rate of 80 GSps. 

Furthermore, when the difference between the two delays is 

smaller than one symbol period, the correlation results are 

similar. It is not straightforward to distinguish them. In our work, 

we proposed a matched filter-based estimation method that 

allows us to reach the desired estimation accuracy better than 

1/80 of one symbol period with only 2 GSps sampling rate. 

The proposed radar system uses root raised cosine (RRC) 

pulse shaping to limit the bandwidth for a better signal-to-noise 

ratio (SNR). A typical received signal is illustrated in Fig. 3(a). 

Such a waveform is sampled at 2 GSps. An ideal transmission 

waveform consists of a full PRBS sequence 𝑠(𝑡) compared at 

the same sampling rate of 2 GSps as the receiver. By moving the 

initial sampling position τ with a step of 1/80 symbol period, 

several groups of ideal sampling points are obtained as shown in 

Fig. 3(b) in different colors. Each group of points represents a 

full waveform matched filter (FWMF). The ith FWMF can be 

represented as:  

𝐹𝑖[𝑛] = 𝑠(𝑡)|𝑡=𝜏𝑖+𝑛×𝑇𝑠,                       (10) 

where 𝜏𝑖 =
𝑇𝑐

2
× 𝑖 = 𝑖/(2 × 𝑓𝑐 ) is the initial delay which 

increases by a half carrier period and 𝑇𝑠 is the sampling period 

as the signal digitized at the receiver with 2 GSps sampling rate. 

With the received sampling sequence 𝑟[𝑛] as the input, the 

ith FWMF generates an output of the circular correlation of 𝑟[𝑛] 
and 𝐹𝑖[𝑛] 

𝐶𝑖(𝑚) = |∑ 𝑟[𝑛] ×𝐹𝑖[[𝑛 + 𝑚]]
𝑁

𝐿−1
𝑛=0 |,                (11) 

where L is the length of FWMF, 𝑚 is the sample offset from 0 to 

L. 𝐹𝑖[[𝑛 + 𝑚]]
𝑁

 is the circular shifted sequence of 𝐹𝑖[𝑛], where 

the 𝑚 symbols at the beginning of 𝐹𝑖[𝑛] move to the end of the 

sequence. With each 𝐶𝑖(𝑚), it only has two points that have 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. (a) A typical reflected signal samples, (b) FWMFs, (c) Correlation 

result with different FWMFs. 
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quite high values when 𝑟[𝑛] and 𝐹𝑖[𝑛 + 𝑚] are aligned with the 

time offset smaller than one symbol period, the remaining points 

have very low values. Assuming that when 𝑚 = 𝑚𝑜𝑝𝑡, 𝐶𝑖(𝑚) 

has the highest value of 𝐶𝑖(𝑚𝑜𝑝𝑡), the estimated time delay 

between 𝑟[𝑛] and 𝐹𝑖[𝑛] is 𝑚𝑜𝑝𝑡𝑇𝑠 . Define the peak value of 

each FWMFs’ output as 

𝑃(𝑖) = 𝐶𝑖(𝑚𝑜𝑝𝑡).                             (12) 

The highest peak value 𝑃(𝑖𝑒𝑠𝑡) among all FWMFs’ output is 

generated when the 𝑖𝑒𝑠𝑡
th FMWF is most aligned with the 

received signal 𝑟[𝑛]. As an example, passing the received signal 

𝑟[𝑛] as shown in Fig. 3(a) through three FWMFs showed in 

different colored points in Fig. 3(b), the correlation peaks of 

three FWMFs’ outputs are shown in Fig. 3(c). Naturally, we will 

decide the red FMWF (denoted as 𝑖𝑒𝑠𝑡
th FMWF) is the best 

estimation result since it generates the highest peak denoted as 

𝑃(𝑖𝑒𝑠𝑡) , and the neighboring FWMFs have lower peaks as  

𝑃(𝑖𝑒𝑠𝑡 − 1)  and 𝑃(𝑖𝑒𝑠𝑡 + 1) . The time delay between 

transmitted and received signal is  

𝑚𝑜𝑝𝑡𝑇𝑠 + 𝜏𝑖𝑒𝑠𝑡 = 𝑚𝑜𝑝𝑡𝑇𝑠 + 𝑖𝑒𝑠𝑡 ×
𝑇𝑐

2
.                   (13) 

Fig. 4 shows the flow diagram of the coarse estimation 

implementation. First, from the acquired samples, the received 

data sequence needs to be folded and accumulated. At the 

transmitter side, the PRBS is repeatedly used in the transmitted 

signal. The FWMFs are sampled from the waveform with one 

PRBS chip (one chip includes a full-length PRBS). At the 

receiver side, if the sampling rate is an integer time of the PRBS 

chip rate and multiple PRBS chips have been acquired, the 

sampling positions in each PRBS chip are the same. As a result, 

the samples from different chips with the same sampling 

position can be accumulated to get a higher SNR. Then the 

accumulated signal passes through all FWMFs and the peak 

value of all FWMF output 𝑃(𝑖)  are picked out to find the 

highest value among them 𝑃(𝑖𝑒𝑠𝑡) . This indicates the 𝑖𝑒𝑠𝑡
th 

FWMF is most aligned with the received signal. From the peak 

information of this FWMF, the time delay between transmitted 

and received signal can be estimated by Eq. 13.  

When there is noise or interference in the system, the highest 

peak may indicate a wrong FWMF which will cause a wrong 

estimation. To study the robustness of this estimation method, 

we define a figure of merit as margin  

𝜁 = 
𝑃(𝑖𝑜𝑝𝑡)−max{𝑃(𝑖𝑜𝑝𝑡−1),𝑃(𝑖𝑜𝑝𝑡+1)}

𝑃(𝑖𝑜𝑝𝑡)
,                 (14) 

where 𝑃(𝑖𝑜𝑝𝑡) indicates the correlation peak value of the 𝑖𝑜𝑝𝑡
th 

FMWF. The 𝑖𝑜𝑝𝑡
th FMWF is aligned with the received signal 

𝑟[𝑛]. A high value of margin 𝜁 implies higher confidence in the 

estimation. If a wrong estimation is made, a negative 𝜁 would 

appear. Several practical aspects may affect margin 𝜁, such as 

symbol rate, SNR, the length of the FWMF, the number of 

acquired samples and the sampling rate used in the receiver side. 

First, we studied the margin 𝜁 in relation to the transmission 

symbol rate. To achieve an accuracy higher than half of the 

carrier cycle period, 2𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟/𝑓𝑠𝑦𝑚𝑏𝑜𝑙𝑟𝑎𝑡𝑒 number of FWMFs 

are needed to be used in the proposed radar system.  Here 

𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 80𝐺𝐻𝑧 . The estimation margin with no noise is 

plotted in Fig. 5, the margin increases as the symbol rate 

increases.  Using a higher symbol rate in the radar system could 

increase the margin for the correct estimation. However, the 

higher symbol rate also implies higher bandwidth occupation.  

Next, how the margin 𝜁 varies with different SNR was also 

studied. Fig. 6 shows the variation of margin 𝜁 with different 

SNR with 1Gbaud symbol rate and 200 acquired samples (2 

GSps sampling rate). The simulation was done 1000 times 

repeatedly to see how the margin 𝜁  would vary. In Fig. 6, the 

vertical bar shows the variance of margin 𝜁 with different SNR 

during 1000 times simulation. The horizontal bar on top is the 

Margin value without noise. As long as 𝜁 is larger than 0, it 

would give a correct estimation of the time delay. When there is 

noise in the system, 𝜁 starts to dip below 0 which results in an 

incorrect estimation. It shows great potential to give a correctly 

estimated result for an SNR better than 30 dB with 1 Gbaud 

symbol rate. 

In a noisy system, the variance of 𝜁  can be reduced by 

acquiring more samples. The number of symbols 𝐿  in each 

FWMF is studied. FWMF can be designed with an arbitrary 

number of symbols. In a noisy system, increasing 𝐿 requires 

more hardware resources but gives more decision margin 𝜁 . 

Expected margin 𝜁  and its variance are simulated versus 
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Fig. 4 Coarse estimation implementation flow diagram. 

 
Fig. 5 Margin with different symbol rate. 

 
Fig. 6 The variance of margin with different SNR. 
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different FWMF length, assuming received SNR = 20 dB, the 

symbol rate is 1 Gbaud, and the sampling rate is 2 GSps. The 

number of acquired samples equals 2𝐿 . Fig. 7 shows the 

simulated result of how margin varies with a different number of 

FWMF symbols. The simulation was repeated 1000 times. The 

variance of margin 𝜁 decreases with the increase in the number 

of FWMF symbols. Using 2000 symbols in FWMFs, for 1000 

simulations, gives 100% correct detection. 

With a fixed number of symbols 𝐿  in FWMFs, acquiring 

more samples means the received signal will be folded and 

accumulated. The purpose of the folding is to increase the SNR. 

Fig. 8 shows the variance of 𝜁  with a different number of 

acquired samples when SNR is 20 dB. There are 100 symbols in 

FWMFs. The symbol rate is 1 Gbaud and the sampling rate is 2 

GSps. By acquiring more samples from 200 to 10000, the 

variance of 𝜁 becomes smaller. Using 4000 samples gives 100% 

correct estimation in 1000 simulations. As a result, the FWMFs 

can use fewer symbols to save on hardware resource.  

Instead of increasing acquisition time, increasing sampling 

rate could also acquire more samples. Fig. 9 shows the variance 

of 𝜁 with a different sampling rate when SNR is 20 dB, the 

number of symbols L in FWMFs is 100 and the number of 

acquired symbols is also 100. The simulation was repeated 1000 

times. With the sampling rate increased, the variance of margin 

𝜁  is decreasing, and the estimation is more robust. When 

increasing the acquiring time or using a higher sampling rate 

ADCs can help to acquire more samples with a tradeoff of lower 

measurement repetition rate or higher hardware cost, 

respectively. 

B. Multi-user Interference Resistance  

Using the PRBS in the radar system provides an advantage of 

strong resistance to multi-user interference. When correlating 

two different PRBS, the correlator will output a very low value 

around 0. Only if the two input signals use the same PRBS, will 

the correlator output a very high value.  

In the multi-user scenario, each user uses a unique PRBS. In 

each radar system, the receiver may receive an interference 

signal from another user nearby. Since users are using different 

PRBS, the interference signal only acts as additive noise. As 

discussed in the previous section, the estimation accuracy can be 

increased by acquiring more samples. Fig. 10 shows the 

variance of margin with different length of acquired samples 

when there is an interference signal. The power ratio between 

the signal and the interference is 10 dB, the sampling rate is 2 

GSps, the symbol rate is 1 Gbaud. When the number of acquired 

samples is more than 20000, the margin remains positive during 

1000 simulations. Even the noise power increases, this radar 

system still works by acquiring more samples.  

C. Fine estimation with carrier phase analysis 

Similar to the CW radar, the fine distance within one carrier 

wavelength can be estimated from the phase offset of the carrier. 

However, in a practical radar system, there are some challenges 

to get the correct phase. For the CW radar, the reflected CW 

signal needs to mix with two CW signals from the transmitter 

side. These two signals have a phase difference of 90 degrees. 

After mixing and passing through a low pass filter (LPF), there 

will be two output values representing cos(𝜑)  and sin(𝜑) , 

respectively. Then 𝜑 can be calculated from these two values. 

However, if there is I/Q imbalance between two CW signals, 

they do not have a 90-degree phase difference, then the values of 

cos(𝜑) and sin(𝜑) will be inaccurate. For the proposed RBPM 

radar, the I/Q imbalance is introduced in the receiver module.   

When there is no imbalance, with different 𝜑, there is a circle 

of dots in the constellation diagram of cos(𝜑) + 𝑗sin(𝜑). When 

there is I/Q imbalance, the circle becomes an oval shape. This 

imbalance can be removed with the equalization function  

𝑦(𝑛) = 𝑥(𝑛) + (𝛼 + 𝑗𝛽)𝑥(𝑛)∗,                 (15) 

 
Fig. 7 The variance of margin with different length of FWMF. 

 
Fig. 8 The variance of margin with different length of acquired samples.  

 
Fig. 9 The variance of margin with different sampling rate.  

 
Fig. 10 The variance of margin with different length of acquired samples 
with the interference signal exist. 
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where  𝑥(𝑛) = cos(𝜑) + 𝑗sin(𝜑), 𝑥(𝑛)∗ is the conjugate value 

of 𝑥(𝑛). 𝛼 and 𝛽 are two parameters that adjust the imbalanced 

signal 𝑥(𝑛)  [13-14]. By tuning these two parameters, the 

imbalance can be removed, then constellation points will form a 

circle again. 

Another challenge in the practical radar system is the noise 

and interference which would result in inaccurate𝜑 estimation. 

This problem can be solved by averaging multiple symbols’ 

phases. For the proposed RBPM radar, the received baseband 

signal is 

𝑆𝑟𝑥(𝑛) = 𝐴′𝑒𝑗[𝜑+𝜃(𝑛)]+𝐴′′𝑒(𝑗𝜑𝑖+𝜃𝑖(𝑛)) + 𝑁0(𝑛).      (16) 

where𝜃(𝑛) = {0, 𝜋}, 𝐴′′𝑒(𝑗𝜑𝑖+𝜃𝑖(𝑛)) is the interference signal, 

𝑁0(𝑛) is the noise. Using the transmitted signal to correlate with 

the received signal, the correlation result is 

𝑃 =∑ [𝐴′𝑒𝑗[𝜑+𝜃(𝑛)]+𝐴′′𝑒𝑗[𝜑𝑖+𝜃𝑖(𝑛)] +𝑁0(𝑛)]𝐴
𝐾

𝑛=1
𝑒𝑗𝜃(𝑛) 

= 𝐴𝐴′𝐾𝑒𝑗𝜑 + ∑ [𝐴𝐴′′𝑒𝑗(𝜑𝑖+𝜃𝑖(𝑛)+𝜃(𝑛)) +𝑁0(𝑛)𝑒
𝑗𝜃(𝑛)]𝑘

𝑛=1 ,    (17) 

where ∑ 𝑁0(𝑛)𝑒
𝑗𝜃(𝑛) ≈ 0.𝑘

𝑛=1  Since 𝜃𝑖(𝑛)  and 𝜃(𝑛)  are 

two different random sequences,  

∑ 𝑒𝑗𝜃𝑖(𝑛)𝐾
𝑛=1 𝑒𝑗𝜃(𝑛) ≈ 0.                      (18) 

The averaged phase can be calculated as 

𝜑𝑎𝑣𝑒 ≈ 𝑎𝑛𝑔𝑙𝑒(𝑃).                         (19) 

With K increased, the effect of noise and interference becomes 

smaller. Fig. 11 shows the phase error of  |𝜑 − 𝜑𝑎𝑣𝑒 | with 

different SNR when there is no interference signal. With an 

increasing number of SNR and the symbols used for phase 

average, the phase error decreases. Fig. 12 shows the phase error 

with different signal to interference power ratios when there is 

no noise. The phase error is reduced by using more symbols for 

the average.  

IV. EXPERIMENTAL VERIFICATION 

A. Experimental Setup 

The laboratory experimental setup is shown in Fig. 13. 

Integrated E-band transmitter and receiver modules are used to 

generate and receive a signal at 80 GHz. A metal bar is used as 

the target located 60 cm away from the antennas. An arbitrary 

waveform generator (Keysight M8195A) is used for generating 

a BPSK modulated signal of 1 GBaud with RRC pulse phasing, 

and a real-time oscilloscope (Teledyne LabMater 10 Zi-A) is 

used to capture the received signal, and data is processed 

off-line using Matlab. A pair of E-band transmitter and receiver 

(Gotmic gTSC0023 & gRSC0015) are used in this system. 

They are sharing the same local oscillator (Agilent E8257D) 

and therefore fully phase synchronized. The received 

quadrature baseband signals are sampled by the oscilloscope at 

a sampling rate of 2 GSps. Both coarse and fine estimation are 

performed as mentioned in section III. A picture of the 

measurement setup in the lab is shown in Fig. 14. 

B. Coarse estimation with full waveform matched filter 

The target is placed 60 cm away from the antennas, and its 

position is moved with a manual micrometer positioner from 

this initial position with 1 mm steps away from the radar. The 

radar uses 80 GHz carrier frequency and repeatedly sends a 

PRBS with a length of 2000 symbols. The roll-off factor of the 

RRC pulse shaping filter is 0.5. The received baseband signal is 

sampled by an oscilloscope at 2 GSps and the offline process is 

performed using the algorithm proposed in section III. A. 

The processed result of the coarse estimation is plotted in 

Fig. 15, where the x-axis is the target distance away from the 

initial position. The y-axis is the estimation error with the 

millimeter unit. The accuracy threshold of the coarse estimation 

is ±1.875 mm (half of the wavelength in air of 80 GHz). 4000 

samples were used for coarse estimation. As shown in the 

figure, the measurement shows max error less than 1.5 mm thus 

 
Fig. 11 The phase error with different SNR and different numbers of 
symbols for average when there is no interference. 

 
Fig. 12 The phase error with different signal to interference power ratio 

and different numbers of symbols for average when there is no noise. 

 

Fig. 13. Measurement set-up. 

 

Fig. 14 The measurement setup in lab. 
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less than the threshold. This means the proposed algorithm is 

capable of making a correct estimation of N in Eq. 4. 

C. Fine estimation with carrier phase analysis 

Fine estimation is then performed to improve the ranging 

accuracy to micrometer level. As mentioned in section III. C, 

the phase information can be used to achieve high accuracy 

estimation. However, phase calibration is necessary to 

overcome the practical issues such as IQ imbalance of the 

receiver module. The received constellation has an oval shape 

as shown in Fig. 16 (a) that implies I/Q mismatch. The I/Q 

mismatch compensation as in Eq. 15 is applied with the 

parameter of α=0.04 and β=0.11, the corrected constellation is 

shown in Fig. 16 (b).  

The phase calculated by the received signal is averaged with 

4000 acquired samples. After averaging, the noise power is 

lower which gives a better estimation of the phase information. 

The estimation result is shown in Fig. 17 where the estimation 

error is less than 7 μm.   

V. CONCLUSION 

In Table. I, the proposed radar system is compared with other 

related works. FMCW radars with phase analysis giving ranges 

of several micrometers was proposed in [3-5], however, these 

radars fail to address interference when multiple radars are 

closely located. Interferometer-based radar can also deliver 

good distance accuracy however its unambiguity distance is 

limited to the carrier wavelength and complicated calibration is 

often required [6]. With a two-tone signal, the unambiguity 

distance can be extended [7] and AM-modulated radar is 

another approach of generating two tones [9]. Both works 

require the shifting of center frequency in order to avoid 

interference. This work proposed a random phase modulated 

radar using PRBS code to differentiate different radars, yet high 

accuracy and unambiguity distance can be achieved 

simultaneously using proposed signal processing methods. This 

radar can have a high measurement repetition rate of 500 kHz 

which is suitable for real-time monitoring in automatic 

manufacturing. 
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Distance 
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