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Background

• Stereophonic microphone techniques
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Coincident pair Near-Coincident Spaced pair 

Polar pattern Uni-directional Uni-directional Omni-directional

Configuration XY, Blumlein, MS ORTF, NOS AB, Decca Tree

Stereo cue ICLD (Leve diff) ICLD + ICTD ICTD (Time diff)

Localisability High Mid-High Low-Mid

Spaciousness Low Mid-High High



Background

• Near-coincident microphone techniques
– ORTF, NOS, etc.
– Popular microphone techniques among recording engineers.
– Best of both worlds! (Localisability & Spaciousness).
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110°

17cm

ORTF configuration



Background

• Brown or White?
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Background

• Near-coincident microphone techniques
– Also popular for surround microphone techniques.
– Generally, directional microphones are used for balanced 

localisation and spatial impression.
– OCT [Theile/Wittek], ICA [Williams], Fukada Tree, etc.
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How to design a near-coincident mic array for 360VR?
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Requirements for VR mic arrays

1. The actual and perceived image positions should match 
(ideally!).
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Recording Reproduction

-45°-45°

Mic Array

Binauralisation



Requirements for VR mic arrays

2.  The perceived source position should stay the same when 
the head rotates.
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Recording Reproduction

Mic Array

-45° -135°Binauralisation



Requirements for VR mic arrays

2.  The perceived source position should stay the same as    
the head rotates.
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Proposed technique

• Equal Segment Microphone Array (ESMA)
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90°

– The original concept by Williams 

[1991] developed for quadraphonic 

surround sound. 

– IRT-Cross for ambience capture.

à Adapted for VR here.



Proposed technique

• Equal Segment Microphone Array (ESMA)
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90°

Constraints

– Equal subtended angle (90°) and 
mic spacing for all stereo segments

– The stereophonic recording angle 
(SRA) for each segment should 
match the subtended angle of the 
segment (90°).



Proposed technique

• Stereophonic recording angle (SRA)
– Coverage of a sound field that produces sufficient ICLD and ICTD 

for a full image shift between two loudspeakers. 
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SRA = 90°



Proposed technique

• SRA should not overlap between each stereo segment.
– To maintain the perceived image position with head rotation.
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Proposed technique

• Problem with an SRA overlap
– Localisation of the target source at a narrower angle.
– Image position moves as the head rotates.
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Proposed technique

• SRA should not overlap between each stereo segment.
– To maintain the perceived image position with head rotation.
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Proposed technique

• Binauralisation of ESMA
– Convolve the mic signals with quadraphonic HRIRs.
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Binauralisation



Now, what should be the spacing between the microphones?
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Psychoacoustic principles

• ICTD and ICLD trade-off
– The spacing and angle between two directional microphones 

determine interchannel time and level differences encoded between 
the signals.

– ICTD and ICLD complement each other in shifting the perceived 
image [Theile 2001].

Total image shift = shift(ICTD) + shift(ICLD)
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Psychoacoustic principles

• ICTD and ICLD trade-off
– With the 4ch ESMA design, the goal is to achieve the SRA of 90°

for each segment.

– The subtended angle is given as 90°.

– The spacing needs to be determined so that the resulting ICTD and 
ICLD are just enough to produce the full ±45° image shift.

– There exist several ICTD-ICLD trade-off models.
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Psychoacoustic principles

• Williams [1987]

– Interpolation of ICTD and ICLD data obtained for 10°, 20° and 30°.

– Used to calculate the SRA for different mic techniques (so-called the 

Williams curves)
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1  Psychoacoustic principles of stereophonic recording and reproduction 
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‘ORTF’ and ‘NOS’, which will be discussed later.  The most widely quoted example 

of ICTD – ICID trading-off might be the curves that were created by Williams [1987] 

based on Simonsen’s data.  As can be seen in Figure 1.1, various combinations of 

ICTD and ICID can cause the phantom image to appear at different positions between 

loudspeakers in the conventional stereophonic arrangement.   
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Figure 1.1  Interchannel time and intensity trading in 2-0 stereophonic reproduction 

[after Williams 1987] 

 

It was proposed by Theile [2001] that the degree of phantom image shift (Ψ) could be 

calculated simply by the linear combination of ICTD and ICID, as shown below.  If 

the phantom sound source is shifted due to certain ICID and additionally due to certain 

ICTD, the resulting shift is approximately the sum of both single shifts. 

 

Ψ(∆I, ∆t) = Ψ(∆I) + Ψ(∆t) 

 

 

 

Michael WILLIAMS Higher Order MMAD

AES 124th Convention, Amsterdam, The Netherlands, 2008 May 17-20
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Figure 7

Williams [2008]



Psychoacoustic principles

• Wittek/Theile [2001]
– Total image shift = shift(ICLD) + shift(ICTD)
– Up to the linear 75% of the whole shift region.
– Basis for the “Image Assistant” tool for mic array design.
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Auslenkung der Phantomschallquelle durch Pegeldifferenzen
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 Abbildung 3.3.: Auslenkung φ  in Abhängigkeit von der Pegeldifferenz ∆L 

 

 
Laufzeitdifferenzen: 

 

- 0 bis ca. 0,4 ms: linearer Zusammenhang zwischen Laufzeitdifferenzen und 

Auslenkung 

- ca. 0,4 bis ca. 1 ms: Steigung der Kurve nimmt stetig ab 

- ab ca. 1 ms: Kurvenverlauf konstant, Auslenkung maximal 

 

Als Steigung im linearen Verlauf wird die Beziehung 12,7 % / 0,1 ms verwendet 

(Kap.2.3.). Dieser Verlauf kann nur eine Näherung für durchschnittliche Signalarten 

darstellen, da eine laufzeitbezogene Auslenkung stark von Impulshaftigkeit und 

Frequenz des Signals abhängt. 

 

Abbildung 3.4. zeigt eine grafische Darstellung obiger Zusammenhänge: 
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Abbildung 3.4.: Auslenkung φ  in Abhängigkeit von der Laufzeitdifferenz ∆t 

 

 

Kombinierte Pegel- und Laufzeitdifferenzen: 
 

Da Pegel- und Zeitkurven kongruent verlaufen, läßt sich eine gemeinsame 

Näherungsfunktion für beide Zusammenhänge definieren.  

Außerdem addieren sich im linearen Bereich nach Theile [Theile 1984] Pegel- und 

Laufzeitunterschiede gleichsinnig nach:  

φ(∆L, ∆t)= φ(∆L) + φ(∆t); 

Dazu ist es notwendig, die Laufzeitdifferenzen in entsprechende Pegeldifferenzen 

umzurechnen, was aufgrund der gleich verlaufenden Lokalisationskurven möglich ist.  

 

Der resultierende Umrechnungsfaktor ist: 

z = 17,3 dB / ms oder im Kehrwert 1 / z = 58 µs / dB. 

 

‡‡  Umrechnung Laufzeit- flfl‡‡  Pegeldifferenz:  ∆t ⋅  z =  ∆L   mit  z = 17,3 dB/ms 

 

Um diese Kombination von Pegel- und Laufzeitdifferenzen auch im nichtlinearen 

Bereich der Näherungsfunktion zu ermöglichen, wird nun festgesetzt: 

ICLD (dB) ICTD (ms)
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Wittek [2001]



Psychoacoustic principles

• Lee and Rumsey [2013]
– Two linear shift regions: 0° to 20° & 20° to 30°
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PAPERS LEVEL AND TIME PANNING OF PHANTOM IMAGES

Fig. 5. Plots of overall median values and 25th to 75th percentiles
for the ICLD and ICTD data

median values and the 25th and 75th percentiles, which are
also plotted in Fig. 5. It can be observed again in the unified
plots that the percentile interval becomes wider as the an-
gle increases. This effect is greater with the ICTD results.
It is also worth noting that the increase of median value
is almost constant up to 20◦ and becomes steep from 20◦

to 30◦.

3 DISCUSSIONS

3.1 Source Effect in Level Panning
There was no significant difference found between low

and high notes in the judgment of ICLD for each panning
angle. This result can be discussed in light of the findings
of Pulkki and Karjalainen [2001]. They investigated the
localization accuracies of ITD and ILD cues created from
level-panned noise signals at 11 ERB frequency bands. It
was concluded in their study that the localization of a level-
panned phantom image relied more on ITD cues at low
frequencies and more on ILD cues at high frequencies. The
degrees of localization accuracy for the high frequency ILD
cues were reported to be similar to those for low frequency
ITD cues. In other studies [2,13], it was suggested that the
ITD of the signal envelope is also used for the localization
of level-panned image at high frequencies. Based on these,

it can be regarded that the images of the high note piano
(f0 = 1046 Hz) and trumpet (f0 = 922 Hz) were localized
using ILD and envelope ITD cues. For the low note piano
and trumpet as well as speech, on the other hand, both cues
were likely to be used with different weightings depending
on the frequency.

Despite the dependency of ITD and ILD cues on fre-
quency, the median ICLD values for high note sources ap-
peared to be similar to those of the low note and speech
sources, which have wider bandwidths. This result seems to
suggest that frequencies above the fundamental frequency
of the high note for each source played a more domi-
nant role than the lower frequencies in the judgment of
ICLD. Griesinger [13] reported the dominance of frequen-
cies between 700 Hz and 4 kHz in the determination of the
perceived position of amplitude-panned broadband speech
source. He explains this from a physiological viewpoint that
the perceived position of each frequency band is weighted
according to the strength of nerve firings in that band, which
is determined by the transfer function of the external and
middle ears. It was reported in other studies [19,20] that
interaural differences produced at middle frequencies be-
tween 500 Hz and 2000 Hz dominated the average image
position for broadband noise signals. Based on the above
findings, it can be suggested that the result of the current
study for each musical source was dominated by frequen-
cies between the fundamental frequency and certain high-
middle frequency, which is considered to be worth further
investigation.

The results for the trumpet sustain notes without on-
set transient were not significantly different from those of
piano staccato notes. As mentioned above, ICLD in level
panning is translated into ITD at low frequencies. Although
a steady-state tone is difficult to localize using ITD [21,22],
the ongoing part of broadband noise can still be localized
accurately using ITD [23,24]. Hartmann [24] proposes that
the random amplitude fluctuations of noise signal can be
interpreted as a series of small transients, which produces
useful ITD cues for localization. The trumpet sources used
in the current study also fluctuate in level over time slightly
as can be seen in Fig. 1, and this might explain why they
were localized similarly to the piano sources.

3.2 Source Effect in Time Panning
The low note trumpet was time-panned with a similar

certainty to the speech signal. However, the time panning
of the high trumpet was found to be impossible due to er-
ratic and random changes in apparent image position with
varied ICTD. Since the trumpet sources had onset and off-
set transients removed by fade in/out, this result leads to a
discussion on the effect of frequency in the time panning
of ongoing sound. As shown in Fig. A.1 in the Appendix,
ITD and ILD caused by ICTD fluctuate between positive
and negative values periodically as a function of ICTD.
This is due to the interaction between the time difference
between two loudspeaker signals arriving at each ear and
the wavelength of the signal at a given frequency [14]. It
can be observed in the figure that the ITD and ILD for
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were likely to be used with different weightings depending
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Despite the dependency of ITD and ILD cues on fre-
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sources, which have wider bandwidths. This result seems to
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is determined by the transfer function of the external and
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interaural differences produced at middle frequencies be-
tween 500 Hz and 2000 Hz dominated the average image
position for broadband noise signals. Based on the above
findings, it can be suggested that the result of the current
study for each musical source was dominated by frequen-
cies between the fundamental frequency and certain high-
middle frequency, which is considered to be worth further
investigation.

The results for the trumpet sustain notes without on-
set transient were not significantly different from those of
piano staccato notes. As mentioned above, ICLD in level
panning is translated into ITD at low frequencies. Although
a steady-state tone is difficult to localize using ITD [21,22],
the ongoing part of broadband noise can still be localized
accurately using ITD [23,24]. Hartmann [24] proposes that
the random amplitude fluctuations of noise signal can be
interpreted as a series of small transients, which produces
useful ITD cues for localization. The trumpet sources used
in the current study also fluctuate in level over time slightly
as can be seen in Fig. 1, and this might explain why they
were localized similarly to the piano sources.

3.2 Source Effect in Time Panning
The low note trumpet was time-panned with a similar

certainty to the speech signal. However, the time panning
of the high trumpet was found to be impossible due to er-
ratic and random changes in apparent image position with
varied ICTD. Since the trumpet sources had onset and off-
set transients removed by fade in/out, this result leads to a
discussion on the effect of frequency in the time panning
of ongoing sound. As shown in Fig. A.1 in the Appendix,
ITD and ILD caused by ICTD fluctuate between positive
and negative values periodically as a function of ICTD.
This is due to the interaction between the time difference
between two loudspeaker signals arriving at each ear and
the wavelength of the signal at a given frequency [14]. It
can be observed in the figure that the ITD and ILD for
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to 30◦ was almost double that in the lower region. This
seems to suggest that the directional resolution of ICLD or
ICTD becomes lower beyond around 20◦. A similar ten-
dency can be seen in the previous results mentioned above
and might be explained as follows. Mills [30] found that
the smallest possible angular change of sound source that
could be just detected (“minimum audible angle” (MAA))
became larger as the source moved away from the front
toward the side of the listener. Since an increase in source
angle causes increases in ILD and ITD, the MAA result
could be interpreted as a just noticeable difference (JND)
of interaural cues in perceived source position being in-
creased with larger interaural differences. In terms of the
current result, therefore, it is hypothesized that the JND of
interaural differences resulting from level or time panning
increased as the ICLD or ICTD was increased beyond a
certain threshold.

It was also shown that the judged ICLD and ICTD be-
came more divergent as the targeted panning angle in-
creased. One possible explanation for this result is that
the subject might have found it more difficult to locate
the image precisely to one position as the ICLD or ICTD
was increased. Wendt [7] observed this phenomenon in his
stereophonic localization study using pure tones, which is
described as the “blur of summing localization” by Blauert
[1]. An imprecise stereophonic localization tends to be re-
lated to an increased image width [31]. As the ICLD or
ICTD increased, the interaural cross-correlation coefficient
(IACC) would decrease due to an increase in the resulting
ITD at low frequencies. This would result in an increase in
perceived image width [32], thus possibly a greater local-
ization blur. The dependency of localization blur (or error)
on source angle is originally an attribute of real source lo-
calization; the localization blur for a single source is greater
at a wider source angle [1]. From the above it could be gen-
erally suggested that the localization precision of a single
or phantom source becomes lower with an increase in the
resulting interaural differences.

Wittek and Theile [29] proposed linear shift factors only
up to 22.5◦ as introduced earlier. However, based on the
results of the present study it is proposed here to apply two
linear panning factors for two separate panning regions,
which are 0◦–20◦ and 21◦–30◦. Since no intermediate an-
gles between 21◦ and 30◦ were tested, the linearity of image
shift in this region is not confirmed. In fact, the literature
tends to show slightly exponential curves in that region.
However, considering that the panning uncertainty becomes
greater at a wider angle a linear approximation is proposed.
The proposed level and time panning factors for the two
panning regions are shown in Table 5. To derive the linear
factors the original unified ICLD and ICTD data for each
angle were adjusted within the deviation ranges of 0.15 dB
and 0.01 ms, respectively.

From these panning factors, the following panning equa-
tions can be derived.

I C L D(α) =
{

0.425α [d B], α ≤ 20
0.85α − 8.5 [d B], 20 < α ≤ 30

(1)

Table 5. Panning factors derived from the present results

Panning region

Panning method 0◦–20◦ 21◦–30◦

ICLD 0.425 dB/deg. 0.85 dB/deg.
(2.4◦/dB) (1.2◦/dB)

ICTD 0.025 ms/deg. 0.05 ms/deg.
(4.0◦/ms) (2.0◦/ms)

I CT D(α) =
{

0.025α [ms], α ≤ 20
0.05α − 0.5 [ms], 20 < α ≤ 30

(2)

where α is target image position in degree.
It needs to be noted that the above equations are valid only

for the conventional 60◦ loudspeaker arrangement since the
panning factors were obtained from listening tests using
that particular arrangement. However, according to Theile
[33,34], the angular displacement of phantom image caused
by a certain ICLD or ICTD changes constantly in propor-
tion to the loudspeaker base angle. For example, an ICLD
or ICTD required for 20◦ panning in the conventional 60◦

loudspeaker arrangement would lead to 30◦ panning if the
base angle is increased to 90◦. Based on this, more general
equations that take into account half the loudspeaker base
angle can be expressed using Eq. (3) and Eq. (4). It should
be noted, however, that the range of loudspeaker base angle
valid for this proportional relationship has not been spec-
ified explicitly. Therefore, the validities of the proposed
equations need to be verified through listening tests with
various loudspeaker angle arrangements.

I C L D(α) =
{

0.425
( 30α

θ

)
[d B], α ≤ 2θ

3

0.85
( 30α

θ

)
− 8.5 [d B], 2θ

3 < α < θ
(3)

I C L D(α) =
{

0.425
( 30α

θ

)
[d B], α ≤ 2θ

3

0.85
( 30α

θ

)
− 8.5 [d B], 2θ

3 < α < θ
(4)

where α is the target image position in degree, and θ is half
the loudspeaker base angle in degree.

It is considered that these perceptually motivated pan-
ning methods could be more effective than the theoret-
ically obtained sine or tangent law when it comes to a
matter of accurate matching between predicted and per-
ceived image positions. One example application that can
benefit from the proposed methods would be the recently
standardized “Spatial Audio Object Codec” (SAOC) [35],
which requires decoded audio objects to be mapped to spe-
cific positions based on a given rendering scenario in the
post-processing. Other potential applications for the pro-
posed methods include: extracting directional information
for music information retrieval [36], stereo to multichan-
nel upmixing based on source separation technique [37],
and adjusting the stereophonic sweet spot to the listener’s
position [38].
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where α is target image position in degree.
It needs to be noted that the above equations are valid only

for the conventional 60◦ loudspeaker arrangement since the
panning factors were obtained from listening tests using
that particular arrangement. However, according to Theile
[33,34], the angular displacement of phantom image caused
by a certain ICLD or ICTD changes constantly in propor-
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It is considered that these perceptually motivated pan-
ning methods could be more effective than the theoret-
ically obtained sine or tangent law when it comes to a
matter of accurate matching between predicted and per-
ceived image positions. One example application that can
benefit from the proposed methods would be the recently
standardized “Spatial Audio Object Codec” (SAOC) [35],
which requires decoded audio objects to be mapped to spe-
cific positions based on a given rendering scenario in the
post-processing. Other potential applications for the pro-
posed methods include: extracting directional information
for music information retrieval [36], stereo to multichan-
nel upmixing based on source separation technique [37],
and adjusting the stereophonic sweet spot to the listener’s
position [38].

J. Audio Eng. Soc., Vol. 61, No. 12, 2013 December 985



Psychoacoustic principles
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• Linear ICTD-ICLD Trade-off functions [Lee 2016]



Psychoacoustic principles

• Limitations
– The previous models are based on the 60° loudspeaker base angle.

– They assume that the same model can apply to other base angles 
also. 

– e.g., 17dB for 30° shift with the 60° base à 17dB for 45° shift with 
the 90° base.

25



Psychoacoustic principles

• Limitations

– However, this does not work in practice! 

– More ICTD and ICLD values are required to achieve a full image 
shift with the 90° loudspeaker setup.
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Psychoacoustic principles

• PMAP: a new amplitude-panning law [AES142 2017] 

– Based on Lee and Rumsey [JAES 2013]

– Accurate for the 60° base angle, but not for the 90°.
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Psychoacoustic principles

• Perceptual scaling based on ILD and ITD matching [Lee 
AES WIMP 2016]
– Trade-off for an arbitrary base angle (!).
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Psychoacoustic principles

• Perceptual scaling based on ILD and ITD matching.
– Scale factors a and b
– Ratio of the ITD from real source to the ITD from phantom source at 

half the base angle.

29

Loudspeaker base angle (deg)
0 20 40 60 80 100 120 140 160 180

IT
D

 s
ca

le
 fa

ct
or

 (a
)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Loudspeaker base angle (deg)
0 20 40 60 80 100 120 140 160 180

IL
D

 s
ca

le
 fa

ct
or

 (b
)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

a = ITD(!/2) / ITD(30°) b = ILD(!/2) / ILD(30°)



Psychoacoustic principles

• Perceptual scaling based on ILD and ITD matching.
– Scale factors a and b
– Ratio of the ITD from real source to the ITD from phantom source at 

half the base angle.
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Psychoacoustic principles

• The appropriate spacing between microphones to produce 
the 90° SRA for the ESMA.
– Depends on the model.

31

Model Microphone
spacing

Williams 23.8cm
Sengpiel 25cm

Wittek + Theile 24cm
Lee + Theile 30cm

Lee 50cm

Based on the 
60° setup  

Optimised for 
the 90° setup



Proposed mic array

• ESMA optimised for quadraphonic reproduction

32
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Proposed mic array

• Localisation accuracy test [Lee AES 2019]
– Dry speech
– ESMA 50cm, 30cm, 25cm & 0cm (FOA In-Phase)
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H. Lee, “Capturing 360◦ Audio Using an Equal Segment Microphone Array (ESMA),” J. Audio Eng. Soc., 
vol. 67, no. 1/2, pp. 13–26, (2019 January/February.). DOI: https://doi.org/10.17743/jaes.2018.0068 



Now let’s have a listen!
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Perceptual Evaluations

35

• Demo: Recording of 3D 9.1 playback in a listening room
– Recording originally maded in Queens Elizabeth Hall, London.
– 9.1 channel playback in the APL listening room.



Perceptual Evaluations

36

• Demo: Recording of 3D 9.1 playback in a listening room
– Reproduced sound was captured at the listening position, using
– ESMA50cm (Nuemann KM184s), FOA (Soundfield SPS422b), 

Neumann KU100

HRIR from www.sadie-project.co.uk
Binauralised for Quad Reproduction

45°315°

135°225°

9.1 Playback captured using mic arrays

http://www.sadie-project.co.uk/


Perceptual Evaluations

37

• Demo: Early music choir
– St.Paul’s concert hall, Huddersfield (RT = 2.1s).
– ESMA 50cm (Neumann kk184 cardioid)
– FOA (Sennheiser Ambeo); MaxRe decoder from www.sadie-project.co.uk

http://www.sadie-project.co.uk/


• Demo: Early music choir

38
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Perceptual Evaluations

• Spatial attribute evaluations 
[Millns and Lee 2017]
– Ensemble Spread
– Ensemble Distance
– Environmental Spread
– Environmental Depth

• Scene Based Paradigm
– Rumsey [2001]
– Source & Environment-related 

attributes for surround sound 
reproduction
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Perceptual Evaluations

• Spatial attribute evaluations 
[Millns and Lee 2017]
– Ensemble Spread
– Ensemble Distance
– Environmental Spread
– Environmental Depth

• Scene Based Paradigm
– Rumsey [2001]
– Source & Environment-related 

attributes for surround sound 
reproduction
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Perceptual Evaluations

• Spatial attribute evaluations 
[Millns and Lee 2017]
– Ensemble Spread
– Ensemble Distance
– Environmental Spread
– Environmental Depth

• Scene Based Paradigm
– Rumsey [2001]
– Source & Environment-related 

attributes for surround sound 
reproduction
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Perceptual Evaluations

• Recording simulation using mic array impulse responses

42



Perceptual Evaluations

• Room impulse response 
capture using mic arrays

– ESMA 50cm, ESMA 25cm 
(Neumann kk184)

– FOA (Sennhesier Ambeo)

– Dummy head (Neumann 
KU100)
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Perceptual Evaluations

• Binaural synthesis
– Mic array RIRs were convolved with dry mono and multichannel 

recordings.
– Then binauralised for the quadraphonic setup using the SADIE 

HRIR database www.sadie-project.co.uk.
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135°225°

http://www.sadie-project.co.uk/


Perceptual Evaluations

• Demo: Rounders 1 (4 singers at ±45° and ±135°)
– KU100
– ESMA 50cm, ESMA 25cm
– FOA (MaxRe), FOA (Mode-Matching)
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3m

mic

45°315°

135°225°

Binauralised for Quad Reproduction4ch Mic Array RIRs * Dry Sources



Perceptual Evaluations

• Demo: Rounders 2 (4 singers at 0°, ±90° & 180°)
– Dummy head
– ESMA 50cm, ESMA 25cm
– FOA (MaxRe), FOA (Mode-Matching)
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Perceptual Evaluations

• Demo: Rounders 3 (Female speech at -45°)
– Dummy head
– ESMA 50cm, ESMA 25cm
– FOA (MaxRe), FOA (Mode-Matching)
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Perceptual Evaluations

• Results – Ensemble Spread
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Millns and Lee Comparison of 360° Microphone Arrays for VR 

 

AES 144th Convention, Milan, Italy, 2018 May 23–26 

Page 6 of 9 

Results suggest that distance perception for the 
dummy head is affected by source azimuth angle. As 
the sound source moves away from the centre, an 
increase in distance perception can be seen for the 
single source conditions (no.1-3). Figure 5 shows 
source no.1 (azimuth 0°) was rated the nearest and 
source no.3 (azimuth 90°) the furthest. This trend 
continues with ensemble conditions, where no.4, with 
two central sound sources (0° and 180°), was rated 
nearer than no.5, with a quadraphonic arrangement. 
Source condition no.6 was the nearest rating for the 
dummy head, this could be due to the condition 
lacking 90° sound sources and instead including a 0° 
sound source. 

4.3 Environmental Width 

Significant difference was found for four source 
conditions (no.2, no.3, no.4 and no.6 from Figure 6.). 
Pairwise analysis of the microphone conditions only 
revealed significant difference between the dummy 
head and the Max rE FOA. However, a general trend 
can be seen in Figure 6 where the dummy head was 
rated the widest, ESMA in middle and FOA the 

narrowest, with the exception of source condition 
no.3. 
 
The results in Figure 6 uphold the trend seen in the 
previous two tests, that dummy was rated highest and 
FOA the lowest. This again could be due to the 
potentially high channel coherence of the FOA 
microphone producing a high IACC value. Hidaka et 
al. [18] found that a high IACC value suggests a 
narrow sound image. 

4.4  Environmental Depth 

No source conditions in the environmental depth test 
exhibited any significant difference between the 
microphone techniques. Subjects ratings were 
inconsistent across the source conditions and no trend 
can be discerned (Figure 7). The reason for such 
inconsistency could be because environmental depth 
is not a familiar attribute to the subjects and perhaps 
also hard to hear. Rumsey [13] proposed this attribute 
in his scene-based paradigm, but states that the 
attribute is not based on any elicitation test and that 
environmental width tends to dominate it 
perceptually.

 

 
Figure 4. Median and notch edge plots for the source shift/ensemble spread test. 

Millns, C. and Lee, H (2018) ‘An Investigation into Spatial Attributes of 360° Microphone Techniques for 
Virtual Reality’. In: AES the 144th International Convention, 23 – 26 May 2018, Milan, Italy.



Perceptual Evaluations

• Results – Ensemble Distance

49

Millns and Lee Comparison of 360° Microphone Arrays for VR 

 

AES 144th Convention, Milan, Italy, 2018 May 23–26 
Page 7 of 9 

 
Figure 5. Median and notch edge plots for the source/ensemble distance test. 

 

 
Figure 6. Median and notch edge plots for the environmental width test. 



Perceptual Evaluations

• Results – Environmental Width

Millns and Lee Comparison of 360° Microphone Arrays for VR 

 

AES 144th Convention, Milan, Italy, 2018 May 23–26 
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Figure 5. Median and notch edge plots for the source/ensemble distance test. 

 

 
Figure 6. Median and notch edge plots for the environmental width test. 



Perceptual Evaluations

• Results – Environmental Depth
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ESMA-3D (with height)

• Augmented with upward-facing supercardioid or figure-
of-8 microphones.
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(a) (b)

Vertical Mid-Side decoding1 to 1 routing to speakers



ESMA-3D

• Vertical time panning is highly unstable [Wallis and Lee 
JAES 2015].

• Vertical microphone spacing has little effect on LEV  [Lee 
and Gribben JAES 2014].

• Vertical level panning can still work with a limited 
resolution [Barbour 2003, Mironovs and Lee 2016].
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ORTF-3D

• Schoeps ORTF 3D
– Share the same design concept.
– Based on Lee and Gribben [JAES 2014]
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ESMA-3D

• 4 supercardioid height microphones facing upwards.
• The height mic should have at least 7 to 10dB less direct 

sound than the main mic to avoid vertical image shift [Lee 
2011; Wallis and Lee 2017]
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Higher Order ESMA

• Higher Order ESMA

– For an octagonal setup, each 
segment should have the SRA 
of 45°.

– Can potentially solve the 
problem of unstable side image 
localisation.

– Mic spacing d
• Williams: 82cm
• Lee: 55cm

56



Higher Order ESMA

• Perceptual scaling based on ILD and ITD matching.
– Scale factors a and b
– Ratio of the ITD from real source to the ITD from phantom source at 

half the base angle.
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Thanks for listening.

Questions?
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