
Fairness, Accountability and Transparency in 
Music Information Research (FAT-MIR)

Tutorial
Emilia Gomez, Andre Holzapfel, Marius Miron, Bob L. T. Sturm 



FAT-MIR in a tutorial
● Introduction
● Ethical principles in practical MIR scenarios 

BREAK

● Fairness in machine learning
● Transparency/Explicability in MIR
● Discussion



FAT-MIR in a tutorial
● Introduction (Emilia)
● Ethical principles in practical MIR scenarios

BREAK

● Fairness in machine learning
● Transparency/Explicability in MIR
● Discussion



Artificial Intelligence: machines or agents 
capable of observing its environment and 
taking decisions towards a certain goal.



From lab to market

Academia - Lab

Industry - Real world 

Music listening 

Music composition, 
performance and 

production

Well-being and therapy

Digital libraries
Education 

GamingBusiness, marketing

User-centred MIR

Music similarity

Computational tasks

Music theory

Domain knowledge

NASA Technology Readiness Levels (Wikipedia)



1. Who are the people affected?
2. Who are the ‘winners’ (benefit), who the ‘losers’ (cost)?
3. How many lives can be saved?
4. How much money/jobs can be saved?
5. What are the short-term and long-term costs/benefits?

Technology impact assessment



Technology is not neutral

 (Dusek 2006)
- Human-centred 
- Trustworthy 
- For good 

Different proposals for ethical 
frameworks: public, private, civil 
organizations 
(Hand 2018, IEEE SA 2017, Bryson and 

Winfield 2017)

Ethics, also called moral philosophy, the 
discipline concerned with what is morally good and 
bad and morally right and wrong.
https://www.britannica.com/topic/ethics-philosophy

 

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://standards.ieee.org/industry-connections/ec/autonomous-systems.html

https://www.merriam-webster.com/dictionary/discipline
https://www.britannica.com/topic/ethics-philosophy
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://standards.ieee.org/industry-connections/ec/autonomous-systems.html


Trustworthy AI

● Lawful
● Robust 
● Ethical

7 principles



1: Human agency and oversight

AI systems should empower human beings.

Proper oversight mechanisms need to be ensured: human-in-the-loop, 
human-on-the-loop, and human-in-command approaches.

Extended mind
(Vold 2018)

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


2: Technical robustness and safety

AI systems need to be resilient, safe, accurate, reliable and reproducible. 

Technical and social robustness 

Even with good intentions, AI systems can cause unintentional harm. 

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


3: Privacy and data governance

Ensure full respect for privacy and 
data protection, and adequate data 
governance, e.g. quality and 
integrity, legitimised access.

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


4: Transparency

● Purpose of a system.
● Capabilities, limitations.
● Processes of operation.
● Explainable to those directly and indirectly 

affected.

Humans need to be aware that they are interacting 
with an AI system, and must be informed of the 
system’s capabilities and limitations.

Gómez, Blaauw, Bonada, Chandna, Cuesta. Deep Learning for Singing 
Processing: Achievements, Challenges and Impact on Singers and Listeners 
arxiv.org/abs/1807.03046

https://arxiv.org/abs/1807.03046
https://arxiv.org/abs/1807.03046


5: Diversity, non discrimination, fairness

● Equal and just distribution of 
benefits/costs, equal opportunities. 

● Free from bias.
● Balancing of competing interests and 

objectives. 
● Accessible to all, involved different 

views. 



6: Societal and environmental well-being

AI systems should benefit human 
beings, future generations, be 
sustainable and environmentally 
friendly.

Strubell, E., Ganesh, A., and McCaullm, A. Energy and Policy Considerations for Deep Learning in NLP, 2019 https://arxiv.org/abs/1906.02243

https://arxiv.org/abs/1906.02243


7: Accountability

Ensure responsibility 

Provide ability to contest and seek 
effective redress/remedy against decisions 
made by AI systems → accountable entity. 

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


Music Information Retrieval

As a field, music information retrieval focuses on the research and development of 
computational systems to help humans better make sense of music data, 

drawing from a diverse set of disciplines, including, but my no means limited to, 
music theory, computer science, psychology, neuroscience, library science, 

electrical engineering, and artificial intelligence and machine learning

diversity in culture, gender, … 



The technology-centred motivation

● Facilitate access to large 
music collections.

● Provide data-driven 
understanding of music.

● Bridge the semantic gap.

(Celma et al., 2006)

M. Schedl, E. Gómez, and J. Urbano, "Music Information Retrieval: Recent Developments and Applications," Foundations and Trends® in 
Information Retrieval, vol. 8, no. 2–3, pp. 127‐261, Sep. 2014. doi: 10.1561/1500000042  



The human-centred motivation

● Facilitate access to large music collections?
● Provide data-driven understanding of music?
● Be aware of IMPACT and establish adequate means that ensure that our 

systems are developed WITH people and FOR people’s welfare

https://trompamusic.eu/

#HUMAINT

https://trompamusic.eu/


Some questions to start
How does MIR impacts music and the various participants contributing to and benefiting 
from music: composers, musicians, educators, listeners, and organisations? 

1. In many areas technology leads to more efficient production lines and increased profit 
but human redundancy and deskilling. Can the same happen in music? 

2. Who (and how) is accountable for the MIR systems? 
3. Should listeners be informed about the involvement of AI in the music and playlists 

they listen to, much the same way ingredients of food products are communicated? 
How should this information be presented in a transparent way, and to what level of 
detail? 

4. Are music recommendation algorithms fair?
5. Who owns the rights to the music generated by AI models? What is their artistic value?

Bob L.T. Sturm, Maria Iglesias, Oded Ben-Tal, Marius Miron and Emilia Gómez. Artificial Intelligence and Music: Open Questions of Copyright Law 
and Engineering Praxis. Arts 2019, 8(3)



Some practical questions: data biases

Engineers share the responsibility for the resulting outcomes, positive and 
negative, intended and unintended 

● Are we aware that our data encodes existing biases and our methods can 
unintentionally perpetuate these biases or introduce new ones? (Barocas and 
Selbst 2016)

Bob L.T. Sturm, Maria Iglesias, Oded Ben-Tal, Marius Miron and Emilia Gómez. Artificial Intelligence and Music: Open Questions of Copyright Law 
and Engineering Praxis. Arts 2019, 8(3)



Some practical questions: data transparency

Engineers share the responsibility for the resulting outcomes, positive and 
negative, intended and unintended 

● Do we follow proper mechanisms for transparent data collection? 
● Datasheet for datasets  (Gebru et al. 2017)

○ The motivation for dataset creation

○ The composition of the dataset

○ The data collection process

○ The preprocessing of the data

○ The distribution of the data

○ The maintenance of the data

○ The legal and ethical considerations

Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan, Hanna Wallach, Hal Daumeé III, Kate Crawford. 
Datasheets for Datasets, 2018 https://arxiv.org/abs/1803.09010?context=cs 

https://arxiv.org/abs/1803.09010?context=cs


Some practical questions: algorithm auditing

Do we know that transparency ≠ open 
source? 

● Study, evaluate and document 
algorithm working principles and 
limitations (Schedl et al. 2014; Sturm 2016)

● Select metrics (societal values under 
them). Performance (accuracy, 
precision, reliability) → metrics 
reflecting impact (e.g. diversity)

● Auditing tools (Crawford, 2017) Check our paper tomorrow! 20 years of playlists: A statistical 
analysis on popularity and diversity  (L Porcaro, E Gomez)
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Human bias in decision making

Danziger et al, Extraneous factors in judicial decisions (2011)



Algorithmic decision making



Algorithmic decision making

Automated underwriting increased approval rates for minority and low-income applicants by 
30% while improving the overall accuracy of default predictions

Gates et al., Automated underwriting in mortgage lending: Good news for the underserved? (2002)

Bias may affect formal assessments and leave room for discrimination

McKay and McDaniel, A reexamination of black-white mean differences in work performance: More data, more moderators (2006)

[..] results suggest potentially large welfare gains: one policy simulation shows crime 
reductions up to 24.7% with no change in jailing rates, or jailing rate reductions up to 41.9% 

Kleinberg et al., Human decisions and machine predictions (2006)



Bias vs Fairness

Bias
A feature of statistical models. A systematic deviation from the truth.

Fairness
A feature of value judgments. Discrimination: A legal concept based on group membership.

Metcalf, Disambiguating Bias and Unfairness in Algorithmic Products (2017)



Bias vs Fairness

Bias
A feature of statistical models. A systematic deviation from the truth.

Bias in data processing: selection bias, sampling bias, reporting bias

Bias in the machine learning model: bias of an estimator, inductive bias

Barocas et al., Fairness in Machine Learning (2017)



Bias vs Fairness

Bias
A feature of statistical models. A systematic deviation from the truth.

Surprising view of computer scientists:

“The model summarizes the data correctly. If the data is biased it’s not the algorithm’s fault.”

Data biases are inevitable. We must design algorithms that account for them. 

Narayanan, 21 fairness definitions and their politics (2018)



Bias vs Fairness

Tolan, Discrimination in Algorithmic Justice (2018)



Fairness

Fairness
A feature of value judgments. Discrimination: A legal concept based on group membership*.

*sex, race, colour, ethnic or social origin, genetic features, language,religion or belief, 
political or any other opinion, membership of a national minority, property, birth, disability, 
age or sexual orientation (Article 14, European Convention on Human Rights)

*sex, race, color, religion, national origin (Civil Rights Act of 1964), citizenship (Immigration 
Reform and Control Act), age (Age Discrimination in Employment Act of 1967), pregnancy 
(Pregnancy Discrimination Act), familial status (Civil Rights Act of 1968), disability status 
(Rehabilitation Act of 1973; Americans with Disabilities Act of 1990), veteran status (Vietnam 
Era Veterans' Readjustment Assistance Act of 1974; Uniformed Services Employment and 
Reemployment Rights Act), genetic information (Genetic Information Nondiscrimination Act)



Fairness

Real challenge

Design systems that support human values.

Narayanan, 21 fairness definitions and their politics (2018)

Ethical dimension

“[..] machine learning should not be used for prediction, but rather to surface covariates that 
are fed into a causal model for understanding the social, structural and psychological drivers 
of crime.”

Barabas et al, Interventions over Predictions: Reframing the Ethical Debate for Actuarial Risk Assessment (2018)



Fairness

Domain specific

How does this system/application affects people that use it/limits their opportunities? 

Feature specific

The features have been used for “unjustified and systematically adverse treatment in the past”

Barocas and Hardt, Fairness in Machine Learning (2017)



Disparate treatment

Formal or intentional discrimination 

w.r.t a protected feature or proxy variable (e.g. zip code as a proxy for race)

Treatment depends on group membership

Barocas and Selbst, Big data's disparate impact (2016)



Disparate impact

Unjustified discrimination resulted from facially neutral practices

Outcome depends on group membership

The 80% rule (U.S. Equal Employment Opportunity Commission) 

Must come with rigorous proof - account for confounders, exogenous effects

May come in conflict with disparate treatment (Ricci v. DeStefano) 

Barocas and Selbst, Big data's disparate impact (2016)



Individual fairness
Similar individuals should be treated similarly 
Assuming  a dissimilarity measure d(x,x′), require similar individuals map to similar distributions over 
outcomes via map M:X→Δ(O)

Dwork et al, Fairness through awareness (2011)



Group Fairness

Protected features

*sex, race, colour, ethnic or social origin, genetic features, language,religion or belief, 
political or any other opinion, membership of a national minority, property, birth, disability, 
age or sexual orientation (Article 14, European Convention on Human Rights)

*sex, race, color, religion, national origin (Civil Rights Act of 1964), citizenship 
(Immigration Reform and Control Act), age (Age Discrimination in Employment Act of 1967), 
pregnancy (Pregnancy Discrimination Act), familial status (Civil Rights Act of 1968), 
disability status (Rehabilitation Act of 1973; Americans with Disabilities Act of 1990), veteran 
status (Vietnam Era Veterans' Readjustment Assistance Act of 1974; Uniformed Services 
Employment and Reemployment Rights Act), genetic information (Genetic Information 
Nondiscrimination Act)



Example: face recognition

Buolamwini, The Safe Face Pledge (2019)



Example: face recognition

Buolamwini, The Safe Face Pledge (2019)

Stakeholder

Stakeholders



Example: binary classification

Buolamwini, The Safe Face Pledge (2019)

TP FN

FP TNDid not recidivate

Recidivated

Labeled high-risk Labeled low-risk



Example: binary classification

TP FN

FP TNDid not recidivate

Recidivated

Labeled high-risk Labeled low-risk

Stakeholder



Example: binary classification - group metrics

TPA FNA

FPA TNADid not recidivate

Recidivated

Labeled high-risk Labeled low-risk

TPB FNB

FPB TNBDid not recidivate

Recidivated

Labeled high-risk Labeled low-risk

A protected feature has two categories: A and B (can be race A and race B)

Metrics A: FPRA, FNRA,... Metrics B: FPRB, FNRB,...



Example: binary classification - group metrics

TPA FNA

FPA TNADid not recidivate

Recidivated

Labeled high-risk Labeled low-risk

TPB FNB

FPB TNBDid not recidivate

Recidivated

Labeled high-risk Labeled low-risk

A protected feature has two categories: A and B (can be race A and race B)

Metrics A: FPRA, FNRA,... Metrics B: FPRB, FNRB,...

Stakeholder FPRA/ FPRB



Trade-offs - Impossibility theorems

There are at least 21 definitions of “fairness” which may contradict each other.

Many of these definitions do not match legal or social definitions of equality.

In reality we have many ways to measure discrimination. 

TP FN

FP TNDid not recidivate

Recidivated

Labeled high-risk Labeled low-risk

Chouldechova, Fair prediction with disparate impact: A study of bias in recidivism prediction instruments (2017)



Fairness - domain specific
Machine learning is domain-specific: understand legal and social context

http://aequitas.dssg.io/

http://aequitas.dssg.io/


Mitigation
- Pre-processing

- In-processing

- Post-processing

http://aif360.mybluemix.net/data 

http://aif360.mybluemix.net/data


Deceptive equalization of False Positive Rates
Detention 

rate

38%

62%
42%

False 
positive rate

25%

42%
22%

Castillo, Discrimination in Supervised Classification, (2019)



Fairness in ranking
1. Demographic parity of protected 

groups in the top-k candidates 
(Diversity)

2. Some criterion of individual fairness 

3. Ensure no representational harm

Castillo, Fairness and Transparency in Ranking, (2018)



Fairness in recommendation
Multisided (Group) Fairness

Stakeholder 1 Stakeholder 2

Subject Consumer

P-fairness C-fairness

Diversity

CP-fairness

Burke, Multisided fairness for recommendation, (2017)



FAT-MIR in a tutorial
● Introduction
● Ethical principles in practical MIR scenarios

BREAK

● Fairness in machine learning 
● Transparency/Explicability in MIR (Bob)
● Discussion



Ethical principles (III)

4. HLEGAI Key Requirement: Transparency

○ the data, system and AI business models should be transparent. Traceability mechanisms 
can help achieving this. Moreover, AI systems and their decisions should be explained in a 
manner adapted to the stakeholder concerned. Humans need to be aware that they are 
interacting with an AI system, and must be informed of the system’s capabilities and 
limitations.

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
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Consider HireVue

https://wapo.st/335o35O

https://wapo.st/335o35O


Consider HireVue

Possible stakeholders:
● A company seeking to build its workforce
● Current job holders at said company
● Job applicants



Consider HireVue

Possible stakeholders:
● A company seeking to build its workforce
● Current job holders at said company
● Job applicants



Consider HireVue

https://wapo.st/335o35O

https://wapo.st/335o35O


Consider HireVue

Stakeholder:
● Company seeks to minimize €€ spent on “hiring rituals”

○ “Efficient”, “AI-powered”
○ Doesn’t matter if system picks “the best” of a 

self-selected group of applicants 
(a subset of all those who applied)



Ethical principles (III)

4. HLEGAI Key Requirement: Transparency

○ the data, system and AI business models should be transparent. Traceability mechanisms 
can help achieving this. Moreover, AI systems and their decisions should be explained in a 
manner adapted to the stakeholder concerned. Humans need to be aware that they are 
interacting with an AI system, and must be informed of the system’s capabilities and 
limitations.

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


Ethical principles (III)

4. HLEGAI Key Requirement: Transparency

○ the data, system and AI business models should be transparent. Traceability mechanisms 
can help achieving this. Moreover, AI systems and their decisions should be explained in a 
manner adapted to the stakeholder concerned. Humans need to be aware that they are 
interacting with an AI system, and must be informed of the system’s capabilities and 
limitations.

HOW DO YOU KNOW IT IS WORKING?

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


How do you know it is working?

First you have to define what “to work” means (suitcase terms):
1. What is the intended mode of operation?
2. What are the success criteria?

These help define relevant
  and reliable evaluation.



How do you know it is working?

Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?
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How do you know it is working?

Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?

Work to explain all its answers, not just incorrect ones. 
Don’t just speculate. Use interventional experiments!

Rodríguez-Algarra, Sturm, and Dixon, “Characterising 
confounding effects in music classification experiments 
through interventions,” TISMIR 2(1): 52–66, 2019.



How do you know it is working?

Mishra, Sturm, and Dixon, “Local interpretable 
model-agnostic explanations for music content 

analysis,” in Proc. ISMIR, 2017.



How do you know it is working?

Mishra, Sturm, and Dixon, “‘What are you 
listening to?’ Explaining predictions of 

deep machine listening systems,” 
in Proc. EUSIPCO, 2018.

Mishra, Sturm, and Dixon, “Understanding 
a deep machine listening model through 
feature inversion,” in Proc. ISMIR, 2018.



How do you know it is working?

Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?

Work to explain all its answers, not just incorrect ones. 
Don’t just speculate. Analyze the system!

ISMIR 2016
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How do you know it is working?

Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?

Work to explain all its answers, not just incorrect ones. 
Don’t just speculate. Analyze the system!

folkrnn.org 



folkrnn.org 



MuMe 2016

1. Sturm, “What do these 5,599,881 parameters mean? An analysis of a specific LSTM music transcription model, 
starting with the 70,281 parameters of its softmax layer,” in Proc. Music Metacreation, 2018.

2. Sturm, “How stuff works: LSTM model of folk music transcriptions,” in Proc. Workshop ML for Music, ICML, 2018.



How do you know it is working?
Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?

Work to explain all answers, not just incorrect ones. 
Don’t just speculate. Analyze the curriculum!



How do you know it is working?

Got confounds?

Sturm, “The state of the art ten years after a state of the art: Future research in music 
information retrieval,” J. New Music Research 43(2): 147–172, 2014.



How do you know it is working?

Got confounds?

Sturm, “The state of the art ten years after a state of the art: Future research in music 
information retrieval,” J. New Music Research 43(2): 147–172, 2014.



How do you know it is working?

Got confounds?

Sturm, “The “horse” inside: Seeking causes behind the behaviors of music content analysis systems,” 
ACM Computers in Entertainment 14(2) 2016.



How do you know it is working?

Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?

Work to explain all answers, not just incorrect ones. 
Don’t just speculate. 
    Get creative!

J. Schlüter, “Learning to pinpoint singing voice from weakly 
labeled examples,” in Proc. ISMIR, 2016.



How do you know it is working?

Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?

Work to explain all answers, not just incorrect ones. 
Don’t just speculate. 
    Get creative!

Jan Schlüter, ISMIR 2016
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How do you know it is working?

Work to answer these questions:
1. Does the system really possess the ability it appears to?
2. If not, how does it only appear to?

Work to explain all answers, not just incorrect ones. 
Don’t just speculate. 
    Get creative!

Sturm, “Two systems for automatic 
music genre recognition: What are 
they really recognizing?,” in Proc. 
ACM MIRUM Workshop, 2012.



How do you know it is working?

Sturm, “The “horse” inside: 
Seeking causes behind the 
behaviors of music content 
analysis systems,” ACM 
Computers in Entertainment 
14(2) 2016.



Ethical principles (III)

4. HLEGAI Key Requirement: Transparency

○ the data, system and AI business models should be transparent. Traceability mechanisms 
can help achieving this. Moreover, AI systems and their decisions should be explained in a 
manner adapted to the stakeholder concerned. Humans need to be aware that they are 
interacting with an AI system, and must be informed of the system’s capabilities and 
limitations.

HOW DO YOU KNOW IT IS WORKING?

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

Be brave: Release your code and invite
others to break it!

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


How do you know it is working?

Try to answer two questions:
1. Does the system really possess this ability?
2. If not, how does it only appear to?

+20.000



Questions?
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Trade-offs - Fairness vs Predictive power

AUC of SAVRY sum = 0.64
AUC of expert = 0.66
Logistic regression: AUC = 0.71

However it also increases False Positive Rate Disparity 
(FPRD) between foreigners and nationals

 

Tolan et al., Why machine learning may lead to unfairness (2019)



Trade-offs - thresholds

https://research.google.com/bigpicture/attacking-discrimination-in-ml/ 

https://research.google.com/bigpicture/attacking-discrimination-in-ml/

