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Hi, I’m Ian, I work at SAGE where I help make processes and systems 
work better. 



Paco Nathan 

•  Advisor on ML and AI

•  Previously Director of learning O’Reilly Media 


Most of the work presented today is that of Julia Lane and Paco 
Nathan, I did a little bit. 



Semantic Web

Competitions

Knowledge Graphs

Text Mining

Social Science 

Open Science

Machine Learning

These are the key topics that we will concern ourselves with today. 
They seem pretty relevant to the Force11 community! 



Persistent Identifiers

Very sadly we have a problem with persistent identifiers. Their very 
absence is at the heart of our story :(



– Conor Masterson

“Our job is increasingly 
moving from writing code, to 

knowing what the right 
libraries are to use, and what 

the right problems are to 
collaborate on”

I threw this quote in from a friend 
of mine. I mean, it’s true, right, 

nowadays finding the person who 
has a the solution is usually the 

fastest way to solve things!



Community Building

And when we can structure our 
communities so that this kind of 

knowledge sharing can happen better, we 
all win!



 Rich Context

The broad name of the project I’m talking about today is the “Rich 
Context” project, and its about connecting data in the social 

sciences to the papers where that data is used. 



The project is being run by the Coleridge Initiative, a research 
group based out of NYU. They are looking at how to use data to 

improve social science outcomes. 
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One of their key 
initiatives is the ADRF - a 

piece of infrastructure 
that allows researchers 

and government officials 
to analyse and 

collaboration on 
government data in a 

secure way. 



Typical Problems of 
working with 

Administrative data

Solutions that 
Coledrige / ADRF 
have worked on

•Sensitive data, e.g. unemployment 
insurance wage records, criminal 
records. Etc. 

•Requires tiered access

•Crosswalking identifiers can be hard

•Skills within government are often low

•Secure cloud infrastructure 

•Admin and reporting on access and 
usage

•Buy-in of a community of data 
experts that can help each other 

•Providing hands on training to 
government.

I like to compare the social sciences today to where bioinformatics was say 10 or 
15 years ago. There is an explosion of data, and emerging patters for how to 

store, identify and collaboration on that data, it’s an exciting time!



The ADRF porject was cited as an example of best practice in a report that led to 
the US Open Data Act, so the ADRF team have a great track record here!



 Evidence Based

A key to making policy decisions evidence based is 
being able to see how the research ties to the data. 



 Larger Vision

If we could make these 
links, and link to the users 
of the data and papers, we 

could get to a virtuous 
circle of connections.



Paco Nathan recent keynote

There are many potential nodes, and today 
we can even think of connecting in 

computational environments like Jupiter at 
much lower effort than similar efforts in the 

past.



 Evidence Based

But in the social sciences, there is one big 
nasty elephant in the room! 



 Evidence Based

X

No Persistent Identifiers :(
:(



NER, Topic Modelling, AllenNLP/Biome Framework

Logistic regression & SVM

LSTM, CNN

Bi-Directional Attention Flow, CNN

CNN-LSTM-CRF, Bi-LSTM Coreference Model

CRF, RNN/LSTM

LightGBM model

bi-LSTM neural network, CRF model for sequence tagging

CNN, RNN/RCNN

bi-LSTM neural network, CRF model

CRF

TensorFlow, Perceptron, RNN, Keras, Pyspark, SpaCy

AllenNLP framework, neural networks

numpy, pandas, scikit learn (release on github)
bi-LSTM neural network, CRF model

Machine  
Learning

But that’s OK, because we can draw on the 
magic of AI, right, right?



 Rich Context Competition

September 2018 — February 2019

$2000 to each team to pass phase 1 

$20,000 to the winner of phase 2

All outputs had to be made openly available

How do you get up to speed 
with machine learning from a 

standing start?  

The Rich context team decided 
to run a competition and 

incentivise ML experts to help 
solve their problem for them. 

And you know what, it mostly 
worked! They got 20 teams to 
participate and some partial 

solutions to the problem. 

More importantly, this approach 
to drive collaboration really 

worked, and is being carried on 
later this year!  

The rest of this deck is about 
that comp! 



Goal: 

Build a machine learning model that can 
identify datasets referenced in a paper, 
along with the paper’s research fields, and 
methods used in the paper. 

This is what we wanted the teams to create 
machine learning models to do for us.



Phase 1

2500 papers with references to data

2500 papers with no references to data

2500 papers with references to data

2500 papers with no references to data

Training Corpus

Test Corpus

In the first phase 
teams had 5k papers 

to train on, and we 
compared their 

models gaaaint 5k 
papers that were held 

back



2500 papers with references to data

Bundesbank

ICPSR catalog

Data annotations manually created using NYU built 
tool

Full text & methods labels, provided by SAGE
This is one of the bits where SAGE helped, we 
provided training data, along with Bundesbank 

and ICPSR. 



Emily Wiegand, Neil Miller and Jenna 
Chapman from Chapin Hall at the University 
of Chicago, Mengxuan Zhao, Marcos Ynoa 
and Ekaterina Levitskaya from the CUNY 

Graduate Center, Computational Linguistics 
program

The ICPRS data only listed papers that 
mentioned their data. To make things more 

useful for training we had some brave people go 
in and tag exactly where in the papers the data 
sets were mentioned. They did this using a tool 

that the team at NYU built. (One of the 
interesting things to observe from the outside is 
that the whole process involved building a lot of 

tools!). 



Here you can see how one data set is referred in 
lots of different ways within one paper. 



Phase 2

5000 unlabelled publications


Teams had to discover datasets from the first 
phase's data catalog


research methods and fields.In the second phase they just had to run over a 
corpus of 5K new papers. 



config.sh

Submissions

The team in NY helped entrants take their code 
and dockerise it, and those docker containers 

were uploaded and run by the NY team. 



Judging

Confusion matrix was generated comparing team 
predictions with our data on our hold-outs. 

10 random papers per set of disciplines were 
manually evaluated for accuracy of methods and 
field suggestions This is how we judged the teams.



Judging 
interface 

Another tool was built to help the expert judges 
get to consistent voting across all the entries. 



Participation and results

There was global participation in the comp! 



Allen Institute

KAIST

Participation and results

Student

Researcher

20 submissions

4 finalists

Winner

Highly commended

Nicely there were both senior and 
undergraduate teams taking place. 



Best models identified about 1/2 of the data sets



Pitfalls
Annotators of the training data were not able 
to find all mentions in papers in the ICPRS 
data set. 


Teams identified data set references that 
were not tagged in the training data


Running competition entries for judging 
required a lot of effort and back and forth 
with the team 


There were a few issues that we identified with how 
the training data was created, and the entries run



https://www.youtube.com/watch?v=PE3nFrEkwoU

February  
workshop 

Outputs from this phase 



Outputs from this phase 

https://github.com/rich-context-competition/rich-context-book-2019



November 2019 workshop 
Outputs from this phase 

•goal #1. Identify compelling use cases that would be transformed by 
access to dataset search and discovery tools (starting from Evidence-
Based Policymaking) 

•goal #2. Take stock of existing practices  
•goal #3. Catalyze a community that works together to integrate open 
source projects for common needs in data/metadata infrastructure 
(JupyterLab, spaCy, PyTorch rdflib, Egeria, W3C standards for metadata, 
Amundsen and its emerging category, etc.)  
• goal #4. Identify where we need centralized services (e.g., a global 

repository of datasets, having persistent identifiers) to complete the 
knowledge lifecycle 

• goal #5. Define a platform (akin to Amazon, Etsy, LinkedIn) for the initial 
use cases, which can be broadly adopted: 

• goal #6. Generate business model(s) that can be seeded with initial 
research-funding support and subsequently become self-sustaining. 

The key thing, though, is that we got to 
a minimally viable research output, with 
enough momentum to keep going, and 

in Nov 2019 there is going to be a 
workshop to help set the future 

direction of the initiative. 



Comp Phase 2 



Leaderboard examples

NLP Progress Papers with code

We are also going to run the 
competition again, and this time will 

take lessons from the machine learning 
community and run it as an open 

leaderboard.



New submission process

GitHub 

open by 
default

Jupiter 

reproducible 
by default

Binder 

Scalable by 
default

We are also going to use a different 
infrastructure for running the 

competition entries, one we hope will 
lead to more success in being able to 

run entries. 



New training protocol
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We hope that adoption of transfer 
learning can help get teams to better 

models more quickly



New training protocol

Move from 5000 training papers to 500


=> Easier to robustly tag
While using fewer training examples to 

get there. 



Rich Context Leaderboard

https://github.com/Coleridge-Initiative/rclc

First entry 
has 

identified 
about 3/4s of 
the data sets

Initial trials of this have been promising. 



HITL pattern for refining the data

RePeC SAGE 
Economic Development Quarterly

Education and Urban Society
Education, Citizenship and Social Justice

Educational and Psychological Measurement
Educational Policy

Journal of Accounting, Auditing & Finance
Journal of Adult and Continuing Education

Journal of Educational Computing Research
Journal of Educational Technology Systems

Public Finance Review
Research in Education

Urban Education

SAGE and RePeC are going to help 
evaluate the outputs of models, and in 
that way allow models to be updated 

quickly. 



Creating the data infrastructure
Work has started on defining the 

schema for the data link repository



Semantic underpinning of vocabulary - CITO! 

And for the Force11 community I’m 
happy to say that CITO is going to play 

a role here! 



Integrating directly with Jupyter

Data browser

The Jupiter project has a grant as part 
of this project to make their data 

explorer connect with this piece of 
infrastructure. 



Summary

• Comp format engaged ML community 


• Growing this community: like the book, second comp, 
workshop, partnerships like SAGE, RePeC


• The bet is that is full workflow integration will be crucial


• Aim is to streamline second version of the comp


• Focus on Nov workshop is to find the right direction, and 
build on existing work and knowledge



https://github.com/Coleridge-Initiative/rclc/wiki/How-To-Participate

How to participate

If you would like to get involved, we 
would love to hear from you! 



Thank you! 



A postscript - tools and behaviours

While I was putting these slides 
together for the Force11 conference I 

was mulling over the kinds of 
capabilities machine learning allows us



via Brett Victor

Brett Victor demonstrates brilliantly one 
way of thinking about tooling. 



The scholarly comms space has a 
“typical” set of tools that we have been 

discussing for donkeys years now. 



We kind of understand how these tools 
work



ML Models can vastly expand the 
kinds of volumes of data that we can 

ask question of, in a way vastly 
expanding our capabilities.  

To say this is hardly controversial, but 
as I observe that we are still talking 

about how to deal with data, let alone 
code, I just want to us to raise our 

eyes towards this approaching future.  

We will need to agree norms and 
practices as a community for how to 

work with this new class of tool 


