
Figure 1: Continuum, [C II], and [O III] emission from SPT0311–58 and the inferred source-
plane structure. (a) Emission in the 157.74 µm fine structure line of ionized carbon ([C II]) as
measured at 240.57 GHz with ALMA, integrated across 1500 km s�1 of velocity, is shown with
the color scale. The range in flux per synthesized beam (0.25⇥0.3000, shown in the lower left),
is provided at right. The rest-frame 160 µm continuum emission, measured simultaneously, is
overlaid with contours at 8, 16, 32, 64 times the noise level of 34 µJy/beam. SPT0311–58E and W
are labeled. (b) The continuum-subtracted, source-integrated [C II] and [O III] spectra. The upper
spectra are as observed (“apparent”) with no correction for lensing, while the lensing-corrected
(“intrinsic”) [C II] spectrum is shown at bottom. The E and W sources separate almost completely
at a velocity of 500 km s�1. (c) The source-plane structure after removing the effect of gravitational
lensing. The image is colored by the flux-weighted mean velocity (“moment 1”), showing clearly
that the two objects are physically associated but separated by roughly 700 km s�1 in velocity and
8 kpc (projected) in space. The reconstructed 160 µm continuum emission is shown in contours. A
scale bar in the lower right represents the angular size of 5 kpc in the source plane. In the absence
of lensing distortion, 5 kpc at z = 6.9 corresponds to 0.9200. (d) The line-to-continuum ratio at the
158 µm wavelength of [C II], normalized to the map peak. The [C II] emission from SPT0311–58E
is significantly brighter relative to its continuum than for W. The rest-frame 160 µm continuum
emission shown in Fig. 1(a) is included as contours in each panel of this Figure. Sky coordinates
are the same as in panels (a), (e), and (f). (e) Velocity-integrated emission in the 88.36 µm fine
structure line of doubly-ionized oxygen ([O III]) as measured at 429.49 GHz with ALMA. The data
have an intrinsic angular resolution of 0.2⇥0.300 but have been tapered to 0.500 owing to the lower
signal-to-noise in these data. (f) The luminosity ratio between the [O III] and [C II] lines. As in
the case of the [C II] line-to-continuum ratio, a significant disparity is seen between the E and W
galaxies of SPT0311–58.
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Tracing dark matter overdensities 
with dusty star-forming galaxies

Chris Hayward (Flatiron Institute) 
“First Galaxies, First Structures”, 25 October 2019



• Why the (sub)mm? 

• Modeling the relationship between dark matter 

overdensities and DSFGs 

• A protocluster candidate at z = 4.3 

• Pushing the limits of LCDM with high-z DSFGs

Outline



Hughes+98, Nature
Barger+98, Nature

Submillimeter galaxies
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Model details

• Start with Bolshoi N-body 
simulation 

• Create lightcones 
• Assign properties (Mstar, 

SFR, Mdust, etc.) using 
empirically based relations 

• Compute submm fluxes 
based on hydro+RT sims 

• See CCH, Behroozi, 
Somerville+2013



Example mock DSFG association
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DSFG associations as tracers of DM 
overdensities

Miller, CCH, Chapman & Behroozi 2015



Typical DSFGs probe range of 
overdensities

Miller, CCH, Chapman & Behroozi 2015



• At all redshifts, DSFG associations are 
incomplete tracers of highest overdensities b/c 
they only stochastically sample high-mass halos 

• At z < ~2.5, ‘downsizing’ causes most-massive 
galaxies to be quenched and thus not DSFGs; 
very highest overdensities are thus not traced 
by DSFG associations

Key physical effects



At high z, individual DSFGs trace 
highest overdensities
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SPT2349-56: a protocluster 
revealed by the submm
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Figure 1: Top: Left: ALMA band 7 imaging (276 GHz, 1.1 mm) displaying the 12 > 5�
sources labeled A-L. Black (Blue) contours are the 60% and 90% from the CO(4-3) ([CII])
FWHM channel for each individual source. The dotted black line shows where the primary
beam is 50% the maximum. Right: The LABOCA 870 µm contours overlayed on a IRAC
channel two, g-band and r-band rgb false color image. Contours represent SNR = 2,5,8 and 11.
The black circles show the location and relative sizes of the 12 sources detected above. Bottom:
Left:Displaying CO(4-3) and [CII] spectrum of for all 12 sources, centered at z = 4.3. CO(4-3)
spectra are shown in yellow and [CII] spectrum is shown in black. [CII] spectra are depressed
by a factor of ten to display alongside the CO(4-3) spectra. The red arrow for each shows the
velocity offset found by fitting a Gaussian profile to each line. This is found using the CO(4-3)
spectra for all except sources H,K and L which are not detected in CO(4-3). All sources are
detected in [CII], with E being the only marginal detection at 2.8�. Right: Velocity histogram
of the 12 detected sources.
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Miller, Chapman, Aravena, Ashby, CCH, Vieira, Weiß+ SPT-SMG 
collaboration 2018, Nature



Number density significantly enhanced 
relative to blank field & other ‘protoclusters’

Miller, Chapman, Aravena, Ashby, CCH, Vieira, Weiß+ SPT-SMG 
collaboration 2018, NatureFigure 2: Comparison of 2349 to similar SMG-rich systems at high redshift
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Concentrated SFR suggests 
protocluster core

Miller, Chapman, Aravena, Ashby, CCH, Vieira, Weiß+ SPT-SMG 
collaboration 2018, NatureFigure 2: Comparison of 2349 to similar SMG-rich systems at high redshift
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Future of SPT2349-56

t ~ 1 Gyr

t ~ 120 Myr

t ~ 500 Myr

z ~ 4

z ~ 3.3

z ~ 2.7

Rennehan, Babul, CCH, 
Bottrell, Hani, & Chapman 
2019



Future of SPT2349-56

Rennehan, Babul, CCH, Bottrell, Hani, & Chapman 2019



SPT2349-56 analogues in a 
cosmological simulation

Rennehan, Babul, CCH, Bottrell, Hani, & Chapman 2019
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SPT0311-58 — z = 6.9

Figure 1: Continuum, [C II], and [O III] emission from SPT0311–58 and the inferred source-
plane structure. (a) Emission in the 157.74 µm fine structure line of ionized carbon ([C II]) as
measured at 240.57 GHz with ALMA, integrated across 1500 km s�1 of velocity, is shown with
the color scale. The range in flux per synthesized beam (0.25⇥0.3000, shown in the lower left),
is provided at right. The rest-frame 160 µm continuum emission, measured simultaneously, is
overlaid with contours at 8, 16, 32, 64 times the noise level of 34 µJy/beam. SPT0311–58E and W
are labeled. (b) The continuum-subtracted, source-integrated [C II] and [O III] spectra. The upper
spectra are as observed (“apparent”) with no correction for lensing, while the lensing-corrected
(“intrinsic”) [C II] spectrum is shown at bottom. The E and W sources separate almost completely
at a velocity of 500 km s�1. (c) The source-plane structure after removing the effect of gravitational
lensing. The image is colored by the flux-weighted mean velocity (“moment 1”), showing clearly
that the two objects are physically associated but separated by roughly 700 km s�1 in velocity and
8 kpc (projected) in space. The reconstructed 160 µm continuum emission is shown in contours. A
scale bar in the lower right represents the angular size of 5 kpc in the source plane. In the absence
of lensing distortion, 5 kpc at z = 6.9 corresponds to 0.9200. (d) The line-to-continuum ratio at the
158 µm wavelength of [C II], normalized to the map peak. The [C II] emission from SPT0311–58E
is significantly brighter relative to its continuum than for W. The rest-frame 160 µm continuum
emission shown in Fig. 1(a) is included as contours in each panel of this Figure. Sky coordinates
are the same as in panels (a), (e), and (f). (e) Velocity-integrated emission in the 88.36 µm fine
structure line of doubly-ionized oxygen ([O III]) as measured at 429.49 GHz with ALMA. The data
have an intrinsic angular resolution of 0.2⇥0.300 but have been tapered to 0.500 owing to the lower
signal-to-noise in these data. (f) The luminosity ratio between the [O III] and [C II] lines. As in
the case of the [C II] line-to-continuum ratio, a significant disparity is seen between the E and W
galaxies of SPT0311–58.
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Figure 1 | Continuum, [C II], and [O III] emission from SPT0311–58 and the inferred source-plane
structure. (a) Emission in the 157.74 µm fine structure line of ionized carbon ([C II]) as measured at
240.57 GHz with ALMA, integrated across 1500 km s�1 of velocity, is shown with the color scale. The
range in flux per synthesized beam (0.25⇥0.3000, shown in the lower left), is provided at right. The rest-
frame 160 µm continuum emission, measured simultaneously, is overlaid with contours at 8, 16, 32, 64 times
the noise level of 34 µJy beam�1. SPT0311–58E and W are labeled. (b) The continuum-subtracted, source-
integrated [C II] and [O III] spectra. The upper spectra are as observed (“apparent”) with no correction for
lensing, while the lensing-corrected (“intrinsic”) [C II] spectrum is shown at bottom. The E and W sources
separate almost completely at a velocity of 500 km s�1. (c) The source-plane structure after removing the
effect of gravitational lensing. The image is colored by the flux-weighted mean velocity, showing clearly
that the two objects are physically associated but separated by roughly 700 km s�1 in velocity and 8 kpc
(projected) in space. The reconstructed 160 µm continuum emission is shown in contours. A scale bar in
the lower right represents the angular size of 5 kpc in the source plane. (d) The line-to-continuum ratio
at the 158 µm wavelength of [C II], normalized to the map peak. The [C II] emission from SPT0311–58E
is significantly brighter relative to its continuum than for W. The sky coordinates and rest-frame 160 µm

continuum contours of Figure 1(d), (e), and (f) are the same as in panel (a). (e) Velocity-integrated emission
in the 88.36 µm fine structure line of doubly-ionized oxygen ([O III]) as measured at 429.49 GHz with
ALMA. The data have an intrinsic angular resolution of 0.2⇥0.300 but have been tapered to 0.500 owing to
the lower signal-to-noise in these data. (f) The luminosity ratio between the [O III] and [C II] lines. As in
the case of the [C II] line-to-continuum ratio, a significant disparity is seen between the E and W galaxies of
SPT0311–58.
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SFR ~ 2900 & 540 Msun/yr             μ = 2.0

Mgas ~ 2.7 & 0.4 x 1011 Msun               Mdust ~ 2.5 & 0.4 x 109 Msun

Marrone, Spilker, CCH, Vieira + SPT-SMG collaboration 2018, Nature 
Strandet+ (inc. CCH) 2017, ApJL



Quantifying the rareness of 
collapsed structures

reflected in the exponential steepness of the halo mass function n(m, z). The steepness of this
tail is also highly sensitive to the physical assumptions which go into the initial conditions
and dynamical evolution of the dark matter over-density field, meaning the observation of
even a single su�ciently extreme (in terms of both its mass and redshift) cluster has the
potential to provide strong evidence against a particular cosmological model.

The number of galaxy clusters expected to occur in a survey window covering fraction
of the sky fsky and sensitive to clusters with masses between mmin and mmax at redshifts
between zmin and zmax is given by the integrated product of the halo mass function and
volume element within this region:

hNi = fsky

Z zmax

zmin

Z mmax

mmin

dz dM
dV

dz

dn(M, z)

dM

�
. (2.1)

In real surveys the mass of a halo is not measured directly, but via proxies such as X-ray
gas temperature TX , galaxy velocity dispersion �v or the thermal Sunyaev-Zel’dovich (tSZ)
Compton-y. The realities of detecting these proxies mean that real surveys are not typically
mass limited (although tSZ surveys approach this) and the use of absolute mass and redshift
limits is a crude approximation to the real selection function. However, in this paper we
will endeavour to be conservative with our approximate selection functions, providing lower
limits on cluster detection probabilities. The methodology presented here can still be applied
in the advantageous situation where the full selection function is known, and our conclusions
are expected to be stable.

Throughout this work, the cosmology assumed is that described by theWMAP7+BAO+H0
ML parameters [26]. From these parameters we calculate the linear matter power spectrum
P (k) using the numerical Einstein-Boltzmann code CAMB1 and in turn the variance �2(m, z),
smoothed with a top hat window function W (k;m) and evolved to a redshift of z with the
normalised linear growth function D+(z)

�2(m, z) = D2
+(z)

Z 1

0

dk

2⇡
k2P (k)W 2(k;R). (2.2)

The calculated �(m, z) is then used in the version of the Tinker halo mass function [27]:

dn(m, z)

dm
= A

⇣�
b

⌘�a
+ 1

�
e�c/�2 ⇢̄m,0

m

dln(��1)

dm
. (2.3)

which includes parameters which evolve with redshift: A = 0.186(1 + z)�0.14, a = 1.47(1 +
z)�0.06, b = 2.57(1+z)�0.011, c = 1.19. This mass function has been well tested against large,
high-resolution N-body simulations and has become the most frequently used in cosmological
analyses.

2.2 Comparison with previous analyses

Many observable quantities are potentially available to classify galaxy clusters: halo mass,
profile and concentration; redshift; population of galaxies (and their type, colour etc); gas
temperature and many others. Values of these observables can be combined to define a
statistic and, when an observation of a cluster is made, the value of the statistic for that
observation can be calculated. If we then wish to use this statistic to do inference on our

1http://camb.info
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Figure 1. High-mass clusters from 100 Monte-Carlo realisations of the WMAP7 cosmology, plotted
along with exclusion curves from Mortonson et al (MHH) [28] and this paper. As can be seen,
significantly more than the expected 5 clusters lie above the Mortonson et al 95% exclusion curve.

cosmological model then we need to calculate the probablity distribution for this statistic. It
is then straightforward to determine how unlikely/rare a particular cluster would be in ⇤CDM
(and a given survey) by calculating the probability that any cluster could be observed with
a value that exceeds the measured value of the statistic. This probability to exceed (PTE)
is a direct measure of the tension an observation provides with ⇤CDM. Here we summarise
the previous work of [24] considering correct and incorrect ways in which to calculate this
tension.

Many previous analyses wished to quantify whether some observed clusters were too
massive or formed too early for ⇤CDM. The statistic typically used in these analyses [9, 15–
19] is the Poisson probability of observing at least one cluster (with observed mass m̂ and
redshift ẑ denoted by hats) with both greater mass and redshift than the one which has been
observed:

R̂>m̂>ẑ = 1� exp (�hN>m̂>ẑi) , (2.4)

In these analyses the value of R̂>m̂>ẑ was taken, directly, as the degree of tension a cluster
provides with ⇤CDM. However, as first pointed out by Fergus Simpson 2 and later expounded
in [24], using R̂>m̂>ẑ as a PTE will lead to incorrect conclusions because it ignores the fact
that (observable) clusters at lower redshift and higher mass or higher redshift and lower
mass would have values of this R>m̂>ẑ statistic equal to or lower than what was observed.
As explained in [24] the true probability of an observation exceeding R>m̂>ẑ is necessarily
greater than the value of R>m̂>ẑ, meaning a low value of R>m̂>ẑ is not an uncommon property
for the most extreme galaxy clusters expected in a ⇤CDM universe. The correct probability
can be found be finding the line in the mass-redshift plane of clusters which have an equal
hN>m̂>ẑi and calculating the probability of observing a galaxy cluster anywhere above this
line.

This flaw in calibration also exists in the exclusion curves calculated by Mortonson et
al [28] and hence in subsequent uses of these curves in the literature [20–23]. The defining
property of an ‘exclusion curve’ is that observation of a single cluster above the curve will
rule out a ⇤CDM cosmology at the corresponding confidence level, meaning for an 100↵%

2http://cosmocoffee.info/viewtopic.php?p=4932&highlight=#4932
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Different rareness measures

Harrison & Hotchkiss 2013
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Figure 3. Heat map of the three statistics, showing where rarest clusters are most likely to be
observed.

function caused by primordial non-Gaussianity depends almost entirely on ⌫. The tendency
of surveys to be most likely to find their rarest objects, according to the ⌫ definitions, at the
highest possible redshift (and lower absolute masses) indicates that it is perhaps not galaxy
clusters but higher redshift events such as lensing arcs and quasars which may prove the most
sensitive probes of non-Gaussianity.

3.3 Dealing with parameter uncertainty

If we are seeking to test a cosmological model, it is necessary to take into account the
uncertainties on the values of the parameters within the model. As long as we do not
introduce biases or make poor assumptions, we wish to be as sensitive to new physics as
possible. A statistically robust way to treat parameter uncertainty is to simply marginalise
the probability to exceed R̂ over available prior constraints on the cosmological parameters:

R̂ =

Z
d~⇤ R̂(~⇤)⇧(~⇤), (3.4)

where ~⇤ is the full set of cosmological parameters and ⇧(~⇤) is the available prior probability
distribution for those parameters. Of the standard model’s cosmological parameters, it is the
normalisation of the linear matter power spectrum �8 which has by far the most significant
influence on cluster abundance. For the analysis below we use a Gaussian prior on �8 from
[26], with a mean of 0.811 and standard deviation of 0.03.

3.4 Dealing with measurement uncertainty

A final consideration to be made when examining high-mass galaxy clusters is the expected
posterior distribution for the cluster mass P (m|m̂), for which we follow the treatment of
[29]. Here, m̂ is to be understood as the full set of observable parameters relating to the
measurement of a cluster’s mass. In Bayesian reasoning, the posterior probability distribution
function for the cluster mass m in terms of an observable m̂ is proportional to the product
of the likelihood of the observation L(m̂) and a prior probability distribution for mass ⇧(m).
Here, L(m̂) is taken to be the observed cluster mass and error region, with either a normal
or log-normal form. Because the prior distribution on cluster mass (the halo mass function)
varies significantly over the width of this likelihood, its e↵ect must be taken into account.

– 7 –

3.1 Three statistics to measure extremeness

3.1.1 Expected number with greater mass and redshift > m > z

Even though it has been used incorrectly in previous works, the statistic defined by the
expected number of clusters in a region with both greater mass and redshift:

hN>m>zi =
Z 1

z

Z 1

m
dz dM

dV

dz

dn(M, z)

dM

�
. (3.1)

is intuitively physical and may be used in a correctly calibrated way, by finding the probability
of observing a cluster anywhere above a line of constant hN>m̂>ẑi. However, hN>m>zi is
sensitive to modifications in background expansion, growth and initial conditions, meaning
well-motivated modifications to ⇤CDM are not separable.

3.1.2 Expected number with greater initial peak height > ⌫

Galaxy clusters are expected to form at the location of high peaks in the distribution of prim-
ordial density perturbations, seeded by inflation. For a given fixed background expansion
and growth law, changes in the CDM initial conditions, such as the widely-considered intro-
duction of primordial non-Gaussianity (often parameterised by positive fNL), would produce
more rare clusters from higher peaks. We thus also consider the peak height from which a
cluster is expected to have formed:

⌫(m, z) / 1

D+(z)�(m)
, (3.2)

as a physically-motivated rareness statistic.

3.1.3 Expected number with greater mass, per unit volume > mdV

Finally, we also use the statistic defined by the expected number of more massive clusters
per unit volume at a given redshift:3

hN>mdV i =
Z 1

m
dM

dn(M, z)

dM

�
. (3.3)

Using this definition has the advantage that it fairly weights all clusters at high masses, even
those which come from low-volume regions in the redshift dimension.

3.2 Expected masses and redshifts of the rarest clusters

We may also consider where in the mass-redshift plane we expect the rarest observed cluster
to be found. Answering this question can give information about where cluster surveys can
be most productively targeted, or indeed what kind of objects may be most sensitive probes
of the tail of the halo mass function. The plots in figure 3 show the probability distribution
for the location in the mass-redshift plane of the rarest observed cluster, for each statistic.
The rarest cluster according to the > ⌫ measure is always most likely to appear at the highest
specified redshift (z = 4 for these plots), whilst the rarest cluster according to the > m > z
and > mdV measures are most likely to be observed at z ⇡ 1 and z ⇡ 2.5 respectively.

An interesting inference can be made from the > ⌫ plot with regards to attempts to
constrain primordial non-Gaussianity with rare objects. The modification to the halo mass

3We thank Raul Angulo (private correspondence) for motivating this definition.
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constrain primordial non-Gaussianity with rare objects. The modification to the halo mass

3We thank Raul Angulo (private correspondence) for motivating this definition.
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A ‘maximally massive’ halo?
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• DSFG associations are incomplete tracers of 
protoclusters because of stochastic sampling and 
downsizing 

• At z >~ 4, individual DSFGs are good beacons of 
DM overdensities 

• One example is SPT2349-56, a z = 4.3 protocluster 
core 

• Another example: SPT0311-58, a lensed massive z 
~ 6.9 galaxy with an inferred halo mass >1012 Msun, 
near maximum mass allowed by LCDM

Summary




