
Noname manuscript No.
(will be inserted by the editor)

Intrinsic geometry and constructivity methods for Hilbert’s 6th problem

Zhao-Hui Man

the date of receipt and acceptance should be inserted later

Abstract The main mathematical work of this paper is to establish a theoretical framework based on a
unique basic principle or axiom, so that the major components of theoretical physics can be constructed,
and finally the redundant principles and postulates of traditional fundamental physics, as well as artificially
introduced equations, can all be turned into theorems which hold automatically in the theory of this paper.

The key ideas are as following. (1)Improve the expression form of Erlangen program, and then generalize
Riemannian manifold to geometric manifold. On geometric manifold, bring Riemannian geometry into the
geometric framework of improved Erlangen program. (2)Strictly define the general concept of reference-
system and generalize the concept of intrinsic geometry, so that the traditional intrinsic geometry based on
the first fundamental form becomes a subgeometry of the intrinsic geometry of this paper. (3)Define the
concept of simple connection and use it to describe those bending properties that cannot be described by
Levi-Civita connection.

Other important ideas are as following. (1)Time metric is defined as the total metric of space. (2)Actual
evolution direction is defined as the gradient direction of geometric quantity. (3)Gauge potential is defined
as simple connection. (4)Gauge transformation is defined as the transformation of general reference-systems.
(5)Energy-momentum of general charge is defined as the absolute derivative of charge tensor, and canonical
energy-momentum is defined as the normal derivative. (6)Feynmann propagator and wave function are
expressed as the distribution density of actual evolution direction field, which are defined as functions related
to measure and become probability after normalization.

The idea of symmetry emphasized in traditional theoretical physics is more convenient to be expressed
in the viewpoint of geometry. Concretely, (1)the traditional theory starts from a very large symmetry group,
and reduces symmetries in the way of some kind of breaking to approach the target geometry; (2)the theory
of this paper starts from the smallest symmetry group {e}, and adds symmetries in the way of some kind of
symmetry conditions to approach the target geometry. These two ways must lead to the same destination.
They both go towards the same specific geometry. The way of this paper has more advantages.

Based on these ideas, the concepts of charged lepton, neutrino, down-type color charge, up-type color
charge and various gauge potentials are all distinguished by constructive definitions, so that the asymmetric
characteristic of chirality of weak interaction, the MNS mixing of leptons and the CKM mixing of color
charges hold automatically. There is no need to artificially set up these postulates like the standard model.
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0 Introduction

The purpose of Hilbert’s 6th problem is to axiomatize the physics. Theoretical physics at the most basic

level is an important aspect about it. The unity of the physical world has always been a belief held by many

people. The history of theoretical physics is a process that the unity expands step by step.

In the 17th century, the establishment of Newtonian mechanics completed the unified description of the

motion laws of macro-low-speed mass point system for the first time, which was marked by the publication

of Mathematical Principles of Natural Philosophy by Isaac Newton in 1687.

In the 18th century, Lagrangian mechanics, which describes the evolution of mass point system in con-

figuration space, was discovered on the basis of Newtonian mechanics. This was marked by Joseph-Louis

Lagrange’s publication of Analytical Mechanics in 1788. In 1834, William Rowan Hamilton transformed

the Euler-Lagrange equation into canonical form, thus establishing Hamiltonian mechanics describing the

evolution of mass point system in phase space. Later, Lagrangian mechanics and Hamiltonian mechanics

evolved into two equivalent abstract theoretical frameworks for the evolution of material-motion, which can

be transformed into each other by Legendre transformation.

In the 19th century, the establishment of Maxwell’s electromagnetics completed the unified description of

classical electromagnetic laws. It summarizes more order of the material world presented by electromagnetic

phenomena, which is marked by James Clerk Maxwell’s publication of A Treatise on Electricity and Mag-

netism in 1873. But what is the essential unity between mechanics and electromagnetics? In electrodynamics,

the relationship between mechanics and electromagnetics can only be established by Lorentz force formula

FFF = q (EEE + vvv ×BBB) which is obtained from experiments. As for the fundamental origin of Lorentz force, it

was not clear at that time and could not be explained by electrodynamics. Lorentz force formula is regarded

as a principle.

At the beginning of the 20th century, the establishment of special relativity completed the unified de-

scription of the motion laws of macro-low-speed mass point system and macro-high-speed mass point system

in inertial system, and perfectly consistent with electrodynamics. It presents the order of material world in

a more general form, which is marked by Albert Einstein’s On the Electrodynamics of Moving Bodies [15]

published in 1905. One obvious problem with this theory is that Newton’s law of gravitation is incompat-

ible with the mechanics of special relativity. Einstein’s general relativity [16, 17], published around 1916,

solved this problem. Based on the equivalence principle, a new equation of gravitational field is introduced

by using Riemannian geometry as a mathematical tool, and a unified description of the mechanical laws of
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macroscopic mass point system and macroscopic electromagnetic field in inertial and non-inertial systems is

developed. Nevertheless, the energy-momentum tensor of electromagnetic field is still based on Lorentz force

formula. Although the energy-momentum tensors of the electromagnetic field and the particle are unified

in form, it does not mean that the particle system and the electromagnetic field have reached the essential

unity. General relativity does not answer the question of the intrinsic relationship between electromagnetic

field and particle, but avoid it. The problem is still concealed in the energy-momentum tensor that unified

in form.

Since the 1920s, the establishment of quantum mechanics [4–6, 10, 11, 55–60] has correctly described

the motion laws of micro-low-speed mass point system in inertial system. Subsequently, the establishment

of relativistic quantum mechanics meant that the motion laws of micro-high-speed mass point system in

inertial system was also taken into account. Prior to this, physical theory was based on mass point as a

model of physical reality. Beginning with relativistic quantum mechanics, there are more and more signs

that something called a ”field”, which reflects the spatial distribution of physical properties, has a greater

advantage as a model of physical reality. For example, the original quantum mechanics cannot explain the

physical process of particle number change, light quantum, and negative energy state. By treating relativistic

wave equation as field equation and wave function as linear operator, these problems can be solved successfully

by acting on more abstract wave function. Combined with renormalization, quantum electrodynamics and

quantum field theory were developed finally. In 1948, Richard Feynman proposed the path integral theory [20],

which revealed the essence of quantum mechanics from a deeper perspective, and finally improved the

quantum field theory. The combination of quantum field theory and Yang-Mills theory [70] proposed by

Chen Ning Yang and Robert Mills in 1954 eventually led to Glashow-Weinberg-Salam’s unified theory of

weak electricity [18, 27, 36, 39–41, 43, 54, 63], quantum chromodynamics [3, 7, 19, 22, 23, 25, 29–31, 53, 62] and

various great unified theories [12,21,24,47–49].

Although quantum field theory is the most successful theory to describe the motion laws of microscopic

material systems in inertial system up to now, it fails to incorporate the motion laws in noninertial system

in a coordinated manner.

In recent years, based on the framework of quantum field theory, Yue-Liang Wu [65–69] described grav-

itational field by the expression of locally flat noncoordinate gravifield spacetime on globally flat Minkowski

spacetime of coordinates, according to the local equivalence between noninertial system and gravitational

field. And then the gravitational field is regarded as a quantum field in the globally flat Minkowski spacetime

of coordinates. Thus, the unified description of the motion laws of gravitational field and other quantum

fields in inertial system is developed, and the motion laws in noninertial system are reflected and explained

equivalently, which promotes the development of quantum field theory. What is more noteworthy is that

it already contains some more abundant geometric contents than traditional quantum field theory, and has

the idea of using these geometric contents to achieve a unified field. Although the meaning of geometry in
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these literatures is not clear enough, it contains very positive things, and the gravitational field is quantized,

which is an important breakthrough in quantum field theory.

Nevertheless, quantum field theory still fails to fully describe the unified structure of matter. Specifically,

quantum field theory and the standard model of particle physics can only recognize that particle systems

and interaction fields are so-called ”fields”, and distinguish them into ”particle fields” and ”gauge fields”,

but fail to go deep into the root of the unity between them. And it has not been fully explained what kind

of inherent relations exist among various particle fields.

Early Kaluza-Klein theory [42, 45, 46] and later string theory as well as superstring theory attempted

to provide a unified explanation of this problem in high dimensional space. However, Kaluza-Klein theory

transplants the gauge potential forcibly into the metric. It does seems that the gravitational field equation

and the gauge field equation can be obtained in a unified way, but the gauge potential and the metric are

not the same thing after all. It must be inconsistent to force them together. String theory and superstring

theory are also nice attempts, but their representative views [2,13,26,28,32–35,37,38,52,61,64] still cannot

be seen as a success.

The details of the above theories will not be discussed here. What should be emphasized is that high di-

mensional space will be considered in a different way from Kaluza-Klein theory, string theory and superstring

theory. A new approach will be used to describe the essence of the unity of various kinds of matter-motion

and to explain the inherent relations among various particle fields.

In order to achieve the unity of physical theories at the most basic level, this paper will start from a unique

basic principle, and strictly deduce the framework of theoretical physics with constructive mathematical

theory, and at the most basic level turn the redundant principles and postulates, as well as artificially

introduced equations, into theorems.

The main difficulties of researching Hilbert’s 6th problem of theoretical physics at the most basic level

have the following aspects.

1. Ontological reality and epistemological concept are not explicitly divided in traditional
theories of physics.

They usually do not specify clearly whether a terminology refers to an ontological reality or an episte-

mological concept, but offten mix ontological reality and epistemological concept together into the meaning

of a terminology. Such a practice does not make convenience to axiomatization.

In the theory of this paper, ontological reality and epistemological concept will always be distinguished

explicitly, the way of which is very simple, that is, the vast majority of discussions in this paper will just

focus on strictly defined epistemological concepts and carry out strict mathematical deduction. Ontological

realities will just be mentioned in the discussions concerning physical laws and in the intuitive descriptions

connecting with traditional theory of physics.

2. The framework of evolution dynamics in traditional theory of physics is abstract and
lacks concrete constructivity.
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There are two approaches to develop mathematical theory, one is the approach of concrete constructivity

based on set theory, the other is the approach of abstract structure based on category theory. Although

the effectiveness of these two research approaches is the same, without either of them, the cognition to this

mathematical intuition is not complete.

For example, consider the concept of real number. From the approach of abstract structure, some conven-

tions as the connotation of abstract structure are combined to form axiomatized definitions of real number

field, i.e. complete archimedean total ordered field. From the approach of concrete constructivity, natural

numbers are constructed from empty set, then integers and rational numbers are constructed, and then irra-

tional numbers are constructed from Dedekind cut to form the real number set. The two concepts defined in

two approaches of abstract structure and concrete constructivity respectively reflect the same mathematical

intuition. Such two theories of real number provide a complete cognition for the concept of real number.

The framework of evolution dynamics in traditional physics has two equivalent forms, which are Hamilton

form and Lagrange form. Based on the above viewpoint, it can be noticed that both Hamiltonian function

and Lagrangian function are abstract objects, and there is no any specific connotation given in the sense of

concrete constructivity in traditional theory. Even if the certain expression of Lagrangian function is written,

the various field functions composing this expression are still abstract. On one hand, the traditional theory

describes gauge field with abstract concept of connection on a fibre bundle, without defining the concrete

content of the connection. On the other hand, the spinor field, which is composed of several complex-valued

functions, is sometimes used to refer to a charged lepton field, and sometimes a neutrino field. It is not

clear in traditional theory that how to distinguish field functions by concrete constructivity between charged

lepton field and neutrino field, both of which equally satisfy Dirac equation. Therefore, the concepts of such

field functions are indeed abstract. So the evolution dynamics of traditional theory is not complete in theory

and lacks content of concrete constructivity.

This paper will give a way of concrete constructivity to distinguish concepts such as charged lepton and

neutrino, so as to supplement the achievements of traditional theory.

3. The understanding and application of the concept of geometry in traditional theory of
physics are not enough.

(1) In 1872, Felix Klein proposed the famous Erlangen program. Based on the idea of Erlangen program,

starting from the second half of the 20th century, theoretical physics began to emphasize the notion of

symmetry and research it with the concept of group extensively. It is right, but easy to cause a kind of

misunderstanding, that is, symmetry and group are regarded as equivalent things.

In fact, the essential idea of symmetry is the invariance under transformations, rather than the relationship

between transformations. The former is a geometric property, and the latter is an algebraic property. The

properties of group just exactly belong to the latter. Geometric property and algebraic property are two

opposite and unified aspects about the concept of transformation. Therefore, symmetry and group should

not be confused.
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The essential connotation of symmetry is geometric property, however traditional theory does not clarify

it completely and clearly. In order to solve this problem, the expression form of Erlangen program will be

improved in this paper.

(2) In 19th century, Friedrich Gauss and Bernhard Riemann developed intrinsic geometry, which is a

great achievement . This theory of intrinsic geometry researches the geometric properties determined by

the first fundamental form on manifold. However, in the development process of general relativity, there are

indications that such a theory of intrinsic geometry is still not complete.

The traditional intrinsic geometry will be generalized in this paper, based on the improved Erlangen

program. This is an indispensable step for researching Hilbert’s 6th problem of theoretical physics at the

most basic level.

In order to understand the concept to be defined in this paper more conveniently, the intuition of intrinsic

geometry must be concisely explained here in another way.

Fig. 1 The intuition of intrinsic geometry of curve

First, consider the case of one-dimension, that is, the intuition of intrinsic geometry of curve. As shown

in Figure 1. Select a curve L in the plane rectangular coordinate system. Project the coordinates of the y

axis onto the curve L continuously and uniformly, and then onto the x axis.

In this way, the original continuous and uniform coordinate distribution becomes a continuous and ununi-

form distribution through the medium of curve L, forming an interval S with some continuous and ununiform

distribution shown in the right figure of Figure 1. This is actually the intuition of intrinsic geometry of curve

L. It can be said that curve S is curve L in intrinsic geometry.

This intuition of intrinsic geometry can be described strictly in the following way.

Let S be a one-dimensional manifold, which is homeomorphic to an Euclidean straight line. Take two

coordinate cards (S, x) and (S, y) on S to satisfy the coordinate relation y = y (x).

As shown in the figure above, near every point on S, it shows a kind of intuition reflecting the degree of

slackness and tightness of coordinate distribution of y axis in x axis. This degree of slackness and tightness
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can be strictly described by dy
dx . Then the one-dimensional manifold S given the degree of slackness and

tightness dy
dx is the curve L defined in the way of intrinsic geometry.

Fig. 2 The intuition of intrinsic geometry of surface

The case of two-dimensional surface is similar. The intuition of intrinsic geometry of the surface in the

left figure of Figure 2 can be shown by the degree of slackness and tightness of coordinate network
(
u1, u2

)
in

coordinate system
(
x1, x2

)
at each point in the right figure of Figure 2. This degree of slackness and tightness

can be strictly described by ∂uk

∂xi (i, k = 1, 2). It can be said that the degree of slackness and tightness ∂uk

∂xi of

the right figure defines the surface of the left figure in the way of intrinsic geometry.

This is an intuitive description of the two simple cases about one and two dimensions, emphasizing the

central role of the degree of slackness and tightness ∂uk

∂xi determined by two coordinate systems in reflecting

the intuition of intrinsic geometry. In this way, the general concept of intrinsic geometry will be defined

strictly in this paper.

The above discussions summarize some important problems existing in traditional theories, and at the

same time introduce some viewpoints, thoughts and basic principles of constructing theories to be adopted

by the theory described in this paper.

In the following sections, the improved expression of Erlangen program, the mathematical foundation

of theoretical physics and the various forms of matter-motion will be discussed strictly. They will form a

layer-by-layer dependent and inseparable whole.

1 Improved expression of Erlangen program

The purpose of this paper is to establish the mathematical foundation of theoretical physics at the most

basic level by constructivity method. For this purpose, the expression form of Erlangen program [44] must

be improved firstly.
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The original idea of this improvement has been referred to in literatures [14, 50], but they have not

expressed this idea as a strict definition of the general concept of geometry in an explicit form. Such a

definition is given below.

Definition 1.1. Let C be a set and ∼ a relation of equivalence. The classification C/ ∼ is called a

geometry about ∼ on C. If any subset of the relation of equivalence ∼ constitutes a transformation, it is

called an equivalent transformation. The whole of all equivalent transformations about ∼ on C is called

an equivalent transformation set about ∼ on C.

The equivalent transformation set T and the relation of equivalence ∼ are mutually determined. In fact for

any relation of equivalence ∼, T ≜ {f |(f ⊆∼)∧ (f is a transformation)}, whereas ∀T ⊆ {f |(f : C → C)∧ (f

is a transformation)} the relation of equivalence can be defined as ∼: ∀f ∈ T, (a, b) ∈ f ⇔ a ∼ b. So the

geometry about ∼ on C can be called the geometry about T on C, and C/ ∼ can be denoted by C/T .

Each equivalence class [c] in geometry C/T is called a geometric object about the equivalent transfor-

mation set T . Each element in equivalence class [c] is called a geometric instance of the geometric object

[c]. Denote S ≜
⋃
c∈C

c, each element in S is called a point, each subset of S is called a geometric figure,

and (S, T ) is called a kind of geometric theory.

Let H be a set. If the mapping h : C → H satisfies ∀c1, c2 ∈ C, c1 ∼ c2 ⇔ h(c1) = h(c2), h is called

a geometric property of the geometric instances on C. The mapping h̃ : C/ ∼→ H, [c] 7→ h(c) induced

by h about ∼ is called a geometric property of the geometric object on C. Each of h and h̃ is called a

geometric property on C. The image of h and h̃ in H is called the value of geometric property.

Suppose there are two relations of equivalence ∼a and ∼b on C. If ∼a⊂∼b, the relation of equivalence ∼a
is called stronger than ∼b, and ∼b weaker than ∼a. In this case it must be true that ∀[c] ∈ C/ ∼a, ∃[d] ∈

C/ ∼b, such that [c] ⊂ [d]. Thus, the classification C/ ∼a is called more exquisite than C/ ∼b, and the

classification C/ ∼b more rough than C/ ∼a. The geometry C/ ∼a is called larger than C/ ∼b, and the

geometry C/ ∼b smaller than C/ ∼a. More conveniently C/ ∼b is called a subgeometry of C/ ∼a.

Remark 1.1.

(1) The above definition is equivalent to the traditional expression of Erlangen program. Fundamentally,

the significance of geometry is that it can characterize the specific essence at a specific level. The geometric

property is the property reflecting the fundamental difference between one class and another by different

values.

(2) The above definition does not follow the traditional form of Erlangen program. Concretely, it adopts

relation of equivalence, rather than group, to characterize geometry.

Why a new definition should be adopted? It is because that in the case where some group is difficult

to expressed in an explicit form due to its complicated or uncertain structure, it is very inconvenient to

describe geometry in the traditional form of Erlangen program. But the above definition in this paper is

more convenient for the later application in such cases.
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In the past, Erlangen program was used to deal with groups with simple structure. The corresponding

geometry was confined to either local of the manifold or homogeneous manifold such as constant curvature

manifold. The Riemannian geometry was not brought into the framework of Erlangen program in traditional

way. However, based on the expression form in this paper, the definition of geometry can bring Riemannian

geometry into the framework of improved Erlangen program completely, and is more convenient for building

the foundation of theoretical physics later. It is further discussed in section 2.2.1.3 .

To say the least, if the group structure has to be emphasized, the following additional definition is needed.

The elements in equivalent transformation set T about ∼ on C naturally imply a group structure about

composite operation of mappings. The group T is called the tranformation group of geometry C/T ,

and C/T is called the geometry of group T . Therefore, the group structure exists on the equivalent

transformation set naturally, and it is not necessary to make explicit requirements in the definition of

geometry as the traditional form of Erlangen program.

Suppose transformation group T1 acting on S1 and transformation group T2 acting on S2 are isomorphic.

(S1, T1) and (S2, T2) are called the same kind of geometric theory. If T1 is a proper subgroup of T2, T1
is called smaller than T2, and T2 larger than T1. Obviously, the smaller the group, the larger the geometry;

conversely, the larger the group, the smaller the geometry.

Now, define another useful concept.

Definition 1.2. On any set C, there must be a special geometry, which has only one equivalence class,

that is C itself. This geometry is called a universal geometry. The set C is the only geometric object in

universal geometry, and it is called a universal geometric object. Each geometric property in universal

geometry is called a universal geometric property, and also called a geometric invariance on C. Each

universal geometric property with its unique value is called a geometric identity on C.

2 Construction of mathematical foundation of theoretical physics

2.1 Axiom for Hilbert’s 6th problem

In this paper, physical contents at the most basic level are attributed to a unique physical principle.

Except this, the vast majority of the following discussions are mathematical deductions.

The basic principle of theoretical physics: physical reality in ontology is cognized by using
the concept of reference-system in epistemology.

This can also be regarded as the unique axiom for Hilbert’s 6th problem about theoretical physics at

the most basic level.The following section will start discussions from the strict definition of the concept of

reference-system.
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2.2 Reference-system and geometric manifold

2.2.1 Definition of reference-system

Definition 2.2.1.1. Let M be a D-dimensional connected orientable smooth real manifold. ∀p ∈M , let

U be a neighborhood of p. For any two C∞-compatible coordinate charts (V, φV ) and (W,φW ) containing U ,

each of the homeomorphic mappings φV : V → RD and φW :W → RD is called a coordinate mapping on

the coordinate chart. If φV |U = φW |U , then by this condition, a relation of equivalence φV ∼ φW between

coordinate mappings can be defined. The equivalence class φU determined by this relation of equivalence is

called a coordinate frame on neighborhood U of point p.

For convenience, ∀q ∈ U , denote φU (q) ≜ φV |U (q), φ−1
U (x) ≜ φV |−1

U (x).

For any two coordinate frames φU and ψU on neighborhood U of point p, if fp ≜ φ−1
U ◦ ψU is a smooth

homeomorphism between nonvoid open sets φU (U) and ψU (U) in RD, fp is called a (local) reference-
system on neighborhood U of point p, where ψU is the basis coordinate frame of the reference-system

fp, and φU is called the performance coordinate frame of the reference-system fp.

For any reference-systems fp and gp at point p, if the coordinate frames of fp and the coordinate frames

of gp are C∞-compatible, the reference-systems fp and gp are called C∞-compatible. The whole of the

reference-systems that are C∞-compatible on neighborhood U of point p is called a reference-system
space on neighborhood U of point p, and denoted by REFp(U) or REFp. The whole of all the reference-

systems with ψU as the basis coordinate frame is denoted by REFp(U,ψU ).

Denote REF ≜
⋃
p∈M

REFp, where ∀p, q ∈M the elements in REFp and REFq are C∞-compatible.

If the mapping f :M → REF, p 7→ f(p) ∈ REFp satisfies that the slack-tights BAM and CMA in definition

2.2.8.1 are all smooth real functions on manifold M , the mapping f is called a reference-system on

manifold M . The whole of all reference-systems on manifold M is denoted by REFM .

Definition 2.2.1.2. Let there be two reference-systems f and g on manifoldM , if ∀p ∈M , the reference-

systems f(p) ≜ φ−1
U ◦ ψU and g(p) ≜ φ−1

U ◦ ρU on neighborhood U of point p have the same performance

coordinate frame φU , namely it can be intuitively expressed as chart ψU (U)
f(p)←−−− φU (U)

g(p)−−→ ρU (U), we

say reference-systems f and g on manifold M motion relatively and interact mutually.

Remark 2.2.1.1. According to the definition above, it is obvious that f and g are motioning relatively

and interacting mutually if and only if g and f are motioning relatively and interacting mutually. In the

reference-system of classical spacetime defined in section 5.2.1 , according to section 1.2 , it can naturally

induce a generalized Newton’s third law.

Definition 2.2.1.3. ∀p ∈ M , on neighborhood U of point p, any ψ−1
U ◦ ρU ∈ REFp(U) can induce a

transformation Fψ−1
U ◦ρU : REFp(U,ψU ) → REFp(U, ρU ), φ

−1
U ◦ ψU 7→ (φ−1

U ◦ ψU ) ◦ (ψ
−1
U ◦ ρU ) = φ−1

U ◦ ρU .

Fψ−1
U ◦ρU is called the reference-system transformation from φ−1

U ◦ψU to φ−1
U ◦ ρU induced by reference-

system ψ−1
U ◦ ρU on neighborhood U of point p.
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∀f ∈ REFM , ∀p ∈ M , let Ff(p) be a reference-system transformation induced by reference-system

f(p) on neighborhood U of point p. The mapping Ff : p 7→ Ff (p) ≜ Ff(p) is called a reference-system
transformation on manifold M .

Remark 2.2.1.2. Suppose there is a reference-system f on manifold M . Construct reference-system e

in the following way: ∀p ∈ M , on neighborhood U of point p, take the basis coordinate frame of f as the

basis coordinate frame of e(p), and take the same basis coordinate frame of f as the performance coordinate

frame of e(p). Reference-system e is defined as completely stationary reference-system in section 2.5.2.8 .

Thus, reference-system transformation Ff transforms e to f just right. For convenience, it always means

reference-system transformation Ff when saying reference-system transformation f .

Definition 2.2.1.4. A differential manifoldM with a reference-system f is called a geometric manifold
given shape by f , and denoted by (M,f).

Remark 2.2.1.3. The geometry determined by general concept of differential homeomorphism is some-

how rough on the intuition. There is only intuition of differential topological structure on general differential

manifold, and is no any intuition of concrete shape. When giving a reference-system, the differential manifold

would obtain a kind of concrete shape. The curve in Figure 1 and the surface in Figure 2 of introduction

section are two simple and visualizable examples of geometric manifold. The shape of geometric manifold

is completely determined by reference-system. The following will define the geometry concerning concrete

shape.

2.2.2 Intrinsic geometry

Definition 2.2.2.1. Inherent geometry of reference-system.

(1) Inherent geometry of local reference-system.

∀fp, gp ∈ REFp(U), let slack-tights (see Definition 2.2.8.1 ) of fp and gp be (bf )AM and (bg)
A
M respectively.

Define a relation of equivalence ∼= of reference-systems on REFp(U), such that fp ∼= gp if and only if

(bf )
A
M = (bg)

A
M are all true at each point of the neighborhood U of point p. Thus, the geometry REFp(U)/ ∼=

is called the inherent geometry on the reference-system space REFp(U). The geometric object [fp] in the

inherent geometry REFp(U)/ ∼= is called the inherence of reference-system fp.

(2) Inherent geometry of reference-system on manifold.

∀f, g ∈ REFM , let slack-tights (see Definition 2.2.8.1 ) of f and g be (Bf )
A
M and (Bg)

A
M respectively.

Define a relation of equivalence ≡ on REFM , such that f ≡ g if and only if f(q) ∼= g(q) is true on the

neighborhood of each point q on manifold M . Thus, the geometry REFM/ ≡ is called the strict inherent
geometry on reference-system space REFM .

Define a relation of equivalence ∼= on REFM , such that f ∼= g if and only if (Bf )AM = (Bg)
A
M are all true

at each point of manifold M . Thus, the geometry REFM/ ∼= is called the inherent geometry on reference-

system space REFM . The geometric object [f ] in the inherent geometry REFM/ ∼= is called the inherence
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of reference-system f . Because of the one to one correspondence between mappings [f ] ≜ [p 7→ f(p)] and

p 7→ [f(p)], the inherence of f can also be expressed as [f ] : p 7→ [f(p)].

(3) Each geometric property on inherent geometry is called an inherent geometric property. Slack-
tight is the most basic inherent geometric property on the reference-system space.

Definition 2.2.2.2. Intrinsic geometry on geometric manifold.

The whole of all the geometric manifolds on differential manifold M is denoted byM(M). The relation

of equivalence ∼= of reference-systems induces a relation of equivalence of geometric manifolds, such that

(M,f) ∼= (M, g) if and only if f ∼= g. The classification C(M) ≜ M(M)/ ∼= determined by this relation

of equivalence onM(M) is called the intrinsic geometry on geometric manifolds. Each equivalence class

(M, [f ]) is called an intrinsic geometric manifold given shape by [f ].

Each geometric property on intrinsic geometry is called an intrinsic geometric property on geometric

manifolds. According to Definition .1, the value of each intrinsic geometric property completely depends on

the inherence of reference-system, and thereby depends on the slack-tight BAM or CMA of reference-system.

Discussion 2.2.2.1. Geometric manifold is a more basic expression than Riemannian manifold.

According to the viewpoint of Riemannian geometry, the ultimate origin of its geometric property is

metric. According to the viewpoint of geometric manifold, the geometric property has more basic origin,

which ultimately boils down to reference-system and its slack-tight BAM or CMA .

(1) In history, the slack-tight is called a semimetric in traditional theory of Riemannian geometry. Physi-

cists noticed long ago that when researching interactions between gravitational field and elementary particles,

especially problems about spinor field, it can only be described by adopting semimetric representation, and

it does not work by using metric representation. However, they did not realize that it means the connotation

of traditional intrinsic geometry needs to be generalized.

(2) On connotation. On one hand, it can be seen from Definition 2.2.8.4 that the slack-tight on geometric

manifold determines the metric on Riemannian manifold. On the other hand, even if the coefficients of metric

tensors of two geometric manifolds are completely the same, their slack-tights are not necessary to be the

same. These two aspects indicate that the theory of intrinsic geometry on geometric manifold has richer

geometric properties than the traditional theory of intrinsic geometry on Riemannian manifold.

(3) In addition, the expression form of geometric manifold is more convenient for deducing the funder-

mental framework of theoretical physics with a uniform foundation. For example, the concept in Definition

2.2.1.2 and various concepts of typical gauge fields defined later can be elegantly expressed with the form

of geometric manifold theory, but it is difficult to do so with the form of Riemannian manifold theory. In

Discussion 2.2.2.3 , the two expressions of intrinsic geometry are compared further more.

In view of the above reasons, in the following text, the essence of Riemannian geometry will always be

expressed based on the viewpoint of geometric manifold.

Definition 2.2.2.3. Inherent transformation of reference-systems.



12 Zhao-Hui Man

(1) Inherent transformation of local reference-systems. Let fp be a reference-system at point p on manifold

M . The inherence [fp] of fp induces an equivalence class [Ffp ] of reference-system transformation Ffp . [Ffp ]

is called an inherent transformation of reference-systems at point p.

(2) Inherent transformation of reference-systems on manifold. Let f : p 7→ f(p) and h : p 7→ h(p)

be two reference-systems on manifold M . The inherence [f ] of f induces an inherent transformation of

reference-systems [Ffp ] : h(p) 7→ h ◦ fh(p) in each local of manifold M , where fh ∈ [f ] and fh has the

same basis coordinate frame with h at any point p. Denote h ◦ fh with h ◦ [f ], there exists a transformation

[Ff(p)] : h(p) 7→ h ◦ [f ](p).

Thus on the manifold there exists a transformation [Ff ] : h 7→ h ◦ [f ]. Further more, there exists a

transformation F[f ] : [h] 7→ [h] ◦ [f ] ≜ [h ◦ [f ]].

F[f ] is called an inherent transformation of reference-systems onM , or an intrinsic transformation
of geometric manifolds, or a transformation of general gauge fields. Correspondingly, any inherence [h]

can also be called a general gauge field.

Discussion 2.2.2.2. Transformation group of reference-systems.

(1) Locally, on the neighborhood of any point p on manifoldM , the slack-tights BAM or CMA of a reference-

system constitute a D-order invertible square matrix. The inherent geometry REFp(U)/ ∼= is isomorphic to

the general linear group GL(D,R).

(2) On manifold M , an inherent transformation tansforms an intrinsic geometric manifold to another in-

trinsic geometric manifold. The group structure of the inherent geometryREFM/ ∼= isGL(M) ≜
⊗
p∈M

GL(D,R)p.

Suppose S is a subgroup of GL(M). The group structure of S is generally complicated and its description

must be cumbersome, it is because transformation groups at various points are generally different from each

other. This is an important reason why at the beginning Riemannian geometry was not brought into the

framework of Erlangen program. According to the original form of Erlangen program, geometry depends on

group, that is to say, if group structure does not described clearly, geometry could not be established.

However, that is easy to be described if it is based on the concept of geometry of this paper. Just like

Definition 2.2.2.1 and Definition 2.2.2.2 , in order to research a geometry on manifold, it just needs to

construct a kind of relation of equivalence about reference-systems, or take some constraints for slack-tights,

and it is not necessary to specify detail informations of transformation group. This will bring convenience

for the research of the following sections. There is a further discussion in Remark 7.2.2 .

Specially, for the case that the transformation groups at different points of manifold are isomorphic to

each other, the following definition is needed.

Definition 2.2.2.4. The general linear group GL(D,R) is also called the intrinsic transformation
group, or transformation group of general gauge fields.

Let f be a reference-system on manifold M , and let S be a subgroup of GL(D,R). In the sense of

isomorphism of groups, for any reference-system f , if the following two conditions are satisfied: (1) ∀p ∈
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M, [f(p)] ∈ S; (2) for any subgroup T of S, ∃q ∈ M, [f(q)] /∈ T ; then objects determined by f , such as f ,

(M, [f ]), F[f ], etc., are all called generated by group S.

As the equivalent transformation set, the whole of all intrinsic geometric transformations generated by

group S is used to define the relation of equivalence ∼S , so as to define the geometryM(M)/ ∼S , which is

called the geometry generated by group S, also denoted byM(M)/S.

Discussion 2.2.2.3. Some important viewpoints must be emphasized:

(1) The comparison of two expressions of intrinsic geometry.

Consider Definition 2.2.8.4 , let GAB be the metric tensor coefficients about basis coordinate frames on

manifold M . It is because of the fixed conditions GAB = ∆AB about basis coordinate frames, that the

metric tensor coefficients GMN = GABB
A
MB

B
N about performance coordinate frames can describe intrinsic

geometric properties.

This is like fixing the coordinate of the first endpoint of a segment to zero on the real axis, and the

coordinate of the other endpoint can describe the length of the segment. The coordinate of the fixed endpoint

has no decisive influence on the length of the segment. Even if the coordinate origin of real axis is moved

away from the first endpoint, the length of the segment remains unchanged, except that the coordinate

expression of the length changes from the coordinate value of the other endpoint to the difference between

the coordinate values of the two endpoints.

In the same way, when the slack-tights BAM of reference-system remain unchanged, if the base metric

GAB does not be selected as the fixing ∆AB , the expressions of metrics GAB and GMN may have changes,

but there is no influence on intrinsic geometry at all.

In the case of fixing the base endpoint, it is certainly correct and feasible to define the length of the

segment by the ONE coordinate value of the other endpoint, but it fits in more precisely with the essence

of geometric property to define the length of the segment by the difference between the coordinate values of

the TWO endpoints.

In this sense, it is certainly correct and feasible to define the intrinsic geometry by the first fundamental

form about ONE coordinate frame on Riemannian manifold, but it fits in more precisely with the essence of

geometric property to define the intrinsic geometry by reference-system reflecting the relative relationship

of TWO coordinate frames on geometric manifold, and the connotation is more comprehensive.

(2) The selection of torsion connection and torsion-free connection.

When describing intrinsic geometry, what is really significant is the relative relationship between the

basis coordinate frame and the performance coordinate frame which are determined by reference-system on

manifold, and has no essential relationship with the absolute values of affine connection coefficients on some

one coordinate frame. So there is completely no difference in sense of intrinsic geometry between selecting

torsion connection and selecting torsion-free connection. In other words, the torsion is not important at all

for intrinsic geometry.
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In Riemannian geometry usually only considering the torsion-free connection when researching intrinsic

geometric properties, the rationality and effectiveness of which are guaranteed by the reason above.

(3) Re-examine the necessity of complex-valued expression.

In early years, H.Weyl re-examined the fundamentality of metric, established the concept of affine con-

nection independent with metric, and proposed the research idea of gauge transformation in field of real

numbers. However, due to some problems related to quantum measurement, physicists brought the research

to complex field. Thus, to a certain extent, the fact is concealed that invariances under gauge transformation

reflect intrinsic geometric properties. In fact, complex-valued expressions are necessary only for convenience

of discussing problems associated with quantum measurements. The research for gauge transformation does

not depend on complex field, but on intrinsic geometry, because all geometries that gauge transformation

theory concerned can be regarded as subgeometries of intrinsic geometry.

Therefore, in order to highlight the essence of each concept more precisely, in section 4.3.1 and so on,

complex-valued expressions will be deliberately avoided in the further discussion of gauge transformation.

Complex-valued expressions will only be used for convenience when discussing problems associated with

quantum measurements.

(4) The intrinsic geometric essence and expression forms of gauge field theory.

The intrinsic geometry on manifold is completely determined by reference-system. It has nothing to do

with the selection of affine connections on tangent bundle, and also with the selection of arbitrary connections

on arbitrary vector bundle. The common transformation groups in traditional gauge field theory are usually

compact topological groups such as unitary group U(n), special unitary group SU(n) and special orthogonal

group SO(n), which are all subgroups of general linear group. The concept of slack-tight of intrinsic geometry

can be used to generally deal with an arbitrary symmetry of general linear group, so it surely can be used

to deal with the symmetries of such typical subgroups.

Therefore, when the transformation group is a subgroup of the general linear group, there are only

differences in expression form between the tansformation of abstract connection on abstract fibre bundle

and the tansformation of affine connection on tangent bundle. The essences they reflect are both intrinsic

geometry’s subgeometry associated with the transformation group, and have nothing to do with what kind

of connection is adopted. In other words, the research content of traditional gauge field theory is nothing

more than intrinsic geometric property, which is the fundamental reason of the rationality and effectiveness

of the fact that the abstract connection on abstract fibre bundle can be used to research the matter-motion.

In order to unify all kinds of theories, this viewpoint is indispensable.

In a word, the intrinsic geometry problems which can be researched in traditional gauge field theory by

using abstract connection can also be researched by using affine connection. Moreover, in content, affine

connection can be more concrete, and in form, it has a natural unity with the gravitational theory expressed

in spacetime coordinates. Therefore, in the following text, affine connection will be adopted to re-express the

traditional gauge field theory, so as to achieve the unification of various theoretical forms.
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2.2.3 Kernal geometry

Definition 2.2.3.1. Let k be a reference-system on manifold M . Its slack-tights BAM (see Definition

2.2.8.1 ) are constants independent of position on manifold. The inherent transformation F[k] induced by

k is called a flat transformation of reference-systems. If det[BAM ] = 1 is satisfied as well, F[k] is called a

unimodular flat transformation of reference-systems, or a global gauge transformation.

Definition 2.2.3.2. Let there be intrinsic geometric manifolds (M, [f ]) and (M, [g]). Define relation of

equivalence ', such that [f ] ' [g] and (M, [f ]) ' (M, [g]) if and only if there exists a flat transformation

F[k] such that F[k]([f ]) = [g]. The equivalence classes are denoted by |f | and (M, |f |) respectively, and |f | is

called the kernal of reference-system f . The geometry C(M)/ ' about relation of equivalence ' on intrinsic

geometry C(M) is called the kernal geometry on geometric manifolds. The element (M, |f |) in kernal

geometry C(M)/ ' is called a kernal geometric manifold.

Specially, if F[k] is a unimodular flat transformation of reference-system, the equivalence classes are

denoted by ‖f‖ and (M, ‖f‖) respectively, and ‖f‖ is called the regular kernal of f . In this case, the

geometry C(M)/ ' is called the regular kernal geometry on geometric manifolds, or regular geometry
for short. The element (M, ‖f‖) in regular geometry C(M)/ ' is called a regular geometric manifold.

Remark 2.2.3.1. It can be understood intuitively as following. Consider Figure1 in the introduction

section. Fix axis and scale, and rotate the whole curve L by an angle. The intrinsic geometric curve S′ now

is different from the intrinsic geometric curve S before. However, the major bending characteristics remain

unchanged after the rotation. At this time, what being used to describe these invariant characteristics is

the equivalence class [S] determined by the unimodular flat transformation of reference-systems. [S] can

be called regular kernal geometric curve. Regular kernal geometry is the geometry which determines these

major bending characteristics in intrinsic geometry strictly. Various bending characteristics are described by

various regular kernal geometric properties of [S].

2.2.4 Riemannian geometry

Definition 2.2.4.1. Let k be a reference-system on manifold M . Its slack-tights BAM (see Definition

2.2.8.1 ) satisfy ∆ABB
A
MB

B
N = EMN . The inherent transformation F[k] induced by k is called an orthogonal

transformation of reference-system.

Definition 2.2.4.2. Let there be intrinsic geometric manifolds (M, [f ]) and (M, [g]), and their slack-

tights be (Bf )
A
M and (Bg)

A
M .

Define relation of equivalence 'O, such that [f ] 'O [g] and (M, [f ]) 'O (M, [g]) if and only if there exists

an orthogonal transformation F[k] such that F[k]([f ]) = [g]. The equivalence classes are denoted by [f ]O

and (M, [f ]O) respectively, and [f ]O is called the Riemannian core of f . The geometry C(M)/ 'O about
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relation of equivalence 'O on intrinsic geometry C(M) is called the Riemannian geometry on geometric

manifolds. The element (M, [f ]O) in Riemannian geometry C(M)/ 'O is called a Riemannian manifold.

Remark 2.2.4.1. Noticed it is an obvious fact that [f ] 'O [g] if and only if ∆AB(Bf )
A
M (Bf )

B
N =

∆AB(Bg)
A
M (Bg)

B
N , so this definition is consistent with the traditional definition of Riemannian manifold.

Definition 2.2.4.3. Let k be a reference-system on manifold M . If the inherent transformation F[k]

induced by k is both a flat transformation and an orthogonal transformation of reference-system, F[k] is

called a general inertial transformation.

Remark 2.2.4.2. The general inertial transformation will behave as the Lorentz transformation in Min-

covski form of reference-system of classical spacetime. The details will be discussed in section 6.3.8.2 .

2.2.5 Universal geometry

Discussion 2.2.5.1. Let there be geometric manifolds (M,f) and (M, g). Define relation of equivalence

∼, satisfies that (M,f) ∼ (M, g) if and only if there exists an inherent transformation F[k] such that

F[k]([f ]) = [g]. In fact this transformation always exists, which is F[f−1◦g]. Therefore, M(M) becomes the

only equivalence class in the geometry M̃(M) ≜ M(M)/ ∼ determined by relation of equivalence ∼. It

makes M̃(M) the universal geometry on geometric manifolds. Because each universal geometry on geometric

manifold is independent of the selection of reference-system, it can also be called a universal geometry of
reference-system.

Discussion 2.2.5.2. Each differential topological property defined on differential manifold is as the

same for all geometric manifolds in universal geometry M̃(M). In other words, each differential topological

property is independent of the selection of reference-system, so as to be a universal geometric property on

geometric manifold.

2.2.6 Several corollaries

Discussion 2.2.6.1. Make a summary for geometries of reference-system.

(1) An intrinsic geometric property on geometric manifold is an invariant property under identical inher-

ent transformation of reference-systems. A kernal geometric property on geometric manifold is an invariant

property under flat transformation of reference-systems. A Riemannian geometric property on geometric man-

ifold is an invariant property under orthogonal transformation of reference-systems. A universal geometric

property on geometric manifold is an invariant property under arbitrary transformation of reference-systems.

These geometries are all subgeometries of intrinsic geometry. For any subgeometry of intrinsic geometry,

we say its geometric property is a class of intrinsic geometric property.

(2) Consider in the sense of Definition 2.2.2.4 . Let e be the unity element of GL(D,R). According

to Remark .1, {e} as the transformation group of intrinsic geometry is the smallest transformation group

on geometric manifold, and GL(D,R) as the transformation group of universal geometry is the largest
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transformation group on geometric manifold. In other words, intrinsic geometry is the largest geometry on

geometric manifold, and universal geometry is the smallest geometry on geometric manifold.

Discussion 2.2.6.2. Now that we have those concepts of geometries of the previous sections, then the

basic principle of theoretical physics in section 1.2 naturally has several obvious corollaries as following.

Corollary 1. A specific physical property in ontology is cognized by using a specific intrinsic geometric

property on geometric manifold in epistemology.

Corollary 2. Any kind of physical property in ontology is cognized by using a class of intrinsic geometric

property on geometric manifold in epistemology.

Corollary 3. A universal physical property in ontology is cognized by using a universal geometric

property on geometric manifold in epistemology.

For convenience, Corollary 3 is called the principle of universal relativity.
Discussion 2.2.6.3. According to the above discussions, now it can be commented that:

(1) Universal geometry has the universal applicability for cognizing universal property of matter-motion;

(2) Intrinsic geometry has the universal applicability for cognizing specific property of matter-motion;

(3) Other geometries between universal geometry and intrinsic geometry have specific applicability for

cognizing some other properties of matter-motion.

2.2.7 Coordinate representation of reference-system

Definition 2.2.7.1. ∀p ∈ M , let U be a neighborhood of p. ∀q ∈ U , denote ξ ≜ ψU (q) ∈ RD, x ≜
φU (q) ∈ RD. Now coordinate frames ψU and φU can be denoted by (U, ξ) and (U, x), or as component forms

{ξA} and {xM}.

If no confusion, a reference-system can also be denoted by ξ ≜ φ−1
U ◦ ψU ∈ REFp(U), x ≜ ψ−1

U ◦ φU ∈

REFp(U).

Based on these two kinds of notations, the coordinate representation of referece-systems φ−1
U ◦ ψU

and ψ−1
U ◦ φU can be written as

ξ = ξ(x), x = x(ξ)

or as component form

ξA = ξA(xM ), xM = xM (ξA).

Definition 2.2.7.2. For convenience, some index symbols have to be specified. In the absence of a special

declaration, the indices used below are valued in the following range:

(1)for coordinate frame (U, ξ), indices A,B,C,D,E = 1, 2, · · · ,D, such as ξA;

(2)for coordinate frame (U, x), indices M,N,P,Q,R = 1, 2, · · · ,D, such as xM .

2.2.8 Basis vectors and metrics of reference-system

Definition 2.2.8.1. Let (M,f) be a geometric manifold. ∀p ∈ M , on a neighborhood U of point p, let

the coordinate representation of local reference-system f(p) be ξA = ξA(xM ), xM = xM (ξA). Their derived



18 Zhao-Hui Man

functions

bAM ≜ ∂ξA

∂xM
, cMA ≜ ∂xM

∂ξA

on U are called the slackness and tightness of the local reference-system f(p) on neighborhood U of point

p, or called the slack-tights for short.

If need to emphasize the local reference-system f(p) explicitly, bAM and cMA can be denoted by (bf(p))
A
M

and (cf(p))
M
A .

Corresponding to the two coordinate frames of local reference-system f(p), the tangent space Tp at point

p has two sets of natural base ∂
∂ξA

, ∂
∂xM ∈ Tp, and the cotangent space T ∗

p also has two sets of natural base

dξA, dxM ∈ T ∗
p . If need to emphasize the point p explicitly, the tangent vector base ∂

∂ξA
and ∂

∂xM are denoted

by ∂
∂ξA

∣∣∣
p
and ∂

∂xM

∣∣
p
respectively, and the cotangent vector base dξA and dxM are denoted by dξA

∣∣
p
and

dxM
∣∣
p
respectively.

Define two sets of smooth real functions on manifold M :
BAM :M → R, p 7→ BAM (p) ≜

〈
∂

∂xM

∣∣∣∣
p

, dξA
∣∣
p

〉
= (bf(p))

A
M (p)

CMA :M → R, p 7→ CMA (p) ≜
〈

∂

∂ξA

∣∣∣∣
p

, dxM
∣∣
p

〉
= (cf(p))

M
A (p)

,

then call BAM and CMA the slack-tights of reference-system f on manifold M .

Definition 2.2.8.2. Let T rs be a (r, s)-type tensor bundle on manifold M . The mapping h : M →

T rs , p 7→ h(p) ∈ T rs (p) is called a section of tensor bundle T rs , or called a tensor field on M . Moreover,

if h is a smooth mapping, h is called a smooth section or a smooth tensor field. Specially, a 1-order

tensor field is called a vector field.
Suppose on neighborhood U of point p there are natural basis vector fields dξA

∣∣
U
, dxM

∣∣
U
, ∂
∂ξA

∣∣∣
U
, ∂
∂xM

∣∣
U

determined by coordinate frames (U, ξA) and (U, xM ) of local reference-system f(p), satisfying dξA
∣∣
U
(p) =

dξA
∣∣
p
, dxM

∣∣
U
(p) = dxM

∣∣
p
, ∂
∂ξA

∣∣∣
U
(p) = ∂

∂ξA

∣∣∣
p
, ∂
∂xM

∣∣
U
(p) = ∂

∂xM

∣∣
p
at this specific point p. The slack-tight

of f(p) can be expressed with these natural basis vector fields, as
bAM =

〈
∂

∂xM

∣∣∣∣
U

, dξA
∣∣
U

〉
cMA =

〈
∂

∂ξA

∣∣∣∣
U

, dxM
∣∣
U

〉 .

Suppose on manifold M there are D cotangent vector fields λA and D cotangent vector fields ωM ,

satisfying λA(p) = dξA
∣∣
p
and ωM (p) = dxM

∣∣
p
at any point p on M . If no confusion, the vector fields λA

and ωM can be denoted by dξA and dxM , which are called the coordinate forms determined by reference-

system f on M . In the same way there are tangent vector fields ∂
∂ξA

and ∂
∂xM , satisfying ∂

∂ξA
(p) = ∂

∂ξA

∣∣∣
p

and ∂
∂xM (p) = ∂

∂xM

∣∣
p
at any point p on M . Now the slack-tight of f can be expressed with these vector

fields, as 
BAM =

〈
∂

∂xM
, dξA

〉
CMA =

〈
∂

∂ξA
, dxM

〉 .
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Definition 2.2.8.3. Denote

εMN = εMN= εMN ≜
{
1, M = N

0, M 6= N
, δAB = δAB= δAB ≜

{
1, A = B

0, A 6= B
.

The reason of distinguishing the notation ε and δ is to avoid confusion when expressing concrete indices in

the following sections.

Definition 2.2.8.4. Let (M,f) be a geometric manifold. ∀p ∈M , let U be a neighborhood of point p.

(1) The coordinate frames (U, ξA) and (U, xM ) of local reference-system f(p) respectively inherit metric

tensor fields g ≜ δABdξ
A ⊗ dξB = gMNdx

M ⊗ dxN

h ≜ εMNdx
M ⊗ dxN = hABdξ

A ⊗ dξB

from RD, where dξA and dxM are natural basis vector fields determined by the two coordinate frames (U, ξA)

and (U, xM ) of f(p). Obviously, gMN = δABb
A
Mb

B
N

hAB = εMNc
M
A c

N
B

,

which are determined by local reference-system f(p) completely.

If need to emphasize the local reference-system f(p) explicitly, g and h can be expressed as gf(p) and

hf(p), then gMN and hAB and be expressed as (gf(p))MN and (hf(p))AB .

(2) On manifold M , define two sets of D×D smooth real functionsGMN :M → R, p 7→ GMN (p) ≜ (gf(p))MN (p)

HAB :M → R, p 7→ HAB(p) ≜ (hf(p))AB(p)
,

and define ∆AB :M → R, p 7→ ∆AB(p) ≜ δAB

EMN :M → R, p 7→ EMN (p) ≜ εMN

.

Thus on the entire manifold M , two metric tensor fields are constructed:G = ∆ABdξ
A ⊗ dξB = GMNdx

M ⊗ dxN

H = EMNdx
M ⊗ dxN = HABdξ

A ⊗ dξB
,

where dξA and dxM are the coordinate forms determined by f on M . Obviously,GMN = ∆ABB
A
MB

B
N

HAB = EMNC
M
A CNB

,

which are determined by reference-system f completely.

(3) The Riemannian manifolds (M,G) and (M,H) determined by f are called dual mutually.

Remark 2.2.8.1.
(1) The local coordinate transformation of metric tensor on manifold: ∀p ∈ M , on the neighbornood U

of point p, let the slack-tights of f(p) are bAM and cMA . f(p) induces a local coordinate transformation Ff(p)
on U . By Ff(p), the restriction of GMN on U is to be transformed to

GMN 7→ G′
AB = GMNc

M
A c

N
B = ∆CDB

C
MB

D
N c

M
A c

N
B .
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Notice that for any point q on U , BAM (q) 6= bAM (q) generally. It is only at point p that BAM (p) = bAM (p) is

true.

So it can be seen that the curved shape determined by slack-tight BAM or metric GMN = ∆CDB
C
MB

D
N

will not vanish under the influence of local transformation cMA .

(2) For the sake of simplicity, if no confusion, δAB as a general notation and ∆AB as coefficients of metric

tensor are not to be distinguished, and so are εMN and EMN . They are mainly expressed as the notations

δAB and εMN uniformly.

Discussion 2.2.8.1. Suppose in the two coordinate frames of local reference-system,h ≜ εMNdx
M ⊗ dxN = hABdξ

A ⊗ dξB

g ≜ δABdξ
A ⊗ dξB = gMNdx

M ⊗ dxN
,

where hAB = εMNc
M
A c

N
B

gMN = δABb
A
Mb

B
N

.

Denote dξA ≜ hABdξ
B

dxM ≜ gMNdx
N
,

two new coordinate frames (U, ξA) and (U, xM ) can be determined in the degree of only an integration con-

stant difference. Notice that dξA and dxM can also become natural basis vectors induced by new coordinate

frames on cotangent space. Correspondingly, let the natural vectors induced by new coordinate frames on

tangent space be ∂
∂ξA

and ∂
∂xM

. These basis vectors are all independent of integration constant. According

to Proposition 2.2.8.1, they necessarily satisfy
〈

∂
∂ξB

, dξA

〉
= δBA and

〈
∂

∂xN
, dxM

〉
= εNM .

Definition 2.2.8.5. Similar to Definition 2.2.8.1 , define
cMA ≜ ∂xM

∂ξA

bAM ≜ ∂ξA

∂xM

,


cAM ≜ ∂xM

∂ξA

bMA ≜ ∂ξA
∂xM

,


b̄MA ≜ ∂ξA

∂xM

c̄AM ≜ ∂xM
∂ξA

.

It should be noted that for the convenience of distinguishing between ∂ξτ

∂xτ and ∂ξτ
∂xτ

, and between ∂xτ

∂ξτ and
∂xτ

∂ξτ
, bMA and cAM are specially denoted by b̄MA and c̄AM .

The transformation relations about {bAM , cMA }, {bAM , cAM}, {bMA, c
MA}, {b̄MA , c̄AM}:dx

M = cMA dξ
A = cMAdξA

dξA = bAMdx
M = bAMdxM

,

dxM = c̄AMdξA = cAMdξ
A

dξA = b̄MA dxM = bMAdx
M


∂

∂xM
= bAM

∂

∂ξA
= bMA

∂

∂ξA
∂

∂ξA
= cMA

∂

∂xM
= cAM

∂

∂xM

,


∂

∂xM
= b̄MA

∂

∂ξA
= bAM

∂

∂ξA

∂

∂ξA
= c̄AM

∂

∂xM
= cMA ∂

∂xM

are called the basis vector representation of local reference-systems ξ = ξ(x) and x = x(ξ).
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These local relations are also true on the entire manifold. More concretely, similar to the slack-tights

{BAM , CMA } of Definition 2.2.8.1 , {BAM , CAM}�{BMA, C
MA}�{B̄MA , C̄AM} can also be defined.

Take {BAM , CMA } for example, the basis vector representation of reference-system on manifold about

cotangent vector fields dxM , dξA and tangent vector fields ∂
∂xM , ∂

∂ξA
can be written as

dx
M = CMA dξA

dξA = BAMdx
M
,


∂

∂xM
= BAM

∂

∂ξA

∂

∂ξA
= CMA

∂

∂xM

. (1)

Definition 2.2.8.6. Based on these coefficients of base transformations, some metrics of local reference-

system can be defined. The two of them have been defined in Discussion 2.2.8.1 . They are gMN and hAB . Now

all four basic metric tensors concerning the local reference-system are defined collectively as following:

g ≜ δABdξ
A ⊗ dξB = gMNdx

M ⊗ dxN = gMNdxM ⊗ dxN

h ≜ εMNdx
M ⊗ dxN = hABdξ

A ⊗ dξB = hABdξA ⊗ dξB

k ≜ δABdξA ⊗ dξB = kMNdxM ⊗ dxN = kMNdx
M ⊗ dxN

l ≜ εMNdxM ⊗ dxN = lABdξA ⊗ dξB = lABdξ
A ⊗ dξB

.

Correspondingly, there are another four tensors:

x ≜ δAB
∂

∂ξA
⊗ ∂

∂ξB
= xMN ∂

∂xM
⊗ ∂

∂xN
= xMN

∂

∂xM
⊗ ∂

∂xN

y ≜ εMN ∂

∂xM
⊗ ∂

∂xN
= yAB

∂

∂ξA
⊗ ∂

∂ξB
= yAB

∂

∂ξA
⊗ ∂

∂ξB

v ≜ δAB
∂

∂ξA
⊗ ∂

∂ξB
= vMN

∂

∂xM
⊗ ∂

∂xN
= vMN ∂

∂xM
⊗ ∂

∂xN

w ≜ εMN
∂

∂xM
⊗ ∂

∂xN
= wAB

∂

∂ξA
⊗ ∂

∂ξB
= wAB

∂

∂ξA
⊗ ∂

∂ξB

.

The coefficientsgMN = δABb
A
Mb

B
N

gMN = δABb
AMbBN

,

hAB = εMNc
M
A c

N
B

hAB = εMNc
MAcNB

,

k
MN = δAB b̄MA b̄

N
B

kMN = δABbMAbNB
,

l
AB = εMN c̄AM c̄

B
N

lAB = εMNcAMcBN
,

xMN = δABcAMcBN

xMN = δABcMA c
N
B

,

yAB = εMNbMAbNB

yAB = εMNbAMb
B
N

,

v
MN = δABc

MAcNB

vMN = δAB c̄
A
M c̄

B
N

,

w
AB = εMNb

AMbBN

wAB = εMN b̄
M
A b̄

N
B

are called the metric representation of local reference-systems ξ = ξ(x) and x = x(ξ).

Remark 2.2.8.2. The metric representation of reference-system on the entire manifold can also be

defined. It only needs to replace the metric tensors of local reference-system to the one on manifold. Their

expression forms are the same, so they will not be described repeatly.

Not all of these tensors will be used in this paper. First, according to Discussion 2.2.8.4 , g, h, x, y have

better properties than k, l, v, w. Second, according to Proposition 2.2.8.5 , the coefficients of g and x are

equal completely, and the coefficients of h and y are equal completely. Third, because of the properties of
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evolution in Remark 2.4.4.1 . Therefore, only the tensors g and h are usually needed to concern. The rest

contents of this section will discuss this concretely.

Proposition 2.2.8.1. On the neighborhood U of point p on manifold M , the following equations hold:hCAh
AB = δBC

gPMg
MN = εNP

,

dξ
A = hABdξB

dxM = gMNdxN
,


∂

∂ξA
= hAB

∂

∂ξB

∂

∂xM
= gMN ∂

∂xN

,


∂

∂ξA
= hAB

∂

∂ξB
∂

∂xM
= gMN

∂

∂xN

.

Proof.
The first, cMAdξA = dxM ⇔ cMAhABdξ

B = dxM . In consideration of cMB dξB = dxM , then cMAhAB =

cMB . Then, hAB = εMNc
MAcNB ⇒ hACh

ABhBD = εMN (cMAhAC)(c
NBhBD) = εMNc

M
C c

N
D = hCD, which is

a product of invertible square matrices hCAhABhBD = hCD. Therefore hCAhAB = δBC , and it means they

are inverse matrices of each other.

The second, hABdξB = dξA ⇒ hAChABdξ
B = hACdξA ⇔ δCBdξ

B = hACdξA ⇔ dξC = hACdξA.

The third and fourth, cMAhAB = cMB ⇔
〈

∂
∂ξA

, dxM
〉
hAB =

〈
∂
∂ξB

, dxM
〉
⇔

〈
hAB

∂
∂ξA

, dxM
〉

=〈
∂
∂ξB

, dxM
〉
⇔ hAB

∂
∂ξA

= ∂
∂ξB
⇒ hBChAB

∂
∂ξA

= hBC ∂
∂ξB
⇔ δCA

∂
∂ξA

= hBC ∂
∂ξB
⇔ ∂

∂ξC
= hBC ∂

∂ξB
.

The above is a proof about h. For g it is the same. gMP g
MN = εNP , dxP = gMP dxM , ∂

∂xN = gMN
∂

∂xM
,

∂
∂xP

= gNP ∂
∂xN also hold. □

Proposition 2.2.8.2. On the neighborhood U of point p on manifold M , the following equations hold:k
MP vPN = εMN

vMP kPN = εMN

,

l
ACwCB = δAB

wAC lCB = δAB

.

Proof.
kMP vPN = δAB b̄MA b̄

P
BδCD c̄

C
P c̄

D
N = δAB b̄MA δ

C
BδCD c̄

D
N = δACδCD b̄

M
A c̄

D
N = δAD b̄

M
A c̄

D
N = b̄MD c̄

D
N = εMN .

vMP kPN = δABc
MAcPBδCDbPCbND = δABc

MAδBC δ
CDbND = δACδ

CDcMAbND = δDA c
MAbND = εMN .

wAC lCB = εMNb
AMbCNεPQcCP cBQ = εMNb

AMδNP ε
PQcBQ = εMP ε

PQbAMcBQ = εQMb
AMcBQ = δAB .

lACwCB = εMN c̄AM c̄
C
NεPQb̄

P
C b̄

Q
B = εMN c̄AMε

P
NεPQb̄

Q
B = εMP εPQc̄

A
M b̄

Q
B = εMQ c̄

A
M b̄

Q
B = c̄AQb̄

Q
B = δAB . □

Remark 2.2.8.3. Generally, kMP kPN = εMN does not hold. A sufficient condition is that if δABhAEhBF =

δEF , then kMP kPN = εMN . There are similar conclusions for lAC lCB , vMP vPN , wACwCB .

Proposition 2.2.8.3. On the neighborhood U of point p on manifold M , the following equations hold:c
MAhAB = cMB

cMAgMN = c̄AN

,

cAMh
AB = c̄BM

cAMg
MN = cNA

,

b
AMgMN = bAN

bAMhAB = b̄MB

,

bMAg
MN = b̄NA

bMAh
AB = bBM

,

c
MA = cMB h

AB

cMA = c̄ANg
MN

,

cAM = c̄BMhAB

cAM = cNA gMN

,

b
AM = bANg

MN

bAM = b̄MB h
AB

,

bMA = b̄NA gMN

bMA = bBMhAB
.

Proof. Start from Definition 2.2.8.5 , and according to Proposition 2.2.8.1, we have:

cMAdξA = dxM ⇔ cMAhABdξ
B = dxM , due to cMB dξB = dxM , so cMAhAB = cMB , cMA = cMB h

AB .

cAMdξ
A = dxM ⇔ cAMh

ABdξB = dxM , due to c̄BMdξB = dxM , so cAMhAB = c̄BM , cAM = c̄BMhAB .

bAMdxM = dξA ⇔ bAMgMNdx
N = dξA, due to bANdxN = dξA, so bAMgMN = bAN , bAM = bANg

MN .
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bMAdx
M = dξA ⇔ bMAg

MNdxN = dξA, due to b̄NA dxN = dξA, so bMAg
MN = b̄NA , bMA = b̄NA gMN .

cMA ∂
∂xM = ∂

∂ξA
⇔ cMAgMN

∂
∂xN

= ∂
∂ξA

, due to c̄AN ∂
∂xN

= ∂
∂ξA

, so cMAgMN = c̄AN , cMA = c̄ANg
MN .

cAM
∂

∂xM
= ∂

∂ξA
⇔ cAMg

MN ∂
∂xN = ∂

∂ξA
, due to cNA ∂

∂xN = ∂
∂ξA

, so cAMgMN = cNA , cAM = cNA gMN .

bAM ∂
∂ξA

= ∂
∂xM

⇔ bAMhAB
∂
∂ξB

= ∂
∂xM

, due to b̄MB ∂
∂ξB

= ∂
∂xM

, so bAMhAB = b̄MB , bAM = b̄MB h
AB .

bMA
∂
∂ξA

= ∂
∂xM ⇔ bMAh

AB ∂
∂ξB

= ∂
∂xM , due to bBM ∂

∂ξB
= ∂

∂xM , so bMAh
AB = bBM , bMA = bBMhAB . □

Proposition 2.2.8.4. On the neighborhood U of point p on manifold M , the following equations hold:gMNc
M
C c

N
D = δCD

gMNbCMb
D
N = δCD

,

hABb
A
P b

B
Q = εPQ

hABcPAc
Q
B = εPQ

,

vMN b̄
M
C b̄

N
D = δCD

kMN c̄CM c̄
D
N = δCD

,

wAB c̄
A
P c̄

B
Q = εPQ

lAB b̄PA b̄
Q
B = εPQ

.

Proof.
gMNc

M
C c

N
D = δABb

A
Mb

B
Nc

M
C c

N
D = δAB(b

A
Mc

M
C )(bBNc

N
D) = δABδ

A
Cδ

B
D = δCD.

δCD = δCAδ
AD = bCNc

N
A δ

AD = εMN b
C
Mc

N
A δ

AD = gMP gPNb
C
Mc

N
A δ

AD = gMP δBEb
B
P b

E
Nb

C
Mc

N
A δ

AD = gMP bCMb
D
P .

hABb
A
P b

B
Q = εMNc

M
A c

N
B b

A
P b

B
Q = εMN (cMA b

A
P )(c

N
B b

B
Q) = εMNε

M
P ε

N
Q = εPQ.

εPQ = εPMε
MQ = cPBb

B
Mε

MQ = δABc
P
Ab

B
Mε

MQ = hAChCBc
P
Ab

B
Mε

MQ = hACεNRc
N
C c

R
Bc

P
Ab

B
Mε

MQ = hACcPAc
Q
C .

kMN c̄CM c̄
D
N = δAB b̄MA b̄

N
B c̄

C
M c̄

D
N = δAB(b̄MA c̄

C
M )(b̄NB c̄

D
N ) = δABδCAδ

D
B = δCD.

lAB b̄PA b̄
Q
B = εMN c̄AM c̄

B
N b̄

P
A b̄

Q
B = εMN (c̄AM b̄

P
A)(c̄

B
N b̄

Q
B) = εMNεPMε

Q
N = εPQ.

vMN b̄
M
C b̄

N
D = δAB c̄

A
M c̄

B
N b̄

M
C b̄

N
D = δAB(c̄

A
M b̄

M
C )(c̄BN b̄

N
D) = δABδ

A
Cδ

B
D = δCD.

wAB c̄
A
P c̄

B
Q = εMN b̄

M
A b̄

N
B c̄

A
P c̄

B
Q = εMN (b̄MA c̄

A
P )(b̄

N
B c̄

B
Q) = εMNε

M
P ε

N
Q = εPQ. □

Proposition 2.2.8.5. On the neighborhood U of point p on manifold M , the following equations hold:gMN ≜ δABb
A
Mb

B
N = δABcAMcBN ≜ xMN

gMN ≜ δABb
AMbBN = δABcMA c

N
B ≜ xMN

,

hAB ≜ εMNc
M
A c

N
B = εMNbMAbNB ≜ yAB

hAB ≜ εMNc
MAcNB = εMNbAMb

B
N ≜ yAB

.

Proof.
According to Proposition 2.2.8.4 , gMP bCMb

D
P = δCD ⇒ gMNbCMb

D
Nc

P
Cc

Q
D = δCDcPCc

Q
D ⇒ gPQ = xPQ.

xMN ≜ δABcAMcBN ⇒ gPMxMNg
NQ = gPMδABcAMcBNg

NQ = δAB(cAMg
PM )(cBNg

NQ) = δABcPAc
Q
B =

gPQ ⇒ gPMxMN = εPN ⇒ xMN = gMN .

According to Proposition 2.2.8.4 , hABcPAc
Q
B = εPQ ⇒ hABcPAc

Q
Bb

C
P b

D
Q = εPQbCP b

D
Q ⇒ hCD = yCD.

yAB ≜ εMNbMAbNB ⇒ hCAyABh
BD = hCAεMNbMAbNBh

BD = εMN (bMAh
CA)(bNBh

BD) = εMNbCMb
D
N =

hCD ⇒ hCAyAB = δCB ⇒ yAB = hAB . □
Discussion 2.2.8.2.
1. By transformation of basis vector, tensors g, h, x, y not only induce automorphisms of tangent space

or cotangent space, but also induce isomorphisms between tangent space and cotangent space. For example:

(1)By the coordinate transformation xM 7→ xN ≜ xN (xM ), tensor g induces an automorphism of tangent

space:

idg : T → T, TM
∂

∂xM
7→ idg(T

M ∂

∂xM
) ≜ TMgMN

∂

∂xN
≜ TN

∂

∂xN
,

and induces an isomorphism between cotangent space and tangent space:

G : T ∗ → T, TMdx
M 7→ G(TMdx

M ) ≜ TM
∂

∂xM
= TMg

MN ∂

∂xN
≜ TN

∂

∂xN
.
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(2)Similarly, by the coordinate transformation xM 7→ xN ≜ xN (xM ), tensor x induces an automorphism

of cotangent space:

id∗x : T ∗ → T ∗, TMdx
M 7→ id∗x(TMdx

M ) ≜ (xMNTM )dxN ≜ TNdxN ,

and induces an isomorphism between tangent space and cotangent space:

X : T → T ∗, TM
∂

∂xM
7→ X(TM

∂

∂xM
) ≜ TMdxM = TMxMNdx

N ≜ TNdx
N .

2. Moreover, the isomorphism between tangent space and cotangent space induces an isomorphism be-

tween 2-order covariant tensor space T ≜ {TMNdx
M ⊗ dxN |TMN ∈ R} and 2-order contravariant tensor

space I ≜ {IMN ∂
∂xM ⊗ ∂

∂xN |IMN ∈ R}:

G : I → T, IMN ∂

∂xM
⊗ ∂

∂xN
7→ G(IMN ∂

∂xM
⊗ ∂

∂xN
) ≜ gMP gNQI

MNdxP ⊗ dxQ ≜ IPQdx
P ⊗ dxQ,

G−1 : T → I, TMNdx
M ⊗ dxN 7→ G−1(TMNdx

M ⊗ dxN ) ≜ gMP gNQTMN
∂

∂xP
⊗ ∂

∂xQ
≜ TPQ

∂

∂xP
⊗ ∂

∂xQ
.

3. Taken together, the above discussion can be expressed as a chart:

IMN ∂
∂xM ⊗ ∂

∂xN

G←→
G−1

IMNdx
M ⊗ dxNyidg yid∗x

IMN
∂

∂xM
⊗ ∂

∂xN

G←→
G−1

IMNdxM ⊗ dxN
.

Discussion 2.2.8.3.

1. Tensors k, l, v, w also induce an automorphism of tangent space or cotangent space, but the way has

some different from tensors g, h, x, y. It is because there are some differences between the reversible relation

of tensor coefficient square matrix in Proposition 2.2.8.1 and the one in Proposition 2.2.8.2 . For example:

(1) Let coordinate kM be defined by dkM ≜ kMNdx
N . Due to

〈
∂

∂kM
, dkN

〉
= εMN , then ∂

∂kM
= vMN ∂

∂xN .

Further, vMNdkM = dxN and kMN
∂

∂kM
= ∂

∂xN are obtained.

By coordinate transformation xM 7→ kN ≜ kN (xM ), tensor v induces an automorphism of cotangent

space:

id∗v : T
∗ → T ∗, TMdx

M 7→ id∗v(TMdx
M ) ≜ TMv

MNdkN ,

and tensor k induces an automorphism of tangent space:

idk : T → T, TM
∂

∂xM
7→ idk(T

M ∂

∂xM
) ≜ TMkMN

∂

∂kN
.

(2) Let coordinate vM be defined by dvM ≜ vMNdx
N . Due to

〈
∂

∂vM
, dvN

〉
= εMN , then ∂

∂vM
≜ kMN ∂

∂xN .

Further, kMNdvM = dxN and vMN
∂

∂vM
= ∂

∂xN are obtained.

By coordinate transformation xM 7→ vN ≜ vN (xM ), tensor k induces an automorphism of cotangent

space:

id∗k : T ∗ → T ∗, TMdx
M 7→ id∗k(TMdx

M ) ≜ TMk
MNdvN ,
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and tensor v induces an automorphism of tangent space:

idv : T → T, TM
∂

∂xM
7→ idv(T

M ∂

∂xM
) ≜ TMvMN

∂

∂vN
.

2. Tensors k, l, v, w induce an isomorphism between tangent space and cotangent space. For example,

tensor k induces an isomorphism K : T ∗ → T, TMdx
M 7→ K(TMdx

M ) ≜ TM
∂

∂vM
= TMk

MN ∂
∂xN , etc. Thus

the isomorphisms between 2-order covariant tensor space T and 2-order contravariant tensor space I can be

induced:

K : I → T, IMN ∂

∂xM
⊗ ∂

∂xN
7→ K(IMN ∂

∂xM
⊗ ∂

∂xN
) ≜ IMNdkM ⊗ dkN ≜ kMP kNQI

MNdxP ⊗ dxQ,

K−1 : T → I, TMNdx
M ⊗dxN 7→ K−1(TMNdx

M ⊗dxN ) ≜ TMN
∂

∂kM
⊗ ∂

∂kN
≜ vMP vNQTMN

∂

∂xP
⊗ ∂

∂xQ
,

V : I → T, IMN ∂

∂xM
⊗ ∂

∂xN
7→ V (IMN ∂

∂xM
⊗ ∂

∂xN
) ≜ IMNdvM ⊗ dvN ≜ vMP vNQI

MNdxP ⊗ dxQ,

V −1 : T → I, TMNdx
M ⊗dxN 7→ V −1(TMNdx

M ⊗dxN ) ≜ TMN
∂

∂vM
⊗ ∂

∂vN
≜ kMP kNQTMN

∂

∂xP
⊗ ∂

∂xQ
.

3. Tensors g and x satisfy gMN = xMN and gMN = xMN , so the coordinate gM defined by dgM ≜
gMNdx

N and the coordinate xM defined by dxM ≜ xMNdx
N are the same (only have a difference of an

irrelevant integration constant). dgM and dxM can be denoted by dxM uniformly. And also because of this,

the four isomorphisms X, X−1, G, G−1 between covariant tensor space and contravariant tensor space in

Discussion 2.2.8.2 simply merged into two, namely G and G−1.

However, tensors k and v do not have that relation as g and x. So kM and vM are essentially different

coordinates. The four isomorphisms K−1, K and V −1, V are unable to simply merged into two. According

to Proposition 2.2.8.2 , tensors l and w have the similar case with tensors k and v, so they will not be

described repeatly.

Discussion 2.2.8.4. In a word, tensors g, h, x, y have better properties than tensors k, l, v,w. Therefore,

the following sections will only adopt coordinates xM , ξA, xM , ξA to research the properties of reference-

system, rather than vA, vA, kA, kA, lM , lM , wM , wM , etc.

2.2.9 Connections of reference-system

The essence of connection is to establish differentiation of vector on manifold. In this paper the definition

of the well-known concept of affine connection is expressed as following form.

Definition 2.2.9.1. A connection D on tangent bundle or cotangent bundle is called an affine connec-
tion. Let ΓMNP ≜ ΓMNP are smooth real functions on manifold M . ∀p ∈M , dxM and ∂

∂xM are natual basis

vector fields in coordinate frame (U, xM ) of local reference-system f(p). Consider the restriction of smooth

real functions ΓMNP on U , affine connection can be expressed as:D
∂

∂xN
≜ ΓMNP dx

P ⊗ ∂

∂xM

DdxN ≜ −ΓNMP dx
P ⊗ dxM

, (2)
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where ΓMNP are called affine connection coefficients of D about coordinate form dxM .

Discussion 2.2.9.1. In order to enable affine connection to describe intrinsic geometry, ΓMNP need to

be defined as the one depending on the slack-tight BAM or CMA of reference-system on manifold, such as

Levi-Civita connection

ΓMNP ≜ 1

2
GMQ

(
∂GNQ
∂xP

+
∂GPQ
∂xN

− ∂GNP
∂xQ

)
,

or other forms.

According to Discussion 2.2.2.3 , when describing intrinsic geometry, any connection form selected is

effective, as long as it depends on the slack-tight of the same reference-system on manifold. Considered that

in a large quantity of experiment data, the simpler the characteristics, the easier they are to detect. So

the simpler the connection form, the easier the theoretical form fits in with those characteristics and laws

observed and induced from a large quantity of experiment data.

Levi-Civita connection is the unique torsion-free and metric-compatible connection. However it is regretful

that it does not fit in with describing gauge potential in the way of section 6.4.3 and section 7.3.1 , on one

hand it is because the description of intrinsic geometry by metric is not comprehensive enough, on the other

hand Levi-Civita connection is not simple enough. Fortunately, the significant simplest affine connection that

fits in with describing gauge potential does exist.

For Levi-Civita connection, the torsion-free condition is very helpful to simplify the theoretical form,

but the metric-compatible condition restricts the further simplification of connection form. Considered that

the metric-compatible condition DG = 0 was introduced to establish the intuition of Levi-Civita parallel

displacement, but it is not the condition that more general concept of parallel displacement must rely on.

Therefore, in order to simplify connection further, it can be imagined that the torsion-free condition remains

and the metric-compatible condition is given up. A nice choice is to adopt the following definition.

Definition 2.2.9.2. Let there be an affine connection D, which is expressed as equation (2) on perfor-

mance coordinate frame (U, xM ). If the connection coefficients are defined as

ΓMNP ≜ 1

2
CMA

(
∂BAN
∂xP

+
∂BAP
∂xN

)
, (3)

D is called a simple connection.

Discussion 2.2.9.2. Now it is needed to prove the simple connection is really a connection.

Let there be a reference-system f on manifold M . And let there be a local reference-system tp, which

induces a coordinate transformation yR = yR(xM ) and a reference-system transformation Ftp , and Ftp

transforms reference-system f(p) whose coordinate representation is xM = xM (ξA) to reference-system

h(p) ≜ f(p) ◦ tp whose coordinate representation is yR = yR(ξA). (U, ξA) is the common basis coordinate

frame of f(p) and h(p). They can be expressed as a chart:

(U, ξA)
h(p)−−−→ (U, yR)

f(p) ↓ ↗ tp
(U, xM )
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Let the slack-tights of tp be

λRM ≜ ∂yR

∂xM
, θMR ≜ ∂xM

∂yR
.

Let the slack-tights of f be BAM and CMA . For the restriction of them on U , the slack-tights after doing the

transformation are

B′A
R = θMR B

A
M , C ′R

A = λRMC
M
A .

According to Definition 2.2.9.2 , the simple connections before and after doing the transformation are re-

spectively

ΓMNP ≜ 1

2
CMA (

∂BAN
∂xP

+
∂BAP
∂xN

), Γ ′R
ST ≜ 1

2
C ′R

A(
∂B′A

S

∂yT
+
∂B′A

T

∂yS
).

Calculate the local transformation relation of the simple connection:

Γ ′R
ST ≜ 1

2
C ′R

A

(
∂B′A

S

∂yT
+
∂B′A

T

∂yS

)
=

1

2
λRMC

M
A

(
∂
(
θNS B

A
N

)
∂yT

+
∂
(
θPTB

A
P

)
∂yS

)

=
1

2
λRMC

M
A

(
∂θNS
∂yT

BAN + θNS
∂BAN
∂yT

+
∂θPT
∂yS

BAP + θPT
∂BAP
∂yS

)
=

1

2
λRMC

M
A

(
θNS

∂BAN
∂yT

+ θPT
∂BAP
∂yS

)
+

1

2
λRMC

M
A

(
∂θNS
∂yT

BAN +
∂θPT
∂yS

BAP

)
=

1

2
λRMC

M
A

(
θNS θ

P
T

∂BAN
∂xP

+ θPT θ
N
S

∂BAP
∂xN

)
+

1

2
λRMC

M
A

(
θPT
∂θNS
∂xP

BAN + θNS
∂θPT
∂xN

BAP

)
=

1

2
λRMC

M
A

(
∂BAN
∂xP

+
∂BAP
∂xN

)
θNS θ

P
T +

1

2

(
λRM

∂θMS
∂xP

θPT + λRM
∂θMT
∂xN

θNS

)
= λRMΓ

M
NP θ

N
S θ

P
T + λRM

∂θMS
∂yT

.

This is completely consistent with the general tansformation relation of affine connection. So it has been

proved that the simple connection ΓMNP ≜ 1
2C

M
A

(
∂BA

N

∂xP +
∂BA

P

∂xN

)
is really a connection, and obviously it is

torsion-free.

Remark 2.2.9.1. There are two obvious properties about simple connection.

(1) If defining ΓMNP ≜ GMM ′ΓM
′

NP , then

ΓMNP =
1

2
δABB

B
M

(
∂BAN
∂xP

+
∂BAP
∂xN

)
.

Now it is easy to validate that

ΓMNP + ΓNPM + ΓPMN =
1

2

(
∂GMN

∂xP
+
∂GNP
∂xM

+
∂GPM
∂xN

)
.

(2) It is obvious that when GMN are all constants, Levi-Civita connection must be zero, and the cor-

responding Riemannian curvature tensor also must be zero. However, in this case, simple connection is not

necessary to be zero, and the corresponding Riemannian curvature tensor is also not necessary to be zero.

This indicates that simple connection reflects much more bending properties of manifold than Levi-Civita

connection.
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2.3 Time metric and space metric

2.3.1 Definition of time metric

Definition 2.3.1.1. On a neighborhood U of point p on geometric manifold (M,f), as Definition 2.2.8.4

says, the two coordinate frames (U, ξA) and (U, xM ) of reference-system f(p) inherit Euclidean metric tensors

g ≜ δABdξ
A ⊗ dξB and h ≜ εMNdx

M ⊗ dxN respectively. Then there are two metrics defined as(dξ0)2 ≜ δABdξ
AdξB = gMNdx

MdxN

(dx0)2 ≜ εMNdx
MdxN = hABdξ

AdξB
(4)

on U . The dξ0 and dx0 are respectively called the total space metrics of coordinate frames (U, ξA) and

(U, xM ), or called the time metrics on local coordinate frame.

On geometric manifold (M,f) there are metric tensors constructed in Definition 2.2.8.4 asG ≜ ∆ABdξ
A ⊗ dξB = GMNdx

M ⊗ dxN

H ≜ EMNdx
M ⊗ dxN = HABdξ

A ⊗ dξB
,

GMN = ∆ABB
A
MB

B
N

HAB = EMNC
M
A CNB

.

The dξ0 and dx0 defined according to differential forms(dξ0)2 ≜ ∆ABdξ
AdξB = GMNdx

MdxN

(dx0)2 ≜ EMNdx
MdxN = HABdξ

AdξB
(5)

are respectively called the total space metrics about coordinate forms dξA and dxM on M , or called the

time metrics on M .

2.3.2 Definition of space metric

Definition 2.3.2.1. Let 1 ⩽ q ⩽ D. On D-dimensional geometric manifold (M,f), each q-dimensional

Euclidean subspace metric that inherits from coordinate frames (U, ξA) and (U, xM ) is called a space metric
of coordinate frames (U, ξA) and (U, xM ).

Remark 2.3.2.1. The various space metrics on coordinate frames (U, ξA) and (U, xM ) can be uniformly

expressed as 
(dξ(A1A2···Aq))2 ≜

∑
a=A1,A2,··· ,Aq

(dξa)2

(dx(M1M2···Mq))2 ≜
∑

m=M1,M2,··· ,Mq

(dxm)2

or as 
dξ(A1A2···Aq) ≜ ±

√ ∑
a=A1,A2,··· ,Aq

(dξa)2

dx(M1M2···Mq) ≜ ±
√ ∑
m=M1,M2,··· ,Mq

(dxm)2
,
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where 1 ⩽ q ⩽ D. Specially, the metrics on 1-dimensional manifold are dξ(A) ≜ ±dξA and dx(M) ≜ ±dxM .

It can be seen in section 2.3.2.2 that the metric form is closely related to the evolution of reference-

system. Usually the definition of metric adopts only positive sign, but here both positive and negative signs

still remain, because the signs actually mark the two opposite directions of evolution, and they will bring

convenience for expression.

Definition 2.3.2.2. Let P and N be closed submanifolds of manifold M = P ×N . Denote r ≜ dimP .

Let s, i = 1, · · · , r and a,m = r+1, · · · ,D. Select some proper coordinate frames {ξA} and {xM} such that

on P there are coordinate frames {ξs} and {xi} inherited from M , and on N there are coordinate frames

{ξa} and {xm} inherited from M . Correspondingly, two subspace metrics can be defined on the coordinate

neighborhoods on P and N respectively:
(dξ(P ))2 ≜

r∑
s=1

(dξs)2 = δstdξ
sdξt

(dx(P ))2 ≜
r∑
i=1

(dxi)2 = εijdx
idxj

,


(dξ(N))2 ≜

D∑
a=r+1

(dξa)2 = δabdξ
adξb

(dx(N))2 ≜
D∑

m=r+1

(dxm)2 = εmndx
mdxn

.

dξ(N) and dx(N) are called the propertime metrics about coordinate frames {ξa} and {xm} on N . For

convenience, N is called an internal space submanifold and P is called an external space submanifold.

Remark 2.3.2.2. As differential forms, time metric and space metric are universal geometric properties

on geometric manifold. According to the principle of universal relativity in section 2.2.5.2 , they necessarily

can be used to cognize some universal physical properties of physical reality, which can be understood as the

ontological time interval and space interval.

According to the viewpoint of section 5.2.1 , the evolution of light in vacuum can be understood as an

evolution totally pointing to external space of geometric manifold. The value of the internal space metric

is identically zero on this direction of evolution, and the external space metric is identically equal to the

time metric. Thus, Einstein’s principle of constancy of light velocity is implied in it automatically. In this

section, time metric and space metric have strict definitions, based on which, total space metric is actually

time metric, so it can be considered that the origins and essences of time and space are the same. The light

velocity c in vacuum is only a superficial constant, which becomes explicit just when time metric and space

metric are endowed with different dimensions such as second and meter. The selection of the dimensions

cannot divide the connotation of concept.

2.4 Evolution direction and actual evolution

2.4.1 Definition of evolution

Definition 2.4.1.1. Let there be two reference-systems f and g on manifold M . If f and g motioning

relatively and interacting mutually, namely ∀p ∈M such that

ψU (U)
f(p)←−−− φU (U)

g(p)−−→ ρU (U),
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it is called that there is an evolution of reference-system f in referece-system g, or there is an evolution
of reference-system f on geometric manifold (M, g), or f evolves on (M, g), or f evolves in g, for short.

Meanwhile, it also can be say that g evolves in f , or g evolves on (M,f).

Definition 2.4.1.2. On manifold M , each smooth tangent vector field X determines a one-parameter

group of diffeomorphisms φX :M ×R→M . φX is called a set of evolution paths on M , and X is called

an evolution direction field on M .

Let T ⊆ R be an interval. If a smooth mapping Lp : T → M constitutes a regular submanifold of M ,

there exists a smooth tangent vector field X such that Lp is on the orbit φX,p(t) of φX through point p.

Now the mapping Lp is called an evolution path through p on M . The image set Lp ≜ Lp(T ) is called a

world line through p. The tangent vector d
dt ≜ [Lp] is called an evolution direction at p, or direction

for short.

If it does not need to emphasize the point p, Lp can be denoted by L simply.

2.4.2 Coordinate form of evolution

Discussion 2.4.2.1. Denote x ≜ φU (p), ξ ≜ ψU (p), ζ ≜ ρU (p). Let the time metrics on coordinate

frames (U,φU ), (U,ψU ), (U, ρU ) be respectively dx0, dξ0, dζ0.

The coordinate representations of reference-system f(p) ≜ φ−1
U ◦ ψU and f−1(p) ≜ ψ−1

U ◦ φU are

ξA = ξA(xM ), xM = xMf (ξA),

and the coordinate representations of reference-system g(p) ≜ φ−1
U ◦ ρU and g−1(p) ≜ ρ−1

U ◦ φU are

ζA = ζA(xM ), xM = xMg (ζA).

If no confusion, xMf and xMg are uniformly denoted by xM . Thus the coordinate representation of reference-

systems f(p) and f−1(p) are

ξA = ξA(xM ), xM = xM (ξA),

and the coordinate representation of reference-systems g(p) and g−1(p) are

ζA = ζA(xM ), xM = xM (ζA).

Definition 2.4.2.1. Consider reference-system f . Each world line Lp is a 1-dimensional regular subman-

ifold ofM , therefore on the open set UL ≜ U∩Lp of p there exist coordinate frames (UL, φUL) and (UL, ψUL)

such that the regular embedding

π : Lp →M, q 7→ q (6)

induce coordinate mappingsψ
−1
UL ◦ π ◦ ψU : R→ RD, (ξ0) 7→ (ξA), ξA = ξA(ξ0)

φ−1
UL ◦ π ◦ φU : R→ RD, (x0) 7→ (xM ), xM = xM (x0)

,
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which satisfy 

D∑
A=1

(
dξA

dξ0

)2

= 1

D∑
M=1

(
dxM

dx0

)2

= 1

,

then the coordinates (ξA) and (ξ0) are called equivalent on UL. The equationsξ
A = ξA(ξ0)

xM = xM (x0)

describing the above coordinate mappings are called the original parameter equation of world line Lp.

Definition 2.4.2.2. By the action of the regular embedding π, the reference-systems on the neighborhood

U of manifold M

ξ ≜ f(p) = φ−1
U ◦ ψU , x ≜ f−1(p) = ψ−1

U ◦ φU ∈ REFp(U)

induce reference-systems on the neighborhood UL of 1-dimensional regular submanifold Lp

ξ0 ≜ fL(p) ≜ φ−1
UL ◦ ψUL, x

0 ≜ f−1
L (p) ≜ ψ−1

UL ◦ φUL ∈ REFp(UL).

∀q ∈ UL, if no confusion, denote ξ0 ≜ ψUL(q), x0 ≜ φUL(q), then the coordinate representations of reference-

systems on UL are {
ξ0 = ξ0(x0)

x0 = x0(ξ0)
.

Using this representation, the original parameter equations becomeξ
A = ξA(ξ0) = ξA(ξ0(x0)) ≜ ξAL (x

0)

xM = xM (x0) = xM (x0(ξ0)) ≜ xML (ξ0)
.

The equations ξ
A = ξAL (x

0)

xM = xML (ξ0)
(7)

are called the standard parameter equation of world line Lp.

Definition 2.4.2.3. �Put the above reference-systems and parameter equations together, it will beξ
A = ξA(xM ) = ξAL (x

0)

ξ0 = ξ0(x0)
,

x
M = xM (ξA) = xML (ξ0)

x0 = x0(ξ0)
, (8)

and is called the coordinate form of evolution of f and f−1 in arbitrary direction d
dt , or called coor-

dinate evolution equation. If no confusion, ξA and ξAL as well as xM and xML are not to be distinguished,

and are directly denoted byξ
A = ξA(xM ) = ξA(x0)

ξ0 = ξ0(x0)
,

x
M = xM (ξA) = xM (ξ0)

x0 = x0(ξ0)
. (9)



32 Zhao-Hui Man

Remark 2.4.2.1. Considered generally, for any evolution path Lp ∈ d
dt defined on M and through p, if

regular embedding π induces a mapping π̃ : h→ hL or π̃ : hL → h between universal geometric properties on

M and on its regular submanifold Lp, denoted by h ' hL, then h ' hL is called the h form of evolution
in arbitrary direction d

dt at p, or called the h evolution equation in arbitrary direction d
dt .

2.4.3 Basis vector form of evolution

Discussion 2.4.3.1. Let L be an evolution path on manifold M , ∀p ∈ L. Suppose Tp(M) and Tp(L) are

the tangent spaces at p respectively on M and L, and T ∗
p (M) and T ∗

p (L) are the cotangent spaces.

∀p ∈ L, the regular embedding π : L→M, q 7→ q induces tangent mapping

π∗|p : Tp(L)→ Tp(M), [γL] 7→ [γL ◦ π] (10)

and cotangent mapping

π∗|p : T
∗
p (M)→ T ∗

p (L), df 7→ d(π ◦ f). (11)

Restricting on evolution path L, the tangent mapping is an injection, and the cotangent mapping is a

surjection.

(1) For tangent mapping, the reference-system is essentially a nonsingular coordinate transformation, the

Jacobian determinant of which is non-zero, so the tangent mapping π∗|p is an injection [9].

(2) For cotangent mapping, ∀w0dx
0 ∈ T ∗

p (L), ∃wMdxM ∈ T ∗
p (M), π∗

∣∣
p(wMdx

M ) = w0dx
0. In fact,

when wM = w0
∂ξA

∂xM
dx0

dξA

∣∣∣
L
, we have

π∗|p (wMdx
M ) = w0

∂ξA

∂xM
dx0

dξA

∣∣∣∣
L

π∗|p (dx
M ) = w0

∂ξA

∂xM
dx0

dξA

∣∣∣∣
L

dxM

dx0

∣∣∣∣
L

dx0 = w0dx
0.

So π∗|p is a surjection.

In addition, generally, the tangent mapping is not a surjection, and the cotangent mapping is not an

injection. The former is true obviously. For the latter, let wMdxM , vMdxM ∈ T ∗
p (M) satisfy π∗|p (wMdxM ) =

π∗|p (vMdxM ) on L, namely wM dxM

dx0

∣∣∣
L
dx0 = vM

dxM

dx0

∣∣∣
L
dx0. The dx0 is the basic vector of contangent space

T ∗
p (L), so the coefficients satisfy wM dxM

dx0

∣∣∣
L
= vM

dxM

dx0

∣∣∣
L
. This holds only on the specific evolution path L,

however it does not hold generally on any other evolution paths. So wM − vM = 0 does not hold generally,

and then π∗|p is not an injection.

Definition 2.4.3.1. ∀ d
dtL
∈ Tp(L), ∀df ∈ T ∗

p (M), denote

d

dt
≜ π∗|p

(
d

dtL

)
∈ Tp(M), dfL ≜ π∗|p (df) ∈ T

∗
p (L). (12)

d
dt and

d
dtL

are called being equivalent. df and dfL are called being homomorphic. They are denoted by

d

dt
∼=

d

dtL
, df ' dfL (13)

called an equivalence and a homomorphism respectively.

The above locally defined concepts can also be applied to the entire manifold.
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Suppose Γ (T (M)) and Γ (T (L)) are sets of all sections of tangent bundle respectively on M and on L.

Γ (T ∗(M)) and Γ (T ∗(L)) are sets of all sections of cotangent bundle respectively on M and on L. Let there

be vector fields d
dtL
∈ Γ (T (L)), df ∈ Γ (T ∗(M)), d

dt ∈ Γ (T (M)), dfL ∈ Γ (T ∗(L)).

If ∀p ∈ L, d
dt

∣∣
p
∼= d

dtL

∣∣∣
p
, say d

dt and
d
dtL

are equivalent on L, which is denoted by

d

dt
∼=

d

dtL
, (14)

called an equivalence. Thus, the tangent mapping π∗|p at p induces a tangent mapping

π∗ : Γ (T (L))→ Γ (T (M)),
d

dtL
7→ d

dt
(15)

on the entire path L.

If ∀p ∈ L, df |p ' dfL|p, say df and dfL are homomorphic on L, which is denoted by

df ' dfL, (16)

called a homomorphism. Thus, the cotangent mapping π∗|p at p induces a cotangent mapping

π∗ : Γ (T ∗(M))→ Γ (T ∗(L)), df 7→ dfL (17)

on the entire path L.

Remark 2.4.3.1. If d
dt
∼= d

dtL
and df ' dfL, it is easy to know that

〈
d
dt , df

〉
=
〈

d
dtL

, dfL

〉
, denoted by

df
dt =

dfL
dtL

.

In fact, at any point, the tangent vectors d
dt and d

dtL
are respectively defined as equivalence classes [γ]

and [γL] of parameter curves, which satisfy

γ = γL ◦ π.

The cotengent vectors df and dfL are respectively defined as equivalence classes [f ] and [fL] of smooth

functions, which satisfy

fL = π ◦ f.

Thus, 〈
d

dt
, df

〉
=

〈
d

dtL
, dfL

〉
⇔ 〈[γ], [f ]〉 = 〈[γL], [fL]〉 ⇔

d(γ ◦ f)
dt

=
d(γL ◦ fL)

dt
,

where

γ ◦ f = (γL ◦ π) ◦ f, γL ◦ fL = γL ◦ (π ◦ f).

Obviously, γ ◦ f = γL ◦ fL, which guarantees
〈
d
dt , df

〉
=
〈

d
dtL

, dfL

〉
is true.

Definition 2.4.3.2. The tangent mapping on tangent space induces a tangent mapping on 2-order tensor

product space

π∗ : Γ (T ∗
p (M)⊗ Tp(L))→ Γ (T ∗

p (M)⊗ Tp(M)), df ⊗ d

dtL
7→ df ⊗ d

dt
.

tensor products df ⊗ d
dt and df ⊗

d
dtL

are called being equivalent, denoted by df ⊗ d
dt
∼= df ⊗ d

dtL
called an

equivalence.
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The cotangent mapping on cotangent space also induces a cotangent mapping on 2-order tensor product

space

π∗ : Γ (T ∗
p (M)⊗ Tp(M))→ Γ (T ∗

p (L)⊗ Tp(M)), df ⊗ d

dt
7→ dfL ⊗

d

dt
,

tensor products df ⊗ d
dt and dfL ⊗

d
dt are called being homomorphic, denoted by df ⊗ d

dt ' dfL ⊗
d
dt called

a homomorphism.

Remark 2.4.3.2. This kind of concepts of being equivalent or homomorphic can be transplanted

without hindrance to any-order tensor product space generated by tangent bundle and cotangent bundle.

Therefore, in the following sections, definitions of similar concepts about equivalent or homomorphic tensor

products will not be given one by one any more.

Definition 2.4.3.3. Suppose the coordinate forms of evolution of local reference-systems f(p) and f−1(p)

in direction d
dt on evolution path L are respectivelyξ

A = ξA(xM ) = ξA(x0)

ξ0 = ξ0(x0)
,

x
M = xM (ξA) = xM (ξ0)

x0 = x0(ξ0)
.

∀p ∈ L, on coordinate neighborhood UL of point p, define

bA0 ≜ dξA

dx0
, b00 ≜ dξ0

dx0
, cM0 ≜ dxM

dξ0
, c00 ≜ dx0

dξ0
,

εM0 ≜ dxM

dx0
= b00c

M
0 = bA0 c

M
A , δA0 ≜ dξA

dξ0
= c00b

A
0 = cM0 b

A
M .

They determine smooth functions on the entire evolution path L:B
A
0 : L→ R, p 7→ BA0 (p) ≜ (bf(p))

A
0 (p)

CM0 : L→ R, p 7→ CM0 (p) ≜ (cf(p))
M
0 (p)

,

B
0
0 : L→ R, p 7→ B0

0(p) ≜ (bf(p))
0
0(p)

C0
0 : L→ R, p 7→ C0

0 (p) ≜ (cf(p))
0
0(p)

.

For convenience, if no confusion, still using notations ε and δ, there are smooth functions:

εM0 ≜ B0
0C

M
0 = BA0 C

M
A , δA0 ≜ C0

0B
A
0 = CM0 BAM .

Define

dξ0 ≜ dx0

dξ0
dx0, dx0 ≜ dξ0

dx0
dξ0.

dξ0 and dx0 determine two new coordinate frames (UL, ξ0) and (UL, x0) in the degree of only an intergra-

tion constant difference. dξ0 and dx0 become new natual basis vectors induced on cotangent space by new

coordinate frames. Let the natual basis vectors induced on tangent space by new coordinate frames be d
dξ0

and d
dx0

, satisfying
〈

d
dξ0
, dξ0

〉
= δ00 = 1 and

〈
d
dx0

, dx0

〉
= ε00 = 1. These basis vectors are all independent of

integration constant.

On UL, define

b̄0A ≜ dξA
dx0

, b̄00 ≜ dξ0
dx0

, c̄0M ≜ dxM
dξ0

, c̄00 ≜ dx0
dξ0

,

ε̄0M ≜ dxM
dx0

= b̄00c̄
0
M = b̄0Ac̄

A
M , δ̄0A ≜ dξ̄A

dξ̄0
= c̄00b̄

0
A = c̄0M b̄

M
A .
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They determine smooth functions on the entire evolution path L:B̄
0
A : L→ R, p 7→ B̄0

A(p) ≜ (b̄f(p))
0
A(p)

C̄0
M : L→ R, p 7→ C̄0

M (p) ≜ (c̄f(p))
0
M (p)

,

B̄
0
0 : L→ R, p 7→ B̄0

0(p) ≜ (b̄f(p))
0
0(p)

C̄0
0 : L→ R, p 7→ C̄0

0 (p) ≜ (c̄f(p))
0
0(p)

.

For convenience, if no confusion, still using notations ε̄ and δ̄, there are smooth functions:

ε̄0M ≜ B̄0
0C̄

0
M = B̄0

AC̄
A
M , δ̄0A ≜ C̄0

0 B̄
0
A = C̄0

M B̄
M
A .

Remark 2.4.3.3. On UL, the following equations hold:

ε̄0Mε
M
0 =

dxM
dx0

dxM

dx0
=
dξ0dξ0

dξ0dξ0
= 1, δ̄0Aδ

A
0 =

dξA
dξ0

dξA

dξ0
=
dx0dx0

dx0dx0
= 1.

Proposition 2.4.3.1. (Evolution lemma). Let there be an evolution path L on manifoldM . ∀wM ∂
∂xM , w̄M

∂
∂xM

∈

Γ (T (M)), ∀w0 d
dx0 , w̄0

d
dx0
∈ Γ (T (L)), ∀wMdxM , w̄MdxM ∈ Γ (T ∗(M)), and ∀w0dx

0, w̄0dx0 ∈ Γ (T ∗(L)),

the following conclusions hold:wM
∂

∂xM
∼= w0 d

dx0
⇔ wM = w0εM0

wMdx
M ' w0dx

0 ⇔ εM0 wM = w0

,

w̄M
∂

∂xM
∼= w̄0

d

dx0
⇔ w̄M = w̄0ε̄

0
M

w̄MdxM ' w̄0dx0 ⇔ ε̄0M w̄
M = w̄0

.

Proof. The following locally discussion can also be applied on the entire manifold.

1. Consider the case that basis vectors are dxM and ∂
∂xM .

For tangent vector,

π∗

(
d

dx0

)
=
dxM

dx0
∂

∂xM
⇔ dxM

dx0
∂

∂xM
∼=

d

dx0
⇔ εM0

∂

∂xM
∼=

d

dx0
⇔ w0εM0

∂

∂xM
∼= w0 d

dx0
.

Because the tangent mapping is an injection, then

wM
∂

∂xM
∼= w0 d

dx0
⇔ wM = w0εM0 .

For cotangent vector, dxM ' εM0 dx0 ⇒ wMdx
M ' εM0 wMdx0, then wMdxM ' w0dx

0 ⇔ εM0 wM = w0.

2. Consider the case that basis vectors are dxM and ∂
∂xM

.

For tangent vector,

π∗

(
d

dx0

)
=
dxM
dx0

∂

∂xM
⇔ dxM

dx0

∂

∂xM
∼=

d

dx0
⇔ ε̄0M

∂

∂xM
∼=

d

dx0
⇔ w̄0ε̄

0
M

∂

∂xM
∼= w̄0

d

dx0
.

Because the tangent mapping is an injection, then

w̄M
∂

∂xM
∼= w̄0

d

dx0
⇔ w̄M = w̄0ε̄

0
M .

For cotangent vector, dxM ' ε̄0Mdx0 ⇒ w̄MdxM ' ε̄0M w̄
Mdx0, then w̄MdxM ' w̄0dx0 ⇔ ε̄0M w̄

M = w̄0.

□
Proposition 2.4.3.2. On the evolution path L, the following equations hold:

CM0 = δA0 C
M
A = εM0 C

0
0 , BA0 = εM0 B

A
M = δA0 B

0
0 , C̄0

M = δ̄0AC̄
A
M = ε̄0M C̄

0
0 , B̄0

A = δ̄0AB̄
0
0 = ε̄0M B̄

M
A .
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Proof. The differential rule of real function of several variables guarantees these equations are obviously

true on any neighborhood. This local conclusion can be applied on the entire evolution path L. □
Definition 2.4.3.4. The conclusions of Proposition 2.4.3.2 are called basis vector evolution equa-

tions of reference-system f on arbitrary evolution path of geometric manifold (M,f). Due to the expression

form of slack-tight, they are also called slack-tight evolution equations of f .

Discussion 2.4.3.2. According to the evolution lemma of Proposition 2.4.3.1 and the slack-tight evolu-

tion equations of Proposition 2.4.3.2 , on arbitrary evolution path of geometric manifold (M,f), the following

conclusions hold:CM0
∂

∂xM
∼= C0

0

d

dx0
=

d

dξ0
⇔ CM0 = C0

0ε
M
0

dξA = BAMdx
M ' BA0 dx0 ⇔ εM0 B

A
M = BA0

,

C̄0
M

∂

∂xM
∼= C̄0

0

d

dx0
=

d

dξ0
⇔ C̄0

M = C̄0
0 ε̄

0
M

dξA = B̄MA dxM ' B̄0
Adx0 ⇔ ε̄0M B̄

M
A = B̄0

A

,

BA0
∂

∂ξA
∼= B0

0

d

dξ0
=

d

dx0
⇔ BA0 = B0

0δ
A
0

dxM = CMA dξA ' CM0 dξ0 ⇔ δA0 C
M
A = CM0

,

B̄0
A

∂

∂ξA
∼= B̄0

0

d

dξ0
=

d

dx0
⇔ B̄0

A = B̄0
0 δ̄

0
A

dxM = C̄AMdξA ' C̄0
Mdξ0 ⇔ δ̄0AC̄

A
M = C̄0

M

.

So there is a definition as following.

Definition 2.4.3.5. The conclusions
dξA = BAMdx

M ' BA0 dx0

CM0
∂

∂xM
∼= C0

0

d

dx0
=

d

dξ0
,


dxM = CMA dξA ' CM0 dξ0

BA0
∂

∂ξA
∼= B0

0

d

dξ0
=

d

dx0

are called the basis vector form of evolution of reference-system f on arbitrary evolution path of geometric

manifold (M,f). They can also be equivalently expressed as
dξA = B̄MA dxM ' B̄0

Adx0

C̄0
M

∂

∂xM
∼= C̄0

0

d

dx0
=

d

dξ0

,


dxM = C̄AMdξA ' C̄0

Mdξ0

B̄0
A

∂

∂ξA
∼= B̄0

0

d

dξ0
=

d

dx0

.

2.4.4 Metric form of evolution

Definition 2.4.4.1. On neighborhood UL, define

g00 ≜ dx0
dx0

= b00b
0
0, g00 ≜ dx0

dx0
= c00c

0
0, h00 ≜ dξ0

dξ0
= c00c

0
0, h00 ≜ dξ0

dξ0
= b00b

0
0.

They determine the following smooth functions on evolution path L in the way of Definition 2.2.8.4 :

G00 ≜ B0
0B

0
0 , G00 ≜ C0

0C
0
0 , H00 ≜ C0

0C
0
0 , H00 ≜ B0

0B
0
0 .

Proposition 2.4.4.1. On evolution path L, the following equations hold:

d

dx0
= G00 d

dx0
,

d

dξ0
= H00 d

dξ0
.

Proof. At any point, tangent vector d
dx0

is expanded as d
dx0

= X d
dx0 about basis d

dx0 , and tangent vector
d
dξ0

is expanded as d
dξ0

= Y d
dξ0 about basis d

dξ0 .〈
d

dx0
, dx0

〉
= 1⇔

〈
X

d

dx0
, g00dx

0

〉
= 1⇔ Xg00 = 1⇔ X =

1

g00
= g00 ⇒ d

dx0
= g00

d

dx0
,
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〈
d

dξ0
, dξ0

〉
= 1⇔

〈
Y

d

dξ0
, h00dξ

0

〉
= 1⇔ Y h00 = 1⇔ Y =

1

h00
= h00 ⇒ d

dξ0
= h00

d

dξ0
.

This local conclusion can be applied on the entire evolution path, so d
dx0

= G00 d
dx0 and d

dξ0
= H00 d

dξ0 hold

on L. □
Proposition 2.4.4.2. On evolution path L, the following equations hold:

H00 = HABδ
A
0 δ

B
0 , G00 = GMNε

M
0 ε

N
0 .

Proof. On a coordinate neighborhood UL of any point on L,
hABδ

A
0 δ

B
0 = εMNc

M
A c

N
B δ

A
0 δ

B
0 = εMN

dxM

dξ0
dxN

dξ0
=
dx0

dξ0
dx0

dξ0
= h00

gMNε
M
0 ε

N
0 = δABb

A
Mb

B
Nε

M
0 ε

N
0 = δAB

dξA

dx0
dξB

dx0
=
dξ0

dx0
dξ0

dx0
= g00

.

So H00 = HABδ
A
0 δ

B
0 and G00 = GMNε

M
0 ε

N
0 hold on the entire evolution path L. □

Discussion 2.4.4.1. Due to Proposition 2.4.4.2 , GMNε
M
0 ε

N
0 = G00. And denote G0N ≜ GMNε

M
0 ,

GM0 ≜ GMNε
N
0 . According to Definition 2.4.3.2 , on evolution path L, tensor G = GMNdx

M ⊗ dxN has the

following homomorphisms of tensor products:

GMNdx
M ⊗ dxN ' G0Ndx

0 ⊗ dxN ' GM0dx
M ⊗ dx0 ' G00dx

0 ⊗ dx0.

Similarly, on L there exist the following homomorphisms of tensor products:

GMNdxM ⊗ dxN ' G0Ndx0 ⊗ dxN ' GM0dxM ⊗ dx0 ' G00dx0 ⊗ dx0,

HABdξ
A ⊗ dξB ' H0Bdξ

0 ⊗ dξB ' HA0dξ
A ⊗ dξ0 ' H00dξ

0 ⊗ dξ0,

HABdξA ⊗ dξB ' H0Bdξ0 ⊗ dξB ' HA0dξA ⊗ dξ0 ' H00dξ0 ⊗ dξ0.

Discussion 2.4.4.2. In a word, the homomorphisms of covariant metric tensors alway exist. However,

generally, the below equivalences of contravariant tensors do not exist:

XMN ∂

∂xM
⊗ ∂

∂xN
∼= XM0 ∂

∂xM
⊗ d

dx0
∼= X0N d

dx0
⊗ ∂

∂xN
∼= X00 d

dx0
⊗ d

dx0
.

It is because on a neighborhood of any point on L, when D > 1, xMN cannot be expressed as the form like

yεM0 ε
N
0 . Otherwise, let xMN = yεM0 ε

N
0 , then:

dxMdx
M = xMNdxMdxN = (yεM0 ε

N
0 )dxMdxN = y

dxMdxMdx
NdxN

dx0dx0
= yg00dxMdx

M ⇒ y =
1

g00
= g00,

D = xMNxMN = (yεM0 ε
N
0 )gMN = y(gMNε

M
0 ε

N
0 ) = yg00 ⇒ y =

D

g00
= Dg00,

which contradict with each other. In the same way, the following equivalences of tensors do not exist:

XMN
∂

∂xM
⊗ ∂

∂xN
∼= X0N

d

dx0
⊗ ∂

∂xN
∼= XM0

∂

∂xM
⊗ d

dx0
∼= X00

d

dx0
⊗ d

dx0
,

Y AB
∂

∂ξA
⊗ ∂

∂ξB
∼= Y A0 ∂

∂ξA
⊗ d

dξ0
∼= Y 0B d

dξ0
⊗ ∂

∂ξB
∼= Y 00 d

dξ0
⊗ d

dξ0
,
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YAB
∂

∂ξA
⊗ ∂

∂ξB
∼= Y0B

d

dξ0
⊗ ∂

∂ξB
∼= YA0

∂

∂ξA
⊗ d

dξ0
∼= Y00

d

dξ0
⊗ d

dξ0
.

Remark 2.4.4.1. It has been seen that although metric tensors G and X have relations GMN = XMN

and GMN = XMN and metric tensors H and Y have relations HAB = YAB and HAB = Y AB , if considering

the evolution induced by the regular embedding of evolution path, tensors G and H have better properties

than tensors X and Y . Therefore, the evolutions of only G and H, instead of X and Y , will be used in the

following sections.

Definition 2.4.4.2. The homomorphisms

GMNdx
M ⊗ dxN ' G0Ndx

0 ⊗ dxN ' GM0dx
M ⊗ dx0 ' G00dx

0 ⊗ dx0

HABdξ
A ⊗ dξB ' H0Bdξ

0 ⊗ dξB ' HA0dξ
A ⊗ dξ0 ' H00dξ

0 ⊗ dξ0

are called the metric form of evolution of reference-system f on arbitrary evolution path of geometric

manifold (M,f).

2.4.5 Definition of actual evolution

Definition 2.4.5.1. Let Vn be the set of all sections of n-order tensor bundle generated by tangent

bundle T (M) and cotangent bundle T ∗(M). ∀T ≜ t••{ ∂
∂x• ⊗ dx•} ∈ Vn, the absolute differential of T is

DT ≜ Dt•• ⊗ {
∂

∂x•
⊗ dx•} ≜ t••;Qdx

Q ⊗ { ∂

∂x•
⊗ dx•}.

On evolution path L, tL•
• ≜ π ◦ t•• is a smooth real function induced by regular embedding π. Define

TL ≜ tL
•
•{

∂

∂x•
⊗ dx•},

tL
•
•;0 ≜ t••;P

dxP

dx0
,

DLTL ≜ DLtL
•
• ⊗ {

∂

∂x•
⊗ dx•} ≜ tL

•
•;0dx

0 ⊗ { ∂

∂x•
⊗ dx•}.

Define operators

∇ : Vn → Vn+1, T 7→ ∇T ≜
〈

∂

∂xP
∂

∂xP
, DT

〉
≜ t••;P

∂

∂xP
⊗ { ∂

∂x•
⊗ dx•},

∇L : Vn → Γ (T (L))⊗ Vn, TL 7→ ∇LTL ≜
〈

d

dx0
d

dx0
, DLTL

〉
≜ tL

•
•;0

d

dx0
⊗ { ∂

∂x•
⊗ dx•}.

(18)

They are uniformly called the (absolute) gradient operators about connection D on manifold M . ∇T

and ∇LTL are uniformly called the (absolute) gradient of tensor T , where

∇t•• ≜ t••;P
∂

∂xP
, ∇LtL•

• ≜ tL
•
•;0

d

dx0

are uniformly called the (absolute) gradient direction of components of tensor T.
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Specially, for a smooth function as a zero-order tensor on M , the definition of gradient operator degen-

erates into

∇ : C∞(M)→ Γ (T (M)), f 7→ ∇f ≜
〈

∂

∂xP
∂

∂xP
, df

〉
≜ ∂f

∂xP

∂

∂xP
=

∂f

∂xP
∂

∂xP
,

∇L : C∞(L)→ Γ (T (L)), fL 7→ ∇LfL ≜
〈

d

dx0
d

dx0
, dfL

〉
≜ dfL
dx0

d

dx0
=
dfL
dx0

d

dx0
,

where ∇f and ∇LfL are uniformly called the gradient direction of smooth function f .

Remark 2.4.5.1. The gradient operator is a universal geometric property on geometric manifold.

Remark 2.4.5.2. According to evolution lemma, the homomorphism of cotangent vector field

Dt•• ≜ t••;P dx
P ' tL•

•;0dx
0 ≜ DLtL

•
•

holds. Further more, the homomorphism of tensor product

DT ≜ Dt•• ⊗ {
∂

∂x•
⊗ dx•} ' DLtL

•
• ⊗ {

∂

∂x•
⊗ dx•} ≜ DLTL

holds. Specially, for the smooth function as a zero-order tensor, the homomorphism df ' dfL holds.

It is especially significant that the following propositions hold.

Proposition 2.4.5.1. ∀T ∈ Vn, T ≜ t••{ ∂
∂x• ⊗ dx•}. Let L be an evolution path on any orbit of the

one-parameter group of diffeomorphisms determined by smooth gradient field t••;M
∂

∂xM
on manifold. The

following equivalence of tensor products holds on L necessarily:

∇T ≜ t••;M
∂

∂xM
⊗ { ∂

∂x•
⊗ dx•} ∼= tL

•
•;0

d

dx0
⊗ { ∂

∂x•
⊗ dx•} ≜ ∇LTL,

denoted by ∇ ∼= ∇L, where tL•
• ≜ π ◦ t••.

Proof. Because the tangent mapping is an injection, tangent vector field t••;M ∂
∂xM

∈ Γ (T (M)) uniquely

corresponds to a tangent vector field X d
dx0
∈ Γ (T (L)) such that

t••;M
∂

∂xM
∼= X

d

dx0
.

According to the evolution lemma,

t••;M = X
dxM
dx0

∣∣∣∣
L

, dxM ' dxM

dx0

∣∣∣∣
L

dx0.

So there is a homomorphism

t••;Mdx
M ' X dxM

dx0

∣∣∣∣
L

dxM

dx0

∣∣∣∣
L

dx0.

According to Definition 2.4.2.1 , the coordinate mapping induced by the regular embedding satisfies

(dξ0)2 =
D∑
A=1

(dξA)2, further more, which is dx0dx0 = dxMdx
M on evolution path L. Substitute it into the

above homomorphism, then t••;MdxM ' Xdx0. Due to the evolution lemma, X = t••;M
dxM

dx0 = tL
•
•;0. □

Proposition 2.4.5.2. For any smooth real function f on manifold M , let L be an evolution path on

any orbit of the one-parameter group of diffeomorphisms determined by smooth gradient field ∂f
∂xM

∂
∂xM

on

manifold. The following equivalence of tensor products holds on L necessarily:

∇f ≜ ∂f

∂xM
∂

∂xM
∼=
dfL
dx0

d

dx0
≜ ∇LfL,
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where fL ≜ π ◦ f .

Proof. This is a special case of Proposition 2.4.5.1 , so it holds obviously. □
Definition 2.4.5.2. (Actual evolution). The gradient operator is called the actual evolution on

manifold. A gradient direction is called an actual evolution direction. A gradient direction field is called

an actual evolution direction field. An evolution path on gradient line is called an actual evolution
path.

Proposition 2.4.5.3. (Actual evolution theorem).
(1) ∀T ≜ t••{ ∂

∂x• ⊗ dx•} ∈ Vn, equations t••;M = tL
•
•;0ε̄

0
M and t•;M• = tL

•;0
• εM0 hold on manifold M if and

only if their evolution direction field is the actual evolution direction field of t••.

(2) For any smooth real function f , equations ∂f
∂xM = df

dx0
dxM

dx0
and ∂f

∂xM
= df

dx0

dxM

dx0 hold on manifold M

if and only if their evolution direction field is the actual evolution direction field of f .

Proof. (1) is a direct corollary of the evolution lemma and Proposition 2.4.5.1 . (2) is a special case of

(1), and also is a direct corollary of the evolution lemma and Proposition 2.4.5.2 . □
Definition 2.4.5.3. (Actual evolution equation). Equation

t••;M = tL
•
•;0ε̄

0
M or t•;M• = tL

•;0
• εM0

is called the actual evolution equation of t••. Equation
∂f

∂xM
=

df

dx0
dxM
dx0

or ∂f

∂xM
=

df

dx0

dxM

dx0

is called the actual evolution equation of f .

Abstractly, in Proposition 2.4.5.1 , the equivalence of gradient operator ∇ ∼= ∇L induced by the regular

embedding is called the most general actual evolution equation.
Remark 2.4.5.3. The actual evolution direction field always satisfies{

DT ' DLTL

∇T ∼= ∇LTL

, (19)

or written as 
t••;Qdx

Q ' t••;0dx0

t••;Q
∂

∂xQ
∼= t••;0

d

dx0

. (20)

Noticed that for any smooth tensor product U ≜ u••Q{ ∂
∂x• ⊗ dx•} ⊗ dxQ, system of 1-order nonhomo-

geneous linear equations t••;Q = u••Q about t•• always has a solution, thus U can necessarily determine an

actual evolution direction field ∇t•• satisfying
u••Qdx

Q ' u••0dx0

u••Q
∂

∂xQ
∼= u••0

d

dx0

. (21)

Say that the actual evolution direction field u••Q ∂
∂xQ

or u••0 d
dx0

is determined by evolution form u••Qdx
Q

of tensor product U .

Remark 2.4.5.4. Now that the concepts about actual evolution have strict definitions, next it may be

discussed that what more we can say about actual evolution. In fact, for any universal geometric property
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defined in form of tensor product on geometric manifold, including smooth function as zero-order tensor, its

actual evolution may anyway be discussed.

In order to better connect with the traditional theory, only two important cases will be discussed about

their actual evolutions in this paper. The one is the actual evolution of potential field of reference-system

itself. The other is the case that the general charge of one reference-system evolves in another reference-

system.

2.4.6 Actual evolution of potential field of reference-system

Definition 2.4.6.1. Let there be an evolution of reference-system f in reference-system g, namely

(U, ξA)
f(p)←−−− (U, xM )

g(p)−−→ (U, ζA). In the same coordinate frame (U, xM ), if not specified in the follow-

ing sections, the notations here will always be adopted.

(1) Colon ”:” is used to express the absolute derivative about connection ΛMNP of f on geometric manifold

(M,f), and semicolon ”;” is used to express the absolute derivative about connection ΓMNP of g on geometric

manifold (M, g), such as

uQ:P =
∂uQ

∂xP
+ uHΛQHP ,

and

uQ;P =
∂uQ

∂xP
+ uHΓQHP .

A connection is also called a potential field, or potential for short.
(2) The notation

KM
NPQ ≜

∂ΛMNQ
∂xP

− ∂ΛMNP
∂xQ

+ ΛHNQΛ
M
HP − ΛHNPΛMHQ

is used to express the coefficients of Riemannian curvature of reference-system f , and the notation

RMNPQ ≜
∂ΓMNQ
∂xP

− ∂ΓMNP
∂xQ

+ ΓHNQΓ
M
HP − ΓHNPΓMHQ

is used to express the coefficients of Riemannian curvature of reference-system g.

(3) The values of indices of internal space and external space in this section are according to Definition

6.1.1.1 .

Discussion 2.4.6.1. In order to describe the intrinsic geometry of gauge field, ΛMNP can be either the

Levi-Civita connection or the simple connection in Definition 2.2.9.2 . For describing intrinsic geometry, the

effectivenesses of them are the same and the simple connection just reflects some more bending properties.

In order to connect the form of traditional gauge theory, here let ΛMNP and ΓMNP be simple connections.

Moreover, for reference-system f , the Riemannian curvature tensor satisfies

KM
NPQ = ΛMNQ:P − ΛMNP :Q,

and its absolute divergence about index P is

KM
NPQ

:P
= ΛMNQ:P

:P − ΛMNP :Q

:P −KM
HPQΛ

HP
N .
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According to Remark 2.4.5.3 , suppose d
dx0

is along the actual evolution direction determined by curvature

divergence form KM
NPQ

:P
dxQ, that means

KM
NPQ

:P
dxQ ' ρMN0dx

0

KM
NPQ

:P ∂

∂xQ
∼= ρMN0

d

dx0

(22)

holds, where

ρMN0 ≜ KM
NPQ

:P
εQ0 . (23)

Now according to the evolution lemma in Proposition 2.4.3.1 , we get the actual evolution equation

KM
NPQ

:P
= ρMN0ε̄

0
Q.

Denote

jMNQ ≜ ρMN0ε̄
0
Q, (24)

the actual evolution equation becomes

KM
NPQ

:P
= jMNQ. (25)

Due to the above discussion or according to the actual evolution theorem in Proposition 2.4.5.3 , the following

proposition is directly deduced.

Proposition 2.4.6.1. (General gauge field evolution theorem). The evolution equation KM
NPQ

:P
=

jMNQ holds on M if and only if its evolution direction field is the actual evolution direction field determined

by form KM
NPQ

:P
dxQ.

Definition 2.4.6.2. KM
NPQ

:P
= jMNQ is called the general Yang-Mills field equation of reference-

system f .

Definition 2.4.6.3. Except ρMN0, there are ρM0
N ≜ G00ρMN0, ρMN0 ≜ GMM ′ρM

′

N0 and ρMN
0 ≜ G00ρMN0.

Each of them is called a general charge (density field), or charge for short. If no confusion, they are

denoted by ρMN or ρMN , or simply denoted by ρ for convenience.

2.4.7 Actual evolution of general charge of reference-system

Discussion 2.4.7.1. In order to better connect with the traditional theory, when discussing the acutal

evolution of general charge of f evolving on geometric manifold (M, g), without loss of generality, only the

case of charge tensor F0 ≜ ρMN
0dxM ⊗ dxN will be considered, and ρMN

0 is denoted by ρMN simply.

Definition 2.4.7.1. On manifold M , suppose reference-system f evolves in reference-system g, namely

(U, ξA)
f(p)←−−− (U, xM )

g(p)−−→ (U, ζA).

On geometric manifold (M, g), the absolute differential of tensor F0 is defined as DF0 ≜ ρMN ;Rdx
R ⊗

dxM ⊗ dxN , where D is the simple connection of g. Denote DρMN ≜ ρMN ;Rdx
R and call it the charge

differential form of f evolving on (M, g).

Discussion 2.4.7.2. On (M, g), the absolute gradient of tensor F0 is ∇F0 ≜ ρMN ;R
∂
∂xR
⊗ dxM ⊗ dxN .

Then the absolute gradient direction ∇ρMN ≜ ρMN ;R
∂
∂xR

is the actual evolution direction of ρMN of f

evolving in g.
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According to Definition 2.4.3.1 , on the actual evolution path L through any point p on (M, g), the charge

ρMN has the following homomorphism and equivalence induced by regular embedding π : L→M ,
DρMN ≜ ρMN ;Rdx

R ' ρMN ;0dx
0 ≜ DLρMN ,

∇ρMN ≜ ρMN ;R
∂

∂xR
∼= ρMN ;0

d

dx0
≜ ∇LρMN ,

due to which, we get Proposition 2.4.7.1 .

Definition 2.4.7.2. Formulas 
ρMN ;Rdx

R ' ρMN ;0dx
0

ρMN ;R
∂

∂xR
∼= ρMN ;0

d

dx0

(26)

or ρMN
;RdxR ' ρMN

;0dx0

ρMN
;R ∂

∂xR
∼= ρMN

;0 d

dx0

(27)

are called the actual evolution equation of ρMN evolving in g, or called the charge evolution equation.

Proposition 2.4.7.1. (General charge evolution theorem). The charge evolution equation holds if

and only if its evolution direction field is the actual evolution direction field of the charge.

Remark 2.4.7.1. According to Definition 2.4.5.2 , the actual evolution is a universal geometric property

on geometric manifold. Due to the principle of universal relativity, the concept of actual evolution can be used

to cognized an ontological universal physical property, which can be understood as the objective universal

evolution of physical reality.

Like the viewpoint of section 2.2.9.1 that the origins and essences of time and space are the same, in

the next section it will be seen that for the energy, mass, momentum, kinetic energy and potential energy,

their origins and essences can also be regarded as the same. For example, the classical rest-mass is actually

the total energy-momentum in direction of internal space. The strict connotations of these concepts will be

described by the definitions of the next section.

2.4.8 Energy-momentum equation

Definition 2.4.8.1. For the evolution of reference-system f in reference-system g, the concepts about

energy and momentum of general charge can be defined. For convenience, omitting some index notations,

ρMN is denoted by ρ.

(1) E0 ≜ ρ;0 ≜ ρ;Rε̄0R and E0 ≜ ρ;0 ≜ ρ;Rε
R
0 are called the energy (density) of charge ρ evolving in g, or

called total energy, total momentum, total mass, total kinetic energy or total energy-momentum.

These terminologies are used to refer to the same concept. They are no difference essentially.

(2) pR ≜ ρ;R and pR ≜ ρ;R are called the momentum (density) of charge ρ evolving in g, or called

kinetic energy, energy or energy-momentum.

(3) H0 ≜ dρ
dx0

and H0 ≜ dρ
dx0 are called the canonical energy (density) of charge ρ evolving in g, or

called canonical total momentum, canonical total kinetic energy, etc.
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(4) PR ≜ ∂ρ
∂xR

and PR ≜ ∂ρ
∂xR are called the canonical momentum (density) of charge ρ evolving in

g, or called canonical kinetic energy, etc.
(5) V 0 ≜ E0 −H0 and V0 ≜ E0 −H0 are called the scalar potential energy (density) of interaction,

or called field action kinetic energy.
(6) V R ≜ pR−PR and VR ≜ pR−PR are called the vector potential energy (density) of interaction,

or called field action momentum.

Proposition 2.4.8.1. If and only if the evolution direction of ρ evolving in g is the actural evolution

direction, equation

E0E
0 = pRp

R

holds.

Proof. With the concepts of energy and momentum, the actual evolution equation of charge ρ can be

expressed as 
E0dx

0 ' pRdxR

E0
d

dx0
∼= pR

∂

∂xR

,

E
0dx0 ' pRdxR

E0 d

dx0
∼= pR

∂

∂xR

. (28)

The conjugation between the actual evolution direction and the charge differential form is the directional

derivative of ρ in the actual evolution direction, i.e.:

DLρ

dtLρ
≜
〈

d

dtLρ
, DLρ

〉
=

〈
d

dtρ
, Dρ

〉
≜ Dρ

dtρ
,

more explicitly, 〈
E0

d

dx0
, E0dx

0

〉
=

〈
pR

∂

∂xR
, pMdx

M

〉
,

which is G00E0E0 = GRMpRpM , i.e. E0E
0 = pRp

R. □
Definition 2.4.8.2. Equation

E0E
0 = pRp

R

is called the general energy-momentum equation of charge ρ of f evolving in g.

Remark 2.4.8.1. Specially, if g is a complete inertial reference-system defined later, the energy-momentum

equation becomes

E2
0 =

D∑
R=1

p2R

or

(E0)2 =

D∑
R=1

(pR)2.

Further more, the total energy-momentum in partial direction can be defined similarly, such as

Epartdx
(N) ≜

∑
m=i1,···ik;1⩽k⩽D

pmdx
m, E2

part ≜
∑

m=i1,···ik;1⩽k⩽D

p2m.

Proposition 2.4.8.2. The relations about energy-momentum of ρ

pR = E0 dx
R

dx0
, pR = E0

dxR
dx0

(29)
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hold if and only if the evolution direction of ρ is its actual evolution direction.

Proof. Starting from the equivalences pR ∂
∂xR
∼= E0 d

dx0 and pR ∂
∂xR

∼= E0
d
dx0

determined by the actual

evolution, according to the evolution lemma, pR = E0 dxR

dx0 and pR = E0
dxR

dx0
are deduced immediately. □

Remark 2.4.8.2. This proposition can also be regarded as a corollary of the actual evolution theorem

in Proposition 2.4.5.3 . In the actual evolution direction, the conclusion above is completely consistent with

the classical definition

p = mv

of momentum in traditional theory.

2.4.9 Conservation of energy-momentum of charge

This section will deduce the conservation of energy-momentum of charge by calculating step by step.

Definition 2.4.9.1. Denote
[ρΓG] ≜

∂ρ

∂xG
− ρ;G ≜ ∂ρMN

∂xG
− ρMN ;G = ρMHΓ

H
NG + ρHNΓ

H
MG,

[ρΓ0] ≜
dρ

dx0
− ρ;0 ≜ dρMN

dx0
− ρMN ;0 = ρMHΓ

H
N0 + ρHNΓ

H
M0,

[ρΓQ] ≜ GGQ[ρΓG],

[ρΓ 0] ≜ G00[ρΓ0],

therefore {
[ρΓG] = PG − pG,

[ρΓ0] = H0 − E0 ,

[ρΓG] = PG − pG,

[ρΓ 0] = H0 − E0 .

And denote 
[ρBPQ] ≜ ρMH

(
∂ΓHNQ
∂xP

− ∂ΓHNP
∂xQ

)
+ ρHN

(
∂ΓHMQ

∂xP
− ∂ΓHMP

∂xQ

)
,

[ρRPQ] ≜ ρMHR
H
NPQ + ρHNR

H
MPQ,

then denote [ρFPQ] ≜
∂[ρΓQ]

∂xP
− ∂[ρΓP ]

∂xQ
,

[ρEPQ] ≜ [ρΓQ];P − [ρΓP ];Q.

Proposition 2.4.9.1. The following two equations hold:

(1)[ρFPQ] = [ρEPQ];

(2)[ρFPQ]− [ρBPQ] =
(
ρMH,PΓ

H
NQ − ρMH,QΓ

H
NP

)
+
(
ρHN,PΓ

H
MQ − ρHN,QΓHMP

)
.

Proof.

[ρEPQ] = [ρΓQ];P − [ρΓP ];Q

=
(
ρMHΓ

H
NQ + ρHNΓ

H
MQ

)
;P
−
(
ρMHΓ

H
NP + ρHNΓ

H
MP

)
;Q

=
(
ρMHΓ

H
NQ

)
;P

+
(
ρHNΓ

H
MQ

)
;P
−
(
ρMHΓ

H
NP

)
;Q
−
(
ρHNΓ

H
MP

)
;Q

= ρMH;PΓ
H
NQ + ρMHΓ

H
NQ;P

+ ρHN ;PΓ
H
MQ + ρHNΓ

H
MQ;P

− ρMH;QΓ
H
NP − ρMHΓ

H
NP ;Q − ρHN ;QΓ

H
MP − ρHNΓHMP ;Q
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= ρMH

(
ΓHNQ;P

− ΓHNP ;Q

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q

)
+
(
ρMH;PΓ

H
NQ − ρMH;QΓ

H
NP

)
+
(
ρHN ;PΓ

H
MQ − ρHN ;QΓ

H
MP

)
= ρMH

(
ΓHNQ;P

− ΓHNP ;Q

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q

)
+
((
ρMH,P − ρMGΓ

G
HP − ρGHΓGMP

)
ΓHNQ −

(
ρMH,Q − ρMGΓ

G
HQ − ρGHΓGMQ

)
ΓHNP

)
+
((
ρHN,P − ρHGΓGNP − ρGNΓGHP

)
ΓHMQ −

(
ρHN,Q − ρHGΓGNQ − ρGNΓGHQ

)
ΓHMP

)
= ρMH

(
ΓHNQ;P

− ΓHNP ;Q

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q

)
+
(
ρMH,PΓ

H
NQ + ρHN,PΓ

H
MQ

)
−
(
ρMH,QΓ

H
NP + ρHN,QΓ

H
MP

)
+
((
−ρMGΓ

G
HP − ρGHΓGMP

)
ΓHNQ −

(
−ρMGΓ

G
HQ − ρGHΓGMQ

)
ΓHNP

)
+
((
−ρHGΓGNP − ρGNΓGHP

)
ΓHMQ −

(
−ρHGΓGNQ − ρGNΓGHQ

)
ΓHMP

)
= ρMH

(
ΓHNQ;P

− ΓHNP ;Q

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q

)
+
(
ρMH,PΓ

H
NQ + ρHN,PΓ

H
MQ

)
−
(
ρMH,QΓ

H
NP + ρHN,QΓ

H
MP

)
+
((
−ρMGΓ

G
HPΓ

H
NQ − ρGHΓGMPΓ

H
NQ

)
−
(
−ρMGΓ

G
HQΓ

H
NP − ρGHΓGMQΓ

H
NP

))
+
((
−ρHGΓGNPΓHMQ − ρGNΓGHPΓHMQ

)
−
(
−ρHGΓGNQΓHMP − ρGNΓGHQΓHMP

))
= ρMH

(
ΓHNQ;P

− ΓHNP ;Q

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q

)
+
(
ρMH,PΓ

H
NQ + ρHN,PΓ

H
MQ

)
−
(
ρMH,QΓ

H
NP + ρHN,QΓ

H
MP

)
−
(
ρMGΓ

G
HPΓ

H
NQ − ρMGΓ

G
HQΓ

H
NP

)
−
(
ρGHΓ

G
MPΓ

H
NQ − ρGHΓGMQΓ

H
NP

)
−
(
ρHGΓ

G
NPΓ

H
MQ − ρHGΓGNQΓHMP

)
−
(
ρGNΓ

G
HPΓ

H
MQ − ρGNΓGHQΓHMP

)
= ρMH

(
ΓHNQ;P

− ΓHNP ;Q

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q

)
+
(
ρMH,PΓ

H
NQ + ρHN,PΓ

H
MQ

)
−
(
ρMH,QΓ

H
NP + ρHN,QΓ

H
MP

)
−
(
ρMGΓ

G
HPΓ

H
NQ − ρMGΓ

G
HQΓ

H
NP

)
−
(
ρGNΓ

G
HPΓ

H
MQ − ρGNΓGHQΓHMP

)
= ρMH

(
ΓHNQ;P

− ΓHNP ;Q

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q

)
+
(
ρMH,PΓ

H
NQ + ρHN,PΓ

H
MQ

)
−
(
ρMH,QΓ

H
NP + ρHN,QΓ

H
MP

)
−
(
ρMHΓ

H
GPΓ

G
NQ − ρMHΓ

H
GQΓ

G
NP

)
−
(
ρHNΓ

H
GPΓ

G
MQ − ρHNΓHGQΓGMP

)
=
(
ρMH,PΓ

H
NQ + ρHN,PΓ

H
MQ

)
−
(
ρMH,QΓ

H
NP + ρHN,QΓ

H
MP

)
+ ρMH

(
ΓHNQ;P

− ΓHNP ;Q + ΓHGQΓ
G
NP − ΓHGPΓGNQ

)
+ ρHN

(
ΓHMQ;P

− ΓHMP ;Q + ΓHGQΓ
G
MP − ΓHGPΓGMQ

)
=
(
ρMH,PΓ

H
NQ + ρHN,PΓ

H
MQ

)
−
(
ρMH,QΓ

H
NP + ρHN,QΓ

H
MP

)
+ ρMH

(
∂ΓHNQ
∂xP

− ∂ΓHNP
∂xQ

)
+ ρHN

(
∂ΓHMQ

∂xP
− ∂ΓHMP

∂xQ

)

=
(
ρMH,PΓ

H
NQ − ρMH,QΓ

H
NP

)
+
(
ρHN,PΓ

H
MQ − ρHN,QΓHMP

)
+ ρMH

(
∂ΓHNQ
∂xP

− ∂ΓHNP
∂xQ

)
+ ρHN

(
∂ΓHMQ

∂xP
− ∂ΓHMP

∂xQ

)
=
(
ρMH,PΓ

H
NQ − ρMH,QΓ

H
NP

)
+
(
ρHN,PΓ

H
MQ − ρHN,QΓHMP

)
+ [ρBPQ]

=

(
ρMH,PΓ

H
NQ + ρMH

∂ΓHNQ
∂xP

)
+

(
ρHN,PΓ

H
MQ + ρHN

∂ΓHMQ

∂xP

)

−
(
ρMH,QΓ

H
NP + ρMH

∂ΓHNP
∂xQ

)
−
(
ρHN,QΓ

H
MP + ρHN

∂ΓHMP

∂xQ

)
=
∂
(
ρMHΓ

H
NQ

)
∂xP

+
∂
(
ρHNΓ

H
MQ

)
∂xP

−
∂
(
ρMHΓ

H
NP

)
∂xQ

−
∂
(
ρHNΓ

H
MP

)
∂xQ

=
∂

∂xP
(
ρMHΓ

H
NQ + ρHNΓ

H
MQ

)
− ∂

∂xQ
(
ρMHΓ

H
NP + ρHNΓ

H
MP

)
=
∂[ρΓQ]

∂xP
− ∂[ρΓP ]

∂xQ
= [ρFPQ]. □
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Proposition 2.4.9.2. The following two equations hold:

(1)
∂pP
∂xQ

− ∂pQ
∂xP

− [ρFPQ] = 0;

(2)
dpP
dx0
− ∂E0

∂xP
+ pQ

∂εQ0
∂xP

− [ρFPQ]ε
Q
0 = 0.

Proof. Accoring to Definition 2.4.8.1 ,

∂PP
∂xQ

− ∂PQ
∂xP

= 0⇔ ∂pP
∂xQ

− ∂pQ
∂xP

+
∂[ρΓP ]

∂xQ
− ∂[ρΓQ]

∂xP
= 0⇔ ∂pP

∂xQ
− ∂pQ
∂xP

− [ρFPQ] = 0.

The cotangent mapping π∗ induced by the regular embedding of evolution path maps

∂pP
∂xQ

dxQ − ∂pQ
∂xP

dxQ − [ρFPQ]dx
Q

to the evolution path:

π∗ :
∂pP
∂xQ

dxQ 7→ ∂pP
∂xQ

dxQ

dx0
dx0 =

dpP
dx0

dx0,

π∗ :
∂pQ
∂xP

dxQ 7→ ∂pQ
∂xP

dxQ

dx0
dx0 =

∂
(
pQ

dxQ

dx0

)
∂xP

dx0 − pQ
∂

∂xP

(
dxQ

dx0

)
dx0 =

∂E0

∂xP
dx0 − pQ

∂εQ0
∂xP

dx0,

π∗ : [ρFPQ]dx
Q 7→ [ρFPQ]

dxQ

dx0
dx0 = [ρFPQ]ε

Q
0 dx

0.

Then
dpP
dx0

dx0 − ∂E0

∂xP
dx0 + pQ

∂εQ0
∂xP

dx0 − [ρFPQ]ε
Q
0 dx

0 = 0,

finally
dpP
dx0
− ∂E0

∂xP
+ pQ

∂εQ0
∂xP

− [ρFPQ]ε
Q
0 = 0. □

Proposition 2.4.9.3. With torsion-free connection, the following two equations hold:

(1)pP ;Q − pQ;P − [ρBPQ] = 0;

(2)pP ;0 − E0;P + pQε
Q
0;P − [ρBPQ]ε

Q
0 = 0.

Proof. According to equation (2) of Proposition 2.4.9.2 , ∂pP
∂xQ − ∂pQ

∂xP − [ρFPQ] = 0. Substitute equation

(2) of Proposition 2.4.9.1 into this equation, then we get

∂pP
∂xQ

− ∂pQ
∂xP

−
(
ρMH,PΓ

H
NQ − ρMH,QΓ

H
NP

)
−
(
ρHN,PΓ

H
MQ − ρHN,QΓHMP

)
= [ρBPQ]

⇔ ∂ρMN ;P

∂xQ
− ∂ρMN ;Q

∂xP
−
(
ρMH,PΓ

H
NQ − ρMH,QΓ

H
NP

)
−
(
ρHN,PΓ

H
MQ − ρHN,QΓHMP

)
= [ρBPQ]

⇔
(
∂ρMN ;P

∂xQ
− ρMH,PΓ

H
NQ − ρHN,PΓHMQ

)
−
(
∂ρMN ;Q

∂xP
− ρMH,QΓ

H
NP − ρHN,QΓHMP

)
= [ρBPQ]

⇔
(
∂ρMN ;P

∂xQ
− ρMH,PΓ

H
NQ − ρHN,PΓHMQ − ρMN ;HΓ

H
PQ

)
−
(
∂ρMN ;Q

∂xP
− ρMH,QΓ

H
NP − ρHN,QΓHMP − ρMN ;HΓ

H
QP

)
+ ρMN ;H

(
ΓHPQ − ΓHQP

)
= [ρBPQ]

⇔ ρMN ;P ;Q − ρMN ;Q;P = [ρBPQ]

⇔ pP ;Q − pQ;P − [ρBPQ] = 0.



48 Zhao-Hui Man

The cotangent mapping π∗ induced by the regular embedding of evolution path maps

pP ;Qdx
Q − pQ;P dx

Q − [ρBPQ]dx
Q

to the evolution path:

π∗ : pP ;Qdx
Q 7→ pP ;Q

dxQ

dx0
dx0 = pP ;0dx

0,

π∗ : pQ;P dx
Q 7→ pQ;P

dxQ

dx0
dx0 =

((
pQ

dxQ

dx0

)
;P

− pQ
(
dxQ

dx0

)
;P

)
dx0 = E0;P dx

0 − pQεQ0;P dx
0,

π∗ : [ρBPQ]dx
Q 7→ [ρBPQ]

dxQ

dx0
dx0 = [ρBPQ]ε

Q
0 dx

0.

Then

pP ;0dx
0 − E0;P dx

0 + pQε
Q
0;P dx

0 − [ρBPQ]ε
Q
0 dx

0 = 0,

finally

pP ;0 − E0;P + pQε
Q
0;P − [ρBPQ]ε

Q
0 = 0. □

Proposition 2.4.9.4. With torsion-free connection, the following three equations hold:

(1)pP ;Q − pQ;P − [ρRPQ] = 0;

(2)pP ;0 − E0;P + pQε
Q
0;P − [ρRPQ]ε

Q
0 = 0; .

(3)[ρBPQ] = [ρRPQ].

Proof. The covariant derivative of pP ≜ ρ;P ≜ ρMN ;P = ρMN,P − ρMHΓ
H
NP − ρHNΓHMP is:

pP ;Q = ρMN ;P ;Q = ρMN ;P,Q − ρMH;PΓ
H
NQ − ρHN ;PΓ

H
MQ − ρMN ;HΓ

H
PQ,

pQ;P = ρMN ;Q;P = ρMN ;Q,P − ρMH;QΓ
H
NP − ρHN ;QΓ

H
MP − ρMN ;HΓ

H
QP .

Substract them:

pP ;Q − pQ;P

=
(
ρMN ;P,Q − ρMH;PΓ

H
NQ − ρHN ;PΓ

H
MQ − ρMN ;HΓ

H
PQ

)
−
(
ρMN ;Q,P − ρMH;QΓ

H
NP − ρHN ;QΓ

H
MP − ρMN ;HΓ

H
QP

)
= (ρMN ;P,Q − ρMN ;Q,P ) +

(
ρMH;QΓ

H
NP − ρMH;PΓ

H
NQ

)
+
(
ρHN ;QΓ

H
MP − ρHN ;PΓ

H
MQ

)
+
(
ρMN ;HΓ

H
QP − ρMN ;HΓ

H
PQ

)
= (ρMN ;P,Q − ρMN ;Q,P ) +

(
ρMH;QΓ

H
NP − ρMH;PΓ

H
NQ

)
+
(
ρHN ;QΓ

H
MP − ρHN ;PΓ

H
MQ

)
=
(
ρMN,P − ρMHΓ

H
NP − ρHNΓHMP

)
,Q
−
(
ρMN,Q − ρMHΓ

H
NQ − ρHNΓHMQ

)
,P

+
(
ρMH,Q − ρMGΓ

G
HQ − ρGHΓGMQ

)
ΓHNP −

(
ρMH,P − ρMGΓ

G
HP − ρGHΓGMP

)
ΓHNQ

+
(
ρHN,Q − ρHGΓGNQ − ρGNΓGHQ

)
ΓHMP −

(
ρHN,P − ρHGΓGNP − ρGNΓGHP

)
ΓHMQ

=
((
ρMHΓ

H
NQ

)
,P

+
(
ρHNΓ

H
MQ

)
,P

)
−
((
ρMHΓ

H
NP

)
,Q

+
(
ρHNΓ

H
MP

)
,Q

)
+
(
ρMH,Q − ρMGΓ

G
HQ − ρGHΓGMQ

)
ΓHNP −

(
ρMH,P − ρMGΓ

G
HP − ρGHΓGMP

)
ΓHNQ

+
(
ρHN,Q − ρHGΓGNQ − ρGNΓGHQ

)
ΓHMP −

(
ρHN,P − ρHGΓGNP − ρGNΓGHP

)
ΓHMQ
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=
(
ρMH,PΓ

H
NQ + ρMHΓ

H
NQ,P + ρHN,PΓ

H
MQ + ρHNΓ

H
MQ,P

)
−
(
ρMH,QΓ

H
NP + ρMHΓ

H
NP,Q + ρHN,QΓ

H
MP

+ρHNΓ
H
MP,Q

)
+
(
ρMH,QΓ

H
NP − ρMGΓ

G
HQΓ

H
NP − ρGHΓGMQΓ

H
NP

)
−
(
ρMH,PΓ

H
NQ − ρMGΓ

G
HPΓ

H
NQ − ρGHΓGMPΓ

H
NQ

)
+
(
ρHN,QΓ

H
MP − ρHGΓGNQΓHMP − ρGNΓGHQΓHMP

)
−
(
ρHN,PΓ

H
MQ − ρHGΓGNPΓHMQ − ρGNΓGHPΓHMQ

)
=
(
ρMHΓ

H
NQ,P + ρHNΓ

H
MQ,P

)
−
(
ρMHΓ

H
NP,Q + ρHNΓ

H
MP,Q

)
+
(
−ρMGΓ

G
HQΓ

H
NP − ρGHΓGMQΓ

H
NP

)
−
(
−ρMGΓ

G
HPΓ

H
NQ − ρGHΓGMPΓ

H
NQ

)
+
(
−ρHGΓGNQΓHMP − ρGNΓGHQΓHMP

)
−
(
−ρHGΓGNPΓHMQ − ρGNΓGHPΓHMQ

)
=
(
ρMHΓ

H
NQ,P + ρHNΓ

H
MQ,P

)
−
(
ρMHΓ

H
NP,Q + ρHNΓ

H
MP,Q

)
+
(
−ρMHΓ

H
GQΓ

G
NP − ρGHΓGMQΓ

H
NP

)
−
(
−ρMHΓ

H
GPΓ

G
NQ − ρGHΓGMPΓ

H
NQ

)
+
(
−ρGHΓHNQΓGMP − ρHNΓHGQΓGMP

)
−
(
−ρGHΓHNPΓGMQ − ρHNΓHGPΓGMQ

)
= ρMH(ΓHNQ,P − ΓHNP,Q + ΓHGPΓ

G
NQ − ΓHGQΓGNP ) + ρHN (ΓHMQ,P − ΓHMP,Q + ΓHGPΓ

G
MQ − ΓHGQΓGMP )

= ρMHR
H
NPQ + ρHNR

H
MPQ = [ρRPQ].

That is pP ;Q−pQ;P−[ρRPQ] = 0. And compare it with equation (1) of Proposition 2.4.9.3 , then [ρBPQ] =

[ρRPQ] is obtained. Finally, due to equation (2) of Proposition 2.4.9.3 , pP ;0−E0;P +pQε
Q
0;P − [ρRPQ]ε

Q
0 = 0

holds. □
Definition 2.4.9.2. Equations

dpP
dx0
− ∂E0

∂xP
+ pQ

∂εQ0
∂xP

− [ρFPQ]ε
Q
0 = 0 (30)

and

pP ;0 − E0;P + pQε
Q
0;P − [ρRPQ]ε

Q
0 = 0 (31)

are called the conservation of energy-momentum of charge ρ of f evolving in g.

Remark 2.4.9.1. For the way of consideration of conserved quantity in this paper, see Remark 2.4.11.1

.

Definition 2.4.9.3. Formula

FP ≜ dpP
dx0

=
∂E0

∂xP
− pQ

∂εQ0
∂xP

+ [ρFPQ]ε
Q
0 (32)

is called the interaction force (density) on charge ρ. Formula

fP ≜ pP ;0 = E0;P − pQεQ0;P + [ρRPQ]ε
Q
0 (33)

is called the absolute interaction force (density) on charge ρ. These two formulas are uniformly called

the general Lorentz force equations.
Remark 2.4.9.2. Lorentz force equation has a status as principle in traditional theory, but there is no

need to have such a principle in the theory of this paper, because it automatically holds due to the definition

of energy-momentum. Further more, it will transition to the traditional form on the following conditions.

Definition 2.4.9.4. The following two conditions are uniformly called the traditional standard con-
ditions.
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(1) dE0 = 0 is called the constant mass condition.

(2) ΓMN0 ≜ ΓMNP ε
P
0 = 0 is called the canonical mass condition.

Remark 2.4.9.3. �A few explanations for traditional standard conditions are given below.

1. Constant mass condition. In the Minkowski coordinate frame defined in section 6.1.3.1 , the

evolution parameter x0 becomes x̃τ , and the constant mass condition is correspondingly re-defined to dm̃τ =

0, where m̃τ is the rest-mass. This fits in with the physical intuition of mass point model of traditional

theory.

Now return to the general coordinate frame, according to Proposition 2.4.13.1 , on the constant mass

condition dE0 = 0, the actual evolution path of ρ is a geodesic line on (M, g), so the geodesic equations(
dxM

dx0

)
;N

= 0,

(
dxM
dx0

);N

= 0

hold. That is to say that on the constant mass condition, the motion of ρ in potential field ΓMNP is equivalent

to a free motion of ρ on geometric manifold (M, g).

2. Canonical mass condition. In the Minkowski coordinate frame, the canonical mass condition will

be re-defined to Γ̃µντ ≜ Γ̃µνρε̃
ρ
τ = 0.

(1) Take the electrodynamics for example. With natural units, the canonical energy-momentums of electric

charged particle are

H = E + qφ, PPP = ppp+ qAAA.

Noticed that there is no concept of canonical mass M̃τ in traditional theory. If defining

Ãτ ≜ φγ +AAA · uuu, M̃τ ≜ m̃τ + qÃτ ,

the canonical mass condition is actually

φγ +AAA · uuu = 0, M̃τ = m̃τ ,

which can be understood as that when a charge ρ evolves in an electromagnetic potential field (φ,AAA), the

energy-momentum flow of (φ,AAA) contributes just to the energy and momentum of ρ, but nothing to the

rest-mass of ρ. This does fit in with the traditional physical intuition.

Based on the above reason and the following two reasons, at least it can be considered that the traditional

theory regards M̃τ and m̃τ as the same by default.

(2) In the Minkowski coordinate frame, it will be seen later that the canonical mass condition which

makes M̃τ = m̃τ hold is the premise of the Legendre transformation and Euler-Lagrange equation remaining

their traditional forms.

(3) In the general coordinate frame, on the constant mass condition and the canonical mass condition,

the following conclusions hold.

∂

∂xN

(
dxM

dx0

)
= 0,

∂

∂xN

(
dxM
dx0

)
= 0, DE0 = 0,
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which make the general Lorentz force equation simplified toFP ≜ dpP
dx0

= [ρFPQ]ε
Q
0 ,

fP ≜ pP ;0 = [ρRPQ]ε
Q
0 .

.

In the Minkowski coordinate form defined later, it will be re-expressed as the traditional forms of Lorentz

force equation: F̃ρ ≜
dp̃ρ
dx̃τ

= [ρ̃F̃ρσ]ε̃
σ
τ ,

f̃ρ ≜ p̃ρ;τ = [ρ̃R̃ρσ]ε̃
σ
τ .

.

In a word, the two conditions in Definition 2.4.9.4 is necessary for the general theoretical form of this

paper to transition to the traditional theoretical form.

2.4.10 Conservation of energy-momentum flow of potential field

Discussion 2.4.10.1. If there exists a symmetric tensor YMP the divergence of which satisfies

YMP
;M = −G00(E0;P − pQεQ0;P + [ρRPQ]ε

Q
0 ),

then

pP
;0 = −YMP

;M .

Definition 2.4.10.1. YMP is called the energy-momentum flow of potential field of reference-

system g. pP ;0 = −YMP
;M is called the conservation of energy-momentum flow of potential field of

g.

2.4.11 Conservation of total energy-momentum flow

Definition 2.4.11.1. WMN ≜ E0
dxM

dx0

dxN

dx0
is called the energy-momentum flow of ρ, or called the

energy-momentum tensor of ρ.

Discussion 2.4.11.1. In the actual evolution direction of ρ, consider

WMN = E0
dxM
dx0

dxN
dx0

=
dxM
dx0

pN ,

then

WMN
;M =

(
dxM
dx0

pN

);M

= pN
;M dxM

dx0
= pN

;0 = −YMN
;M ,

thus

(WMN + YMN )
;M

= 0.

Denote TMN ≜WMN + YMN , then

TMN
;M = 0.
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Definition 2.4.11.2. TMN is called the total energy-momentum flow of the actual evolution of ρ of f

evolving in g, and also called the total energy-momentum tensor. TMN
;M = 0 is called the conservation

of total energy-momentum flow.

Remark 2.4.11.1. A conserved quantity is a geometric property. The most general abstract theory about

conserved quantity is the Neother theorem, which relies on a concept of action defined by an abstract way.

When the connotations of the functions in the abstract expression of action have no concrete construction,

the Neother theorem would never tell us the concrete connotations of those conserved quantities determined

by the action. One of the important purposes of this paper is exactly to solve the problem of the absence of

concrete connotation, by the way of constructive definition.

From this perspective, the Neother theorem does not meet the needs of this paper. In other words, it is

not enough to just content with the abstract way like the traditional theory to research conserved quantities.

Therefore, as a supplement to traditional theory, in this paper, Definition 2.4.8.1 and Definition 2.4.9.2

and so on do not consider conserved quantities in the abstract way, but based on the concept of reference-

system, directly construct concrete connotations for the specific conserved quantities, then prove these con-

crete connotations make the conservations hold automatically.

The significance of the concrete connotations of these concepts is no less than the significance of the

abstract summary of Neother theorem. They are two sides of the same thing.

2.4.12 General gravitational field equation

Discussion 2.4.12.1. Consider the actual evolution of reference-system f in reference-system g.

(1) Let C(x)MN be a 0-order or 2-order symmetric tensor satisfying C(x)MN
;M = 0 only depending on g.

Different tensors are distinguished by index (x). For any (x), let c(x) ∈ R is a constant, then(∑
x

c(x)C(x)MN

);M

= 0,

where the summation traverses all the 0-order or 2-order symmetric tensors with zero divergence depending

only on g.

(2) Let T(ρ)MN
;M = 0 be the conservation of total energy-momentum flow of charge ρ of f . Different

charges are distinguished by index (ρ). For any (ρ), let c(ρ) ∈ R is a constant, then(∑
ρ

c(ρ)T(ρ)MN

);M

= 0,

where the summation traverses all the total energy-momentum tensors determined by various indices of

charge ρ ≜ ρPQ.

Therefore, ∀c(x), c(ρ) ∈ R, (∑
x

c(x)C(x)MN +
∑
ρ

c(ρ)T(ρ)MN

);M

= 0.
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If the ergodic ranges of the summations are sufficiently large, it is deduced directly that∑
x

c(x)C(x)MN +
∑
ρ

c(ρ)T(ρ)MN = 0.

Definition 2.4.12.1. Equation
∑
x
c(x)C(x)MN +

∑
ρ
c(ρ)T(ρ)MN = 0 is called the general gravitational

field equation of the actual evolution of reference-system f in reference-sytem g, where the dimensions

among various terms are harmonized by constants c(x), c(ρ).

2.4.13 Evolution quantity

Suppose charge ρ of f evolves in g. On manifold M take a as the start point and b as the end point of

an evolution path. Let L be the set of all evolution paths from a to b.

Definition 2.4.13.1. Let dx0 be the time metric and satisfies ta ≜ x0(a) < x0(b) ≜ tb. ∀Lρ ∈ L, denote

sρW (Lρ) ≜
∫
Lρ

Dρ =

∫ tb

ta

E0dx
0 =

∫ tb

ta

pRdx
R =

∫ tb

ta

WMN
dxM

dx0
dxN

dx0
dx0,

The functional sρW (Lρ) about path Lρ is called the general evolution quantity (density functional)
of ρ evolving along path Lρ.

Remark 2.4.13.1. In the Minkowski coordinate frame defined later, the evolution quantity will be

expressed in form of well-known action, for example, evolution quantity
∫ tb
ta
E0dx

0 will be re-defined to∫ τb
τa
m̃τdτ in the Minkowski coordinate frame. In the actual evolution direction, the integrand of evolution

quantity is a directional derivative in gradient direction, so the actual evolution path as the integral curve

of gradient directions should satisfy the following proposition. In addition, it will be seen later that for∫ τb
τa
m̃τdτ there is also a concept of gradient direction in the Minkowski coordinate frame. Thus, the least

action principle, which has a status as principle in traditional theory, becomes a theorem in this paper. First,

a proposition in general coordinate form is given as below.

Proposition 2.4.13.1. (General evolution quantity extreme value theorem). For the charge ρ of

f evolving in g, an evolution path Lρ is exactly the actual evolution path if and only if δsρW = 0.

Proof. Let the parameter equation of evolution path Lρ be

xR = xR(x0), ta ⩽ x0 ⩽ tb,

and let the parameter equation of evolution path Lρ + δLρ be

xR = xR(x0) + δxR(x0), ta ⩽ x0 ⩽ tb, δxR(ta) = δxR(tb) = 0.

Let the unit tangent vector of path Lρ at any x0 be

X ≜ π∗

(
d

dx0

)
≜ dxR

dx0

∣∣∣∣
x0

∂

∂xR
= εR0

(
x0
) ∂

∂xR
,

and let the unit tangent vector of path Lρ + δLρ be

X + δX ≜
d
(
xR + δxR

)
dx0

∣∣∣∣∣
x0

∂

∂xR
=

(
dxR

dx0
+ δ

dxR

dx0

)∣∣∣∣
x0

∂

∂xR
=
(
εR0
(
x0
)
+ δεR0

(
x0
)) ∂

∂xR
.
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Then consider the variation of sρW (Lρ) =
∫
Lρ
E0dx

0 =
∫
Lρ
pRε

R
0 dx

0.

∆sρW (Lρ) = ∆

∫
Lρ

pRε
R
0 dx

0 =

∫
Lρ+δLρ

pRε
R
0 dx

0 −
∫
Lρ

pRε
R
0 dx

0 =

∫
Lρ+δLρ

ρ;Rε
R
0 dx

0 −
∫
Lρ

ρ;Rε
R
0 dx

0

=

∫
Lρ+δLρ

〈X,Dρ〉 dx0 −
∫
Lρ

〈X,Dρ〉 dx0

=

∫ tb

ta

〈
X + δX,Dρ

(
xR + δxR

)〉
dx0 −

∫ tb

ta

〈
X,Dρ

(
xR
)〉
dx0

=

∫ tb

ta

〈
X + δX,Dρ(xR) +

∂Dρ(xR)

∂xM
δxM + o(δx)

〉
dx0 −

∫ tb

ta

〈
X,Dρ(xR)

〉
dx0

=

∫ tb

ta

(
〈X + δX,Dρ〉+

〈
X + δX,

∂Dρ

∂xM
δxM

〉)
dx0 −

∫ tb

ta

〈X,Dρ〉 dx0 + o (δx)

=

∫ tb

ta

(
〈δX,Dρ〉+

〈
X,

∂Dρ

∂xM
δxM

〉)
dx0 + o (δx)

=

∫ tb

ta

(〈δX,Dρ〉+ 〈X, δDρ〉) dx0 + o (δx)

=

∫ tb

ta

〈δX,Dρ〉 dx0+
∫ tb

ta

δDρ+ o (δx)

=

∫ tb

ta

〈δX,Dρ〉 dx0 + o (δx) .

Thus we get

δsρW =

∫ tb

ta

〈δX,Dρ〉 dx0.

When point b→ a, δdsρW = 〈δX,Dρ〉 dx0. The directional derivative 〈X,Dρ〉 = ρ;0 cos θ, where θ is the

included angle between the evolution direction X and the gradient direction. Take the directional variation,

〈δX,Dρ〉 = ρ;0δ cos θ = −ρ;0 sin θδθ.

Thus, the evolution quantity variation of ρ is

δdsρW = −ρ;0 sin θδθdx0.

For general ρ, δdsρW = 0 if and only if sin θ = 0, namely the evolution direction at this point is exactly the

actual evolution direction (take the positive direction without loss of generality).

Take integration from a to b, then δ
∫ tb
ta
dsρW = 0 if and only if the evolution direction at each point of

integral curve Lρ is the actual evolution direction of ρ. In other words, δsρW = 0 if and only if Lρ is the

actual evolution path of ρ. □
Remark 2.4.13.2. Compare the actual evolution equations of charge and potential field

pRdx
R ' E0dx

0,

pR
∂

∂xR
∼= E0

d

dx0
,


KM
NPQ

;P
dxQ ' ρMN0dx

0,

KM
NPQ

;P ∂

∂xQ
∼= ρMN0

d

dx0
,

due to the expression form of the evolution quantity

sρW =

∫
E0dx

0 =

∫
pRε

R
0 dx

0,
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one may naturally associate the definition of evolution quantity of the potential field with

sρY =

∫
ρMN0dx

0 =

∫
KM
NPQ

:P
εQ0 dx

0.

It is effective, because in the gradient direction d
dt determined by the above evolution equation according to

Remark 2.4.5.3 , δsρY = 0 holds necessarily, which describes the actual evolution of potential field of f (in

form of curvature divergence). Meanwhile it is remarkable that in the same direction d
dt , the form of sρY

satisfying δsρY = 0 is not unique.

Traditional theory has already told us that the forms of action (evolution quantity) can be diverse, and

different evolution quantities can be used to describe the same actual evolution. According to a concrete

Yang-Mills field equation determined by a concrete reference-system f , correspondingly, kinds of evolution

quantities sρY about potential fields ΛMNP and ΓMNP can anyway be constructed such that the Yang-Mills

field equation holds if and only if δsρY = 0 holds.

The feasibility of these constructions makes it sure that when sρ ≜ sρW +sρY is defined, no matter which

effective form of sρY is adopted, δsρ = 0 can always be used to uniformly express the actual evolutions of

both the charge and the potential field of f .

In addition, it has to be noticed that the effectiveness of the traditional action in the form that is similar

to ∑
m,n=r+1,··· ,D

1

4
Km
nPQK

mPQ
n

is due to some occasionality. It is because it actually should be strictly written as∑
m,n=r+1,··· ,D

1

4
Km
nPQR

mPQ
n ,

which is however not appropriate to be used to deduce the Yang-Mills field equation. This is a complicated

problem, which should be discussed in detail in further articles rather than here.

2.4.14 Evolution equations of quantum mechanics

Discussion 2.4.14.1. For any two smooth tangent vector fields X and Y on manifold M , let LY be

the Lie derivative operator induced by the one-parameter group of diffeomorphisms φY determined by Y .

According to a well-known theorem [9], Lie derivative equation [X,Y ] = LYX holds.

On one hand, suppose H is the unit tangent vector field along the actual evolution directions of ρ, and

φH is the one-parameter group of diffeomorphisms determined by H, and the the parameter of φH is x0. The

Lie derivative equation induced by φH is [X,H] = LHX. Lie derivative operator LH and tangent vector field
d
dx0 are both uniquely determined by H, so it can be denoted that d

dx0X ≜ LHX. Thus, the Lie derivative

equation becomes [X,H] = d
dx0X.

On the other hand, according to Remark 2.4.3.1 and the equivalence H ∼= HL induced by the regular

embedding of evolution path, for any smooth function f , equation 〈H, df〉 = 〈HL, dfL〉 holds. Notice that

HL and d
dx0 are the same, so Hf = d

dx0 fL holds.
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In a word, LH and HL are both uniquely determined by the actual evolution direction unit field H. Due

to the above discussion, the following proposition holds immediately.

Proposition 2.4.14.1. Let H be the actual evolution direction unit field, for any X and any f , equations

[X,H] =
d

dx0
X, Hf =

d

dx0
fL (34)

hold if and only if d
dx0 is the actual evolution direction unit field.

Definition 2.4.14.1. Equation [X,H] = d
dx0X is called the general Heisenberg equation. Equation

Hf = d
dx0 fL is called the general Schrödinger equation�

Discussion 2.4.14.2. Both the two equations describe the actual evolution. H can be defined as the

actual evolution direction determined not only by charge differential form Dρ like Discussion 2.4.14.1 , but

also by curvature divergence form RMNPQ
;P
dxQ, or even by any other differential form.

The actual evolution is a universal geometric property on geometric manifold, so these two equations are

applicable to arbitrary reference-system.

The essences of the quantum mechanics and the theory of this paper are the same. Both of them describe

the actual evolution, just expression forms have differences.

(1) Heisenberg’s matrix mechanics and Schrödinger’s wave mechanics are two analysis theories about

two mutual dual linear spaces. They describe the same actual evolution. However, the selection of mutual

dual spaces is not unique. In quantum mechanics they are abstract operator space and state space, and

in this paper they are concrete tangent bundle and cotangent bundle. The mutual transformation between

Lie derivative operator LH and tangent vector field HL represents the mutual transformation between two

pictures of mechanics. What remain unchanged during the transformation are their geometric properties. As

such a geometric property, the actual evolution direction field is the common meaning of different pictures

of mechanics.

(2) Notice that Definition 2.4.14.1 is not expressed in form of complex value. It is not important, because

what equations in form of complex value describe is none other than the actual evolution. So equations in

form of complex value necessarily can be deduced from a form of real value in a certain way, no matter for

wave function or for field function. Such as the concrete deductive process of complex-valued Schrödinger

equation of charge field function, see section 6.3.7.1 . It can be said that the value of a specific actual

evolution direction is determined by intrinsic geometry, and has nothing to do with the form of either

real value or complex value, the effects of which for describing intrinsic geometry are the same. During the

transformation between the two theoretical forms, what remain unchanged are their geometric properties. As

such a geometric property, the actual evolution direction field is the common meaning of different theoretical

forms of quantum mechanics.

In a word, there is no need to be constrained on theoretical forms, and the actual evolution is the very

essence should be grasped. Heisenberg equation and Schrödinger equation do not rely on complex form

essentially, and they hold not only in the quantum mechanics.
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The only necessity of using complex form is that it is most convenient for describing the coherent super-

position of propagator. However, it is a different problem with that of this section and it will be specifically

discussed in the next section. In order to achieve the purpose of clarifying concepts, it is beneficial to separate

the two equations here from the coherent superposition of propagators of the next section.

2.5 Measurement and evolution distribution

2.5.1 Definition of measurement

Definition 2.5.1.1. If reference-system f evolves in reference-system g, we say that g makes a mea-
surement of f .

Remark 2.5.1.1. For ontological measurement, there are usually two aspects to consider. One is to

measure the objective position, the other is to measure the objective evolution.

(1) The basic principle of theoretical physics tells us a physical reality is cognized by using a reference-

system, rather than using a point. That means it is hard to cognize the full picture of the objective positions

of physical reality by using the coordinate of a single point.

(2) Generally, an ontological measurement is always accomplished by the interaction of a physical reality

A on another physical reality B. Physical reality A is specific after all, the interaction of A on B is necessarily

inclined to a certain orientation, rather than omni-directional. That means it is hard to get a glimpse of the

full picture of the objective evolution of reality B by a single measurement.

In a word, the cognition will be more comprehensive to research the distribution of positions or distribu-

tion of evolution directions.

Remark 2.5.1.2. As Remark 2.4.5.4 said, for any universal geometric property ρ defined in form of

tensor on geometric manifold, its actual evolution can anyway be discussed. Similarly, for any universal

geometric property ρ, the distribution of its evolution can anyway be discussed.

(1) Intuitively, if g is a completely stationary reference-system defined later, the actual evolution direction

field of ρ of f distributes uniformly on the completely flat geometric manifold (M, g).

(2) If g is non-trivial, the potential field of g would effect the distribution of the actual evolution directions

of ρ of f , in other words, the shape of geometric manifold (M, g) would effect the distribution of the actual

evolution directions of ρ of f .

In order to describe the effects, it has significance to research this distribution, which will be discussed

in detail in the next section.

2.5.2 Constructions of propagator and wave function

Discussion 2.5.2.1. Abstractly, propagator is defined as the Green function of evolution equation. Con-

cretely, propagator still needs a constructive definition.
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One method is to construct with Feynman path integral
∫ xb

xa
eiSDx(t), which is expressed in form of

functional integral. However, until now the functional integral has strict definition only in some special

cases, and the strict definition in general case is still an unsolved problem.

This paper adopts another method to strictly construct propagator.

Definition 2.5.2.1. Let T be the set of all flat transformations of reference-system defined in section

2.2.2.3 . Any geometric property ρ determined by reference-system f is a universal geometric property on

geometric manifold (M, g). Let H be an actual evolution direction field of ρ on (M, g).

Let an element T ∈ T act on reference-system f , then it induces T∗ρ of Tf and the actual evolution

direction field T∗H of T∗ρ on (M, g). The set

|ρ| ≜ {ρT ≜ T∗ρ|T ∈ T},

which is determined by the kernal |f | of f , is called the kernal of ρ. The set

|H| ≜ {HT ≜ T∗H|T ∈ T}

is called the actual evolution direction field of |ρ| on (M, g).

Let φH be the one-parameter group of diffeomorphisms induced by H as a smooth tangent vector field

on M . ∀a ∈ M , the actual evolution path determined by H and starting from point a is denoted by φH,a.

Suppose a = φH,a(0), the set

φ|H|,a ≜ {φX,a|X ∈ |H|}

is called the actual evolution path of |ρ| starting from a. ∀t ∈ R+, the set

φ|H|,a(t) ≜ {φX,a(t)|X ∈ |H|}

is called the evolution image of point a at time t.

∀Ω ⊆ T, the set

|HΩ | ≜ {T∗H|T ∈ Ω}

is a subset of |H|, and the set

φ|HΩ |,a ≜ {φX,a|X ∈ |HΩ |}

is a subset of φ|H|,a. Correspondingly, ∀t ∈ R+, the evolution image

φ|HΩ |,a(t) ≜ {φH,a(t)|X ∈ |XΩ |}

of a at t is a subset of φ|H|,a(t).

∀a ∈M , the restrictions of |H| and |HΩ | at point a are respectively denoted by

|H(a)| ≜ {T∗H(a)|T ∈ T}, |HΩ(a)| ≜ {T∗H(a)|T ∈ Ω}.

Remark 2.5.2.1. When t = 0, intuitively, the actual evolution directions |H(a)| of |ρ| start from a and

point to all directions around a uniformly. Affected by the potential field of reference-system g, when they
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evolve to a certain t > 0, the distribution of the actual evolution directions on φ|H|,a(t) are no longer as

uniform as around a.

To exactly characterize this kind of uniformity provides a way of describing the effects of potential field.

The following definition is needed.

Definition 2.5.2.2. (Evolution distribution). Take the inverse transformation Fg−1 of g, we get a

trivial reference-system e ≜ Fg−1(g). Now (M, g) is transformed to a completely flat geometric manifold

(M, e). The actual evolution direction field |H| of |ρ| on (M, g) is transformed to an actual evolution direction

field |O| on (M, e). Correspondingly, φ|H|,a(t) is transformed to φ|O|,a(t). In a word, Fg−1 induces the following

two mappings:

g−1
∗ : |H| 7→ |O|, g−1

∗∗ : φ|H|,a 7→ φ|O|,a.

∀|HΩ | ⊆ |H|, denote

|OΩ | ≜ g−1
∗ (|HΩ |) ⊆ |O|, φ|OΩ |,a ≜ g−1

∗∗
(
φ|HΩ |,a

)
.

Further, ∀t ∈ R+, the measure P
(
φ|OΩ |,a (t)

)
= P

(
g−1
∗∗
(
φ|HΩ |,a (t)

))
of φ|OΩ |,a(t) is called the actual

evolution distribution of φ|HΩ |,a(t), or called the actual evolution distribution of |ρ| starting from a

along |HΩ | at time t, or called evolution distribution for short.

Due to T ∼= SL(D,R), for convenience, take Ω as a neighborhood of any element T ∈ SL(D,R). Now at

the start point a, |HΩ(a)| is called an evolution neighborhood of HT (a), and

|OΩ(a)| ≜ g−1
∗ (|HΩ(a)|)

is called an evolution neighborhood of

OT (a) ≜ g−1
∗ (HT (a)).

When the neighborhood Ω is sufficiently small, the evolution neighborhood |HΩ(a)| and |OΩ(a)| are both

sufficiently small, and ∀t ∈ R+ the sets φ|HΩ |,a(t) and φ|OΩ |,a(t) are also sufficiently small.

Concretely, when the neighborhood Ω approach to T , |HΩ | will approach to HT = lim
Ω→T

|HΩ |. Therefore,

the evolution neighborhood |HΩ(a)| at start point a will approach to the evolution direction HT (a) =

lim
Ω→T

|HΩ(a)|, and the set of evolution images φ|HΩ |,a(t) of a at time t will approach to a point

bT ≜ φHT ,a(t) = lim
|HΩ(a)|→HT (a)

φ|HΩ |,a(t)

on manifold M .

The limit

wa (bT ) ≜
dVOT

dVHT

≜ lim
Ω→T

P
(
φ|OΩ |,a (t)

)
P
(
φ|HΩ |,a (t)

) = lim
Ω→T

P
(
g−1
∗∗
(
φ|HΩ |,a (t)

))
P
(
φ|HΩ |,a (t)

) (35)

is called the actual evolution distribution density of |ρ| at point bT about the start point a, or called

the evolution distribution density for short.

Remark 2.5.2.2. Radon-Nikodym theorem [51] guarantees the existence of such a limit.

Remark 2.5.2.3. For any two points a and b on manifold M , we can anyway talk about the actual

evolution path of ρ from a to b. It is because even if the actual evolution path of ρ starting from a does
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not go through b, it only needs to properly adjust the initial momentum of ρ so that the path exactly goes

through b. This is the same way of consideration as traditional theory. Generally, it only needs to take a

flat transformation of reference-system defined in section 2.2.2.3 for f so that the purpose of adjusting

initial momentum can be achieved. During the transformation of initial momentum of ρ, the value of kernal

geometric property of f remains unchanged, so the geometric essences about the curved shape reflected by

ρ before and after the transformation are the same.

More strictly, according to Definition 2.5.2.1 , let |ρ| be the kernal of ρ. For any points a and b selected,

it is always meaningful to discuss the actual evolution path of |ρ| from a to b, because there certainly exists

an element ρ′ ∈ |ρ| such that a and b are exactly both on the actual evolution path L(b, a) of ρ′. Therefore,

it can be said broadly that L(b, a) is an actual evolution path of |ρ|.

If necessary, the connotation of ρ may be re-defined as ρ′, we can now talk about the actual evolution

path of ρ from a to b. However, usually it is not necessary to do so, because it is very convenient to discuss

by using the kernal |ρ|.

To say it informally, |ρ| enbodies the common essence of ρ and ρ′ in different motion directions. |ρ| can

be regarded as the particle ITSELF, and a particle |ρ| is respectively denoted by ρ and ρ′ in two different

directions. No matter how the motion direction changes, the particle as a motion subject is unique.

That is what geometry does. It can characterize the specific essence at a specific level. The kernal geometry

describes a particle at the level that is independent of overall directions.

Definition 2.5.2.3. (Evolutor). ∀a, b ∈ M , let L(b, a) be an actual evolution path of ρ from a to b on

(M, g), and wa(b) is the actual evolution distribution density at b about a on this path.

rL(b, a) ≜
√
wa(b)

is called the real-valued evolutor of ρ about L(b, a) on (M, g). Let sL(b, a) be the evolution quantity of

L(b, a).

RL(b, a) ≜ rL(b, a)e
isL(b,a)

is called the complex-valued evolutor about L(b, a), or called evolutor for short.

Remark 2.5.2.4. The definition here put the evolution quantity density sL(b, a) in the exponent. Tra-

ditional theory customarily put the volume integral SL(b, a) ≜
∫
sL(b, a)dV of evolution quantity density in

the exponent. It will be seen from section 6.3.7.1 that the ways of using SL(b, a) and using sL(b, a) have no

essential difference for describing the evolution. Therefore, in order to be consistent with traditional theory,

in the discussions of some following sections, RL(b, a) ≜ rL(b, a)e
iSL(b,a) will be used as evolutor indiscrimi-

nately. But in this section, in order to clarify the essential form of the theory, the evolutor is expressed by

using sL(b, a), rather that SL(b, a).

Remark 2.5.2.5. Feynman path integral takes the summation of all paths from a to b. It is difficult to

get a general and strict definition, and it is not necessary. Now all we have to do is to reduce the scope of
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summation to the set of all actual evolution paths from a to b. In some special case, the actual evolution

path of |ρ| from a to b is unique, such as the case of free particle, but in general case they are not unique.

Definition 2.5.2.4. (Propagator). Let L(b, a) be the set of all actual evolution paths of |ρ| from a to

b. ∀L(b, a) ∈ L(b, a), let RL(b, a) be the evolutor about L(b, a). Then

K(b, a) ≜
∑

L∈L(b,a)

RL(b, a) (36)

is called the propagator of |ρ| from a to b.

Remark 2.5.2.6. As the simplest example, consider the propagator of free particle.

On the completely flat geometric manifold (M, g), in the sense of Remark 2.5.2.1 , intuitively, the actual

evolution directions of |ρ| starting from a spread uniformly in all directions around a. No matter where b is,

the actual evolution distribution density wa(b) at b about a is identically equal to 1.

Then for a fixed b, take the actual evolution path L(b, a), the corresponding evolutor of ρ is RL(b, a) =

rL(b, a)e
isL(b,a) =

√
wa(b)e

isL(b,a) = eisL(b,a). Because |ρ| is a free particle, there is only one element in

L(b, a), which is L(b, a). So the propagator is K(b, a) = RL(b, a) = eisL(b,a).

Of course, it has not been normalized on the wavefront, otherwise there would be a coefficient of normal-

ization.

Remark 2.5.2.7. For the propagator of non-free particle, there may be multiple elements in L(b, a). Now

that the superposition of the evolutors about these different actual evolution paths has been defined, why

could it be in form of complex number?

That is because ρ is determined by the potential field of reference-system f . The wave of the potential

field of f determines the wave of ρ, and the coherent superposition of the potential field of f determines

the coherent superposition of ρ. We know any coherent superposition can be described in form of complex

number.

Concretely, the evolution distribution is determined by two aspects. (i) The shape of geometric manifold

(M, g) makes the evolution distribution of ρ deformed. (ii) The coherent superposition of the potential field

of f makes ρ itself changed, and finally effects the evolution distribution.

In order to understand conveniently, review the electromagnetic wave in Maxwell theory. Let an elec-

tromagnetic wave f propagates on geometric manifold (M, g). The propagation direction ccc of f and the

potential vector direction AAA of f are completely not the same thing. The wave direction is ccc, rather than AAA.

On (M, g), ccc determines an evolution path Lc. There is a phase difference of AAA between any two different

positions on Lc. This kind of phase difference can make AAA be coherently superposed and cause the coherent

superposition of the distribution of ccc. This is what the interference of light is.

From this analogy we may think that on (M, g), the actual evolution direction vvv of ρ and the potential

field direction ΛΛΛ of f are also not the same thing. On (M, g), vvv determines an evolution path Lv. If there

is a phase difference of the slack-tight of f between any two different positions on Lv, there is also a phase

difference of potential field ΛΛΛ. This kind of phase difference can make ΛΛΛ be coherently superposed and cause

the coherent superposition of the distribution of vvv. This is what the essence of quantum interference of ρ is.
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Traditional theory cannot clarify the origin of coherent superposition of particle. It is only considered

as a probability wave, obviously which is not enough. However, the above discussion clearly illustrates this

origin. The probability wave is not the most fundamental understanding about particle, and is not the only

way of description, because there are more fundamental |ρ| and the most fundamental f .

According to the general form of Fourier series, although the coherent superposition can be completely

described in form of real number, the expression form of complex number is also feasible and convenient.

This is the answer of the above question.

Definition 2.5.2.5. (Wave function). Let a be a point on geometric manifold (M, g). ∀a0 ∈M , d(a, a0)

is the geodesic distance between a0 and a. Denote Σa(a0) ≜ {q ∈M |d(a, q) = d(a, a0)}. Let (b0)
A
M be the

slack-tight of g at a0 and satisfy lim
d(a,a0)→∞

(b0)
A
M = δAM . If complex-valued function ψ :M → C satisfies both

the following two conditions, then ψ is called a wave function of actual evolution of ρ on (M, g).

(1) ∃r > 0 such that lim
d(a,a0)→r

ψ(a0) = c or lim
d(a,a0)→∞

ψ(a0) = c holds, where c is a constant.

(2) ∀a0, a ∈M ,

ψ(a) =

∫
Σa(a0)

K(a, q)ψ(q)dσq.

Remark 2.5.2.8. Propagator and wave function describes the distribution of the same actual evolution

directions in different ways, so their effectivenesses are the same.

Based on the above basic concepts and discussions related to propagator and wave function, it must be

able to expand the whole quantum mechanics and quantum field theory in the way of constructivity. Although

it may be formally a little different from traditional theory expressed in the way of abstraction, the essences

of them are the same. This paper only focuses on the theoretical foundation at the most basic level, and

the geometric viewpoints for further development have already been established in section 2.4.13.2 and

section 2.4.14.2 , so the construction in this paper about quantum theory stops here. Further development

and formal comparison need to be researched in other articles.

2.6 Summary of this section

This section mainly discusses the following contents.

1. An axiom is established for Hilbert’s 6th problem of theoretical physics.

2. Based on the concept of reference-system, Riemannian manifold is generalized to geometric manifold.

3. Based on the concept of reference-ssytem, the concept of intrinsic geometry is generalized.

4. The concept of simple connection, which can be used to describe some more bending properties of

manifold than Levi-Civita connectdion, is defined.

5. Those having a status as principle in traditional theory, such as Yang-Mills field equation, Lorentz

force equation, conservation law of energy-momentum, gravitational field equation, least action principle,

Schrödinger equation, Heisenberg equation, Dirac equation(see section 6.3.7.1 ), etc., become theorems that

automatically hold in the theory of this paper. The purpose of removing redundant principles and postulates

has been achieved.
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6. This section adopts the most general coordinate form, whose evolution parameter is time. In section

6.1.3.1 , the Minkowski coordinate will be constructed, whose evolution parameter is proper-time. It has to

be emphasized that no matter what coordinate forms are adopted, their geometric essences are the same,

and the physical properties described by them are also the same.

Based on the theoretical foundation established in this section, various kinds of concrete reference-systems

can be discussed in the following sections, which are used to cognize various matter-motions.

3 Trivial interaction and relative motion

Definition 3.1. On manifold M , if the slack-tights BAM and CMA of reference-system f are all constants

independent of positions, f is called a completely flat reference-system on M . Specially, if the metric

tensor satisfies orthogonal condition GMN = ∆ABB
A
MB

B
N = EMN , f is called a completely inertial

reference-system. More specially, if BAM = δAM and CMA = δMA , f is called a completely static reference-
system.

Discussion 3.1. Let f be a completely flat reference-system onM , g be an arbitrary reference-system on

M , and f evolves in g, i.e. ∀p ∈M �ψU (U)
f(p)←−−− φU (U)

g(p)−−→ ρU (U). And let the coordinate forms determined

by coordinate mappings ψ, φ, ρ are respectively dξA, dxM , dζA.

On a neighborhood U of point p on M , let the coordinate representation of local reference-system f(p) is

xM = cMA ξ
A+aM , where cMA and aM are all constant functions on U . And let the basis vector representation

of f is dξA = BAMdx
M and dxM = CMA dξA, where BAM and CMA are all constant functions on M .

Thus, the simple connection of f is ΛMNP = 0, and the curvature tensor is KM
NPQ = 0. The charge of f

evolving in g is ρMN = 0.

Discussion 3.2. Conversely, let f is an arbitrary reference-system, and g is a completely flat reference-

system. Similarly, consider the evolution of f in g. Then the simple connection of g is ΓMNP = 0. For any

charge ρ of f , the actual evolution direction of ρ on (M, g) is

d

dtρ
= ρ;R

d

dxR
=

(
dρ

dxR
+ [ρΓR]

)
d

dxR
=

dρ

dxR
d

dxR
.

That is to say, ρ moves freely in g, and there is no interaction.

Remark 3.1. According to the basic principle of theoretical physics, the completely flat reference-system

points to a physical reality. In fact, it is the physical reality in the ideal case of trivial relative motion and

no interaction. In ontology, trivial relative motion is the same thing as no interaction, they are both finally

cognized by using the uniform concept of completely flat reference-system in epistemology.



64 Zhao-Hui Man

4 Inversion interaction and relative motion

4.1 Coordinate inversion transformation

Remark 4.1.1. In this section, the index values of internal space and external space are taken according

to Definition 6.1.1.1 .

Definition 4.1.1. Suppose the coordinate representation of each local reference-system on M is ξA =

ξA(xM ) such that

(1) On the internal space N , the coordinate frame inheriting from M satisfies ξa = δamx
m;

(2) On the external space P , the coordinate frame inheriting from M satisfies ξs = −δsi xi.

The transformation of reference-system induced by such a reference-system is called the external space
coordinate inversion transformation on M , or the parity transformation, denoted by P .

Definition 4.1.2. Suppose the coordinate representation of each local reference-system on M is ξA =

ξA(xM ) such that

(1) On the internal space N , the coordinate frame inheriting from M satisfies ξa = −δamxm;

(2) On the external space P , the coordinate frame inheriting from M satisfies ξs = δsi x
i.

The transformation of reference-system induced by such a reference-system is called the internal space
coordinate inversion transformation on M , or the charge conjugate transformation, denoted by C.

Definition 4.1.3. Suppose the coordinate representation of each local reference-system on M is ξA =

−δAMxM , and the slack-tights satisfy BAM = −δAM . Then the transformation of reference-system induced by

such a reference-system is called the total space coordinate inversion transformation on M , denoted

by PC or CP .

4.2 Metric inversion transformation

According to the definition in section 2.2.9.1 , the positive or negative sign of metric is independent of

the sign of cooridnate. The time metric and the space metric may be either positive or negative. They reflect

two opposite directions of evolution.

Definition 4.2.1. Let N be a closed submanifold of M , and let its metric about submanifold be dx(N).

The transformation dx(N) → −dx(N) is called the space metric single inversion transformation on N ,

denoted by T (N)
0 .

Specially, when N =M , the transformation T (M)
0 : dx0 → −dx0 is called the total space metric single

inversion transformation, or time metric single inversion transformation, denoted by T0 for short.

Definition 4.2.2. Let N is a closed submanifold ofM . The set of all closed submanifolds of N is denoted

by B(N). For every B ∈ B(N), take a space metric single inversion transformation T (B)
0 : dx(B) → −dx(B)

on B, then the transformation

T (N) ≜
∏

B∈B(N)

T
(B)
0
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is called the space metric complete inversion transformation on N .

Specially, when N =M , T (M) is called the total space metric complete inversion transformation,
or time metric complete inversion transformation, or time inversion transforamtion for short,

denoted by T .

Remark 4.2.1. Consider in the premise that the positive and negative signs of all coordinates remain

unchanged.

(1) According to the definition, no matter metrics inverse or not, the signs of E0 and pR remain unchanged.

(2) A space metric single inversion transformation may change the sign of the specific term of evolution

quantity ds = E0dx
0 = pRdx

R about a certain value of index R.

(3) The time metric complete inversion transformation T changes the signs of all the terms of evolution

quantity, that is

E0dx
0 7→ −E0dx

0, pRdx
R 7→ −pRdxR.

So it is not difficult to understand that here is exactly the origin of the complex conjugate in the time

inversion transformation T of traditional theory.

4.3 Space-time inversion transformation

Definition 4.3.1. The joint transformation of total space coordinate inversion transformation CP and

total space metric complete inversion transformation T is called the space-time inversion transforma-
tion, denoted by CPT .

Remark 4.3.1. In the case where coordinates and metrics are all inversed, it is not difficult to understand

the intuitive meanings of well-known conclusions such as physical laws remain unchanged during CPT , there

is a difference of CPT between a particle field and its antiparticle field, etc.

5 Typical gauge interaction and relative motion

Section 2.2.1.3 has defined the concepts of general gauge field and tansformation of general gauge field.

Now some concepts related to typical gauge field have to be defined.

5.1 Typical gauge reference-system

Definition 5.1.1. Suppose each local coordinate representation of reference-system f on M is ξA =

ξA(xM ) such that

(1) the internal coordinates ξa satisfy ξa = ξa(xm);

(2) the external coordinates ξs satisfy ξs = δsi x
i.
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Such a reference-system f is called an internal gauge reference-system onM . The transformation Ff
induced by f is called an internal gauge transformation, or a gauge transformation of traditional
gauge field.

Definition 5.1.2. Suppose each local coordinate representation of reference-system f on M is ξA =

ξA(xM ) such that

(1) the internal coordinates ξa satisfy ξa = δamx
m;

(2) the external coordinates ξs satisfy ξs = ξs(xi).

Such a reference-system f is called an external gauge reference-system on M . The transformation

Ff induced by f is called an external gauge transformation.

Definition 5.1.3. Suppose each local coordinate representation of reference-system f on M is ξA =

ξA(xM ) such that

(1) the internal coordinates ξa satisfy ξa = ξa(xm);

(2) the external coordinates ξs satisfy ξs = ξs(xi).

Such a reference-system f is called a typical gauge reference-system on M . The transformation Ff
induced by f is called a typical gauge transformation.

5.2 Typical gauge field reference-system

Definition 5.2.1. Suppose each local coordinate representation of reference-system f on M is ξA =

ξA(xM ) such that

(1) the internal coordinates ξa satisfy ξa = ξa(xM );

(2) the external coordinates ξs satisfy ξs = ξs(xi).

Such a reference-system f is called a typical gauge field reference-system on M , or called a typical
gauge field for short. The transformation Ff induced by f is called a typical gauge field transformation,
or gauge transformation of traditional gravitational field.

Definition 5.2.2. A reference-system which satisfies the externally flat conditions CMs = δMs and

BAi = δAi is called an externally flat reference-system. A refernce-system which satisfies the internally
standard conditions Gmn = const, and Gmn = 0 when m 6= n, is called an internally standard
reference-system.

Remark 5.2.1. In ontology, the gauge fields and particles which are observed so far can be cognized by

using the typical gauge field reference-system such that: external space indices satisfy i, s = 1, 2, · · · , r and

internal space indices satisfy m, a = D− 4,D− 3,D− 2,D− 1,D, where r = 3 and D = 8.

In order to connect the standard model of traditional theory more clearly, when discussing concrete typical

gauge field reference-systems in section 6.4.3 and section 7.3.1 , the electromagnetic-weak interaction and

relative motion as well as the strong interaction and relative motion will be discussed respectively first, and

then the reference-system of electromagnetic-weak-strong unified field will be discussed, and the externally

flat conditions and internally standard conditions will always be adopted.
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Before that, we should strictly discuss the relation between general coordinate and classical spacetime

coordinate, as well as the classical expression forms of some important contents of section 1.2 .

6 Classical spacetime interaction and relative motion

6.1 Regular form of evolution of classical spacetime reference-system

6.1.1 Regular coordinate form

Definition 6.1.1.1. Consider the external space submanifold P and internal space submanifoldN defined

in Definition 2.3.2.2 , and their coordinate frames {ξs}{xi} and {ξa}{xm} inheriting from M .

For convenience, if there is no special declaration, the values of the internal space indices and the external

space indices are as following.

(1) The external space indices in coordinate frame (U, ξ) are s, t, u, v = 1, 2, · · · , r, and the external space

indices in coordinate frame (U, x) are i, j, k, l = 1, 2, · · · , r.

(2) The internal space indices in coordinate frame (U, ξ) are a, b, c, d = r+1, r+2, · · · ,D, and the internal

space indices in coordinate frame (U, x) are m,n, p, q = r + 1, r + 2, · · · ,D.

(3) The regular simplified indices in coordinate frame (U, ξ) are S, T, U, V = 1, 2, · · · , r, τ , and the regular

simplified indices in coordinate frame (U, x) are I, J,K,L = 1, 2, · · · , r, τ .

(4) For the definition of Minkowski indices, see Remark 6.2.1.1 .

Definition 6.1.1.2. On (M,f), if tangent vector

d

dt
≜ αA

∂

∂ξA
= βM

∂

∂xM

satisfies that components αa and βm about internal space indices are not all zero, such a d
dt is called an

internal-directed evolution direction. Let there be a smooth tangent vector field X on M . If ∀p ∈ M ,

X(p) is an internal-directed evolution direction, thenX is called an internal-directed evolution direction
field.

According to Definition 2.3.2.2 , let M = P ×N and P be the external space submanifold of M . ∀q ∈M ,

parameter equations xm = xmq (m = r+1, · · · ,D) can define a closed submanifold P ×{q} through q on M .

∀p ∈ P × {q}, the closed submanifold P × {q} can also be denoted by P × {p}.

Let φX :M×R→M be the one-parameter group of diffeomorphisms determined by an internal-directed

evolution direction field X on M . The restriction of φX on P × {p} is

φX |P×{p} : P × {p} × {t} 7→ P ′ × {p′},

where points p and p′ are on the same orbit Lp ≜ φX,p, and P × {p} and P × {p′} are both homeomorphic

to P . If not to distinguish P and P ′, we have

φX |P×{p} : P × {p} × R→ P × Lp.
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Then considering all of such {p} on the entire orbit Lp, we obtain a mapping

φX |P×Lp
: P × Lp × R→ P × Lp.

∀p ∈ P , Lp is homeomorphic to R, this is to say, each orbit Lp can be expressed as a parameter equation.

All of them can take the metric parameter x0 on M as their common parameter. Thus, for every orbits of

φX we obtain the following mapping:

φX |P×R : P × R× R→ P × R.

Denote M̃ ≜ P ×R. M̃ is called the classical spacetime submanifold of M along evolution direction

field X. Then

φX̃ ≜ φX |M̃ : M̃ × R→ M̃

constitutes a one-parameter group of diffeomorphisms on M̃ . Natually, φX̃ determines a smooth tangent

vector field X̃ on M̃ .

Accoring to the above construction, the tangent mapping

γ∗ : T (M̃)→ T (M), X̃ 7→ X

induced by regular embedding mapping γ : M̃ → M is an injection and generally not a surjection, so γ∗X̃

is a subset of X, and vectors in X̃ correspond one-to-one to vectors in the restriction of X on M̃ . For

convenience, on the classical spacetime submanifold M̃ , X and X̃ are usually not distinguished, which are

uniformly denoted by X.

Each evolution path L : T →M, t 7→ p determined by X on M induces an evolution path

L̃ = L ◦ γ−1 : T → M̃, t 7→ p

determined by X̃ on M̃ . Obviously, the image sets of L and L̃ are the same, i.e. L(T ) = L̃(T ). For convenience,

on the classical spacetime submanifold M̃ , usually L and L̃ are uniformly denoted by L.

It is seen that the classical spacetime submanifold M̃ is not independent of M , and determined by the

evolution direction field X on M . So a part of the properties on M can be expressed as properties on M̃ ,

anyway which is for only some properties on M , not all.

Now these properties should be researched on the classical spacetime submanifold M̃ . First, consider the

relationship between the parameter equations of L and L̃, and establish the coordinate representation of

classial spacetime reference-system.

Definition 6.1.1.3. Let d
dt ≜ X(p), and let Lp ∈ d

dt be an evolution path on orbit φX,p through p on M .

And the evolution direction at each point on Lp is an internal-directed evolution direction. Thus, about the

metric parameters ξτ and xτ on the internal space submanifold N , there is a kind of parameter equation of

L̃p: ξ
A = ξAτ (ξ

τ )

xM = xMτ (xτ )
.
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Substitute this parameter equation into the coordinate form of evolution in Definition 2.4.2.3 :ξ
A = ξA(xM ) = ξAL (x

0)

ξ0 = ξ0(x0)
,

x
M = xM (ξA) = xML (ξ0)

x0 = x0(ξ0)
,

then it is obtained thatξ
A = ξA

(
xk, xmτ (xτ )

)
= ξAL

(
x0
)

ξ0 = ξ0
(
x0
)

x
M = xM (ξu, ξaτ (ξ

τ )) = xML
(
ξ0
)

x0 = x0
(
ξ0
)

⇔


ξu = ξu

(
xk, xmτ (xτ )

)
= ξuL

(
x0
)

ξa = ξa
(
xk, xmτ (xτ )

)
= ξaL

(
x0
)

ξ0 = ξ0
(
x0
)


xk = xk (ξu, ξaτ (ξ

τ )) = xkL
(
ξ0
)

xm = xm (ξu, ξaτ (ξ
τ )) = xmL

(
ξ0
)

x0 = x0
(
ξ0
)

⇔


ξu = ξu

(
xk, xmτ (xτ )

)
= ξuL

(
x0
)

ξaτ (ξ
τ ) = ξa

(
xk, xmτ (xτ )

)
= ξaL

(
x0
)

ξ0 = ξ0
(
x0
)


xk = xk (ξu, ξaτ (ξ

τ )) = xkL
(
ξ0
)

xmτ (xτ ) = xm (ξu, ξaτ (ξ
τ )) = xmL

(
ξ0
)

x0 = x0
(
ξ0
)

⇔


ξu = ξu

(
xk, xmτ (xτ )

)
= ξuL

(
x0
)

ξτ = ξa ◦ (ξaτ )
−1 (

xk, xmτ (xτ )
)
= ξaL ◦ (ξaτ )

−1 (
x0
)

ξ0 = ξ0
(
x0
)


xk = xk (ξu, ξaτ (ξ

τ )) = xkL
(
ξ0
)

xτ = xm ◦ (xmτ )
−1

(ξu, ξaτ (ξ
τ )) = xmL ◦ (xmτ )

−1 (
ξ0
)

x0 = x0
(
ξ0
)

⇔


ξu = ξuτ

(
xk, xτ

)
= ξuL

(
x0
)

ξτ = ξτ
(
xk, xτ

)
= ξτL

(
x0
)

ξ0 = ξ0
(
x0
)


xk = xkτ (ξ

u, ξτ ) = xkL
(
ξ0
)

xτ = xτ (ξu, ξτ ) = xτL
(
ξ0
)

x0 = x0
(
ξ0
) .

Now these two systems of equations are called the regular simplified coordinate form of reference-
system and its evolution about proper-time parameter in direction d

dt , or regular simplified
coordinate form of evolution of reference-system. For convenience, they can also be called the regular
coordinate form for short. If no confusion, they are also be denoted by

ξu = ξu(xk, xτ ) = ξu(x0)

ξτ = ξτ (xk, xτ ) = ξτ (x0)

ξ0 = ξ0(x0)

,


xk = xk(ξu, ξτ ) = xk(ξ0)

xτ = xτ (ξu, ξτ ) = xτ (ξ0)

x0 = x0(ξ0)

, (37)

more concisely, denoted byξ
U = ξU (xK) = ξU (x0)

ξ0 = ξ0(x0)
,

ξ
U = ξU (xK) = ξU (x0)

ξ0 = ξ0(x0)
, (38)

where ξU = ξU (xK) and xK = xK(ξU ) are called the (local) classical spacetime reference-systems at

p, denoted by f(p) and f−1(p). The coordinate frames (Ũ , ξU ) and (Ũ , xK) on a neighborhood Ũ of point p

on M̃ are called two classical spacetime regular coordinate frames.
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According to Definition 2.2.1.1 , these local classical space time reference-systems f(p) constitute a

classical spacetime reference-system f on M̃ , and f can also be called a classical gravitational field
reference-system, or gravitational field for short.

Remark 6.1.1.1. Generally, the simplified coordinate representation of reference-system is not equivalent

to the original reference-system. It packs the properties of internal space of the original reference-system, so

it cannot reflect all the geometric details of internal space of the original reference-system.

6.1.2 Regular basis vector form

Definition 6.1.2.1. For a classical spacetime reference-system, the complete coordinate representationξ
A = ξA(xM )

xM = xM (ξA)

transitions to simplified coordinate representationξ
S = ξS(xI)

xI = xI(ξS)
.

Correspondingly, the basis vector representationdξ
A = bAMdx

M

dxM = cMA dξ
A
,


∂

∂ξA
= cMA

∂

∂xM

∂

∂xM
= bAM

∂

∂ξA

also transitions to dξ
S = bSI dx

I

dxI = cISdξ
S
,


∂

∂ξS
= cIS

∂

∂xI

∂

∂xI
= bSI

∂

∂ξS

,

where the internal space basis vectors are packed in the following way:
∂ξS

∂xτ
dxτ ' ∂ξS

∂xm
dxm

∂xI

∂ξτ
dξτ ' ∂xI

∂ξa
dξa

,


∂ξS
∂xτ

∂

∂xτ
∼=
∂xm

∂ξS
∂

∂xm

∂xI
∂ξτ

∂

∂ξτ
∼=
∂ξa

∂xI
∂

∂ξa

,

∂ξS

∂xτ , ∂x
I

∂ξτ ,
∂ξS
∂xτ

, ∂xI

∂ξτ
on M̃ and dξS

dxτ , dx
I

dξτ ,
dξS
dxτ

, dxI

dξτ
on the evolution path of internal space submanifold N of

M are equal respectively.

Similar to Definition 2.2.8.1 , there is a basis vector representation on M̃ :dξ
S = BSI dx

I

dxI = CISdξ
S
,


∂

∂ξS
= CIS

∂

∂xI

∂

∂xI
= BSI

∂

∂ξS

. (39)

By transplanting Definition 2.4.3.3 and Definition 2.4.3.5 , the regular basis vector form of evolution

of classical spacetime reference-system on M̃ can be defined as
dξS = BSI dx

I ' BS0 dx0

CI0
∂

∂xI
∼= C0

0

d

dx0
=

d

dξ0
,


dxI = CISdξ

S ' CI0dξ0

BS0
∂

∂ξS
∼= B0

0

d

dξ0
=

d

dx0
, (40)
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or as 
dξS = B̄ISdxI ' B̄0

Sdx0

C̄0
I

∂

∂xI
∼= C̄0

0

d

dx0
=

d

dξ0

,


dxI = C̄SI dξS ' C̄0

I dξ0

B̄0
S

∂

∂ξS
∼= B̄0

0

d

dξ0
=

d

dx0

. (41)

6.1.3 Regular metric form

The regular metric form can be directly transitioned from section 2.2.7.2 , which will not be discussed

repeatly. The concept of time metric in Definition 2.3.1.1 is expressed as the following form on classical

spacetime submanifold.

Definition 6.1.3.1. On a neighborhood Ũ of p on geometric manifold (M̃, f), similar to Definition

2.2.8.4 , the two coordinate frames (Ũ , ξS) and (Ũ , xI) of f(p) respectively interit Euclidian metric tensors

g ≜ δST dξ
S ⊗ dξT and h ≜ εIJdx

I ⊗ dxJ from Rr+1. On Ũ , two kinds of metrics are defined according to
(dξ0)2 ≜

r∑
s=1

(dξs)2 + (dξτ )2 = δST dξ
SdξT = gIJdx

IdxJ

(dx0)2 ≜
r∑
i=1

(dxi)2 + (dxτ )2 = εIJdx
IdxJ = hST dξ

SdξT
.

Obviously, such dξ0 and dx0 are consistent with the dξ0 and dx0 in Definition 2.3.1.1 . It is because the

internal space metrics satisfy

(dξτ )2 ≜
D∑

a=r+1

(dξa)2, (dxτ )2 ≜
D∑

m=r+1

(dxm)2.

The above dξ0 and dx0 are called the total space metrics of classical spacetime coordinate frames

(Ũ , ξS) and (Ũ , xI), or called the time metrics. dξτ and dxτ are called the proper-time metrics of

coordinate frames (Ũ , ξS) and (Ũ , xI).

Similar to Definition 2.2.8.4 , there are metric tensors G ≜ GIJdx
I ⊗ dxJ and H ≜ HST dξ

S ⊗ dξT on

M̃ . The differential forms dξ0 and dx0 determined by(dξ0)2 ≜ GIJdx
IdxJ

(dx0)2 ≜ HST dξ
SdξT

are called the total space metrics of M̃ about coordinate form dxI and dξS , or called the time metrics.

6.2 Minkowski form of evolution of classical spacetime reference-system

6.2.1 Minkowski coordinate form

Remark 6.2.1.1. Due to historical reasons, some concepts in traditional physics such as coordinate,

vector, connection, curvature, etc. are not based on the regular coordinate (coordinate indices take values in

1, 2, · · · , r, τ and the value of evolution parameter index is 0) defined in Definition 6.1.1.1 , but based on the

Minkowski coordinate (coordinate indices take values in 0, 1, 2, · · · , r and the value of evolution parameter

index is τ). If the evolution direction is internal-directed, such a Minkowski coordinate always exists, which

actually can be constructed based on the regular coordinate in the following way.
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For convenience, if not specified in the following sections, the Minkowski indices take values in the

following range.

(1) α, β, γ, δ = 0, 1, 2, · · · , r in coordinate frame (Ũ , ξ̃).

(2) µ, ν, ρ, σ = 0, 1, 2, · · · , r. in coordinate frame (Ũ , x̃).

Definition 6.2.1.1. The Minkowski coordinate representation should be constructed from the regular

coordinate representation in Definition 6.1.1.3 .

(1)


ξu = ξu(xk, xτ ) = ξuL(x

0)

ξτ = ξτ (xk, xτ ) = ξτL(x
0)

ξ0 = ξ0(x0)

⇔


ξu = ξu

(
xk, xτL

(
ξ0
))

= ξuL
(
x0
(
ξ0
))

ξτL
(
x0
)
= ξτ

(
xk, xτL

(
ξ0
))

= ξτL
(
x0
(
ξ0
))

ξ0
(
x0
)
= ξ0

⇔


ξu = ξu

(
xk, xτL

(
ξ0
(
x0
)))

= ξuL

(
x0
(
xτL

−1 (xτ )
))

ξτL
(
x0
(
ξ0
))

= ξτ
(
xk, xτL

(
ξ0
(
x0
)))

= ξτL

(
x0
(
xτL

−1 (xτ )
))

ξ0
(
ξτL

−1 (ξτ )
)
= xτL

−1 (xτ )

⇔


ξu = ξu

(
xk, xτL

(
ξ0
(
x0
)))

= ξuL

(
x0
(
xτL

−1 (xτ )
))

ξ0 = ξ0
(
ξτL

−1 (ξτ (xk, xτL (ξ0 (x0))))) = xτL
−1 (xτ )

ξτ = ξτL

(
x0
(
xτL

−1 (xτ )
)) , abbreviated as


ξu = ξ̃u(xk, x0) = ξ̃uL(x

τ )

ξ0 = ξ̃0(xk, x0) = ξ̃0L(x
τ )

ξτ = ξ̃τ (xτ )

.

(2)


xk = xk(ξu, ξτ ) = xkL(ξ

0)

xτ = xτ (ξu, ξτ ) = xτL(ξ
0)

x0 = x0(ξ0)

⇔


xk = xk

(
ξu, ξτL

(
x0
))

= xkL
(
ξ0
(
x0
))

xτL
(
ξ0
)
= xτ

(
ξu, ξτL

(
x0
))

= xτL
(
ξ0
(
x0
))

x0
(
ξ0
)
= x0

⇔


xk = xk

(
ξu, ξτL

(
x0
(
ξ0
)))

= xkL

(
ξ0
(
ξτL

−1 (ξτ )
))

xτL
(
ξ0
(
x0
))

= xτ
(
ξu, ξτL

(
x0
(
ξ0
)))

= xτL

(
ξ0
(
ξτL

−1 (ξτ )
))

x0
(
xτL

−1 (xτ )
)
= ξτL

−1 (ξτ )

⇔


xk = xk

(
ξu, ξτL

(
x0
(
ξ0
)))

= xkL

(
ξ0
(
ξτL

−1 (ξτ )
))

x0 = x0
(
xτL

−1 (xτ (ξu, ξτL (x0 (ξ0))))) = ξτL
−1 (ξτ )

xτ = xτL

(
ξ0
(
ξτL

−1 (ξτ )
)) , abbreviated as


xk = x̃k

(
ξu, ξ0

)
= x̃kL (ξτ )

x0 = x̃0
(
ξu, ξ0

)
= x̃0L (ξτ )

xτ = x̃τ (ξτ )

.

Define Minkowski coordinate 
ξ̃s ≜ ξs

ξ̃τ ≜ ξτ

ξ̃0 ≜ ξ0

,


x̃i ≜ xi

x̃τ ≜ xτ

x̃0 ≜ x0

,

therefore
ξu = ξ̃u

(
xk, x0

)
= ξ̃uL (xτ )

ξ0 = ξ̃0
(
xk, x0

)
= ξ̃0L (xτ )

ξτ = ξ̃τ (xτ )

⇔


ξ̃u = ξ̃u

(
x̃k, x̃0

)
= ξ̃uL (x̃τ )

ξ̃0 = ξ̃0
(
x̃k, x̃0

)
= ξ̃0L (x̃τ )

ξ̃τ = ξ̃τ (x̃τ )

, abbreviated as


ξ̃u = ξ̃u

(
x̃k, x̃0

)
= ξ̃u (x̃τ )

ξ̃0 = ξ̃0
(
x̃k, x̃0

)
= ξ̃0 (x̃τ )

ξ̃τ = ξ̃τ (x̃τ )

.
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
xk = x̃k

(
ξu, ξ0

)
= x̃kL (ξτ )

x0 = x̃0
(
ξu, ξ0

)
= x̃0L (ξτ )

xτ = x̃τ (ξτ )

⇔


x̃k = x̃k

(
ξ̃u, ξ̃0

)
= x̃kL (ξτ )

x̃0 = x̃0
(
ξ̃u, ξ̃0

)
= x̃0L (ξτ )

x̃τ = x̃τ
(
ξ̃τ
) , abbreviated as


x̃k = x̃k

(
ξ̃u, ξ̃0

)
= x̃k (ξτ )

x̃0 = x̃0
(
ξ̃u, ξ̃0

)
= x̃0 (ξτ )

x̃τ = x̃τ
(
ξ̃τ
) .

Using Minkowski indices, they can be concisely denoted by

ξ̃
α = ξ̃α (x̃µ) = ξ̃α (x̃τ )

ξ̃τ = ξ̃τ (x̃τ )
,


x̃µ = x̃µ

(
ξ̃α
)
= x̃µ

(
ξ̃τ
)

x̃τ = x̃τ
(
ξ̃τ
) , (42)

which are called the Minkowski coordinate form of evolution of classical spacetime reference-system,

determined by the regular coordinate formξ
S = ξS

(
xI
)
= ξS

(
x0
)

ξ0 = ξ0
(
x0
) ,

x
I = xI

(
ξS
)
= xI

(
ξ0
)

x0 = x0
(
ξ0
) .

On the classical spacetime submanifold M̃ , ∀p ∈ M̃ , the Minkowski coordinate frames on a neighborhood

Ũ of p are (Ũ , ξ̃α) and (Ũ , x̃µ).

Remark 6.2.1.2. It is seen that when describing internal-directed evolution, the Minkowski coordinate

frame is not independent of the regular coordinate frame, but is uniquely determined by the regular coordinate

frame. The effectiveness of discussions of geometric property in Minkowski coordinate frame is as same as

that in regular coordinate frame.

It must be noted that the Minkowski coordinate frame is not suitable to express the parameter equation

of the evolution path not internal-directed, such as the parameter equation of the actual evolution path of

light in vacuum. By contrast, the regular coordinate frame is suitable for this.

6.2.2 Minkowski vector form

This section at first defines Minkowski tangent vector and Minkowski cotangent vector which are equiv-

alent to the regular tangent vector and regular cotangent vector, then constructs the Minkowski vector form

of evolution, and at last obtains the evolution lemma in Minkowski form.

Definition 6.2.2.1. ∀ d
dtL

∣∣∣
p
∈ Tp(L), ∀ d

ds

∣∣
p
∈ Tp(M̃), each element of direct sum space Tp(L)⊕ Tp(M̃)

is denoted by d
dtL

∣∣∣
p
+ d

ds

∣∣
p
. Let Vp(M̃) be a 1-dimensional linear subspace of tangent space Tp(M̃). And

each π∗
(

d
dtL

∣∣∣
p

)
has a unique vector projection P

(
d
dtL

∣∣∣
p

)
∈ Vp

(
M̃
)
. Then, there exists a unique d

ds

∣∣
p
≜

π∗

(
d
dtL

∣∣∣
p

)
−P

(
d
dtL

∣∣∣
p

)
∈ Tp(M̃), and moreover there exists a unique d

dtL

∣∣∣
p
− d

ds

∣∣
p
∈ Tp (L)⊕Tp(M̃). Thus,

there exists an injection

i : Tp (L)→ Tp (L)⊕ Tp
(
M̃
)
,

d

dtL

∣∣∣∣
p

7→ i

(
d

dtL

∣∣∣∣
p

)
≜ d

dtL

∣∣∣∣
p

−

(
π∗

(
d

dtL

∣∣∣∣
p

)
− P

(
d

dtL

∣∣∣∣
p

))
.
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Specially, if Vp(M̃) is spanned by the basis vector { ∂
∂xτ }, then i

(
d
dtL

∣∣∣
p

)
and P

(
d
dtL

∣∣∣
p

)
are uniformly

called the Minkowski tangent vector of d
dtL

∣∣∣
p
, respectively denoted by d

dt̃

∣∣
p
and d

dt̃L

∣∣∣
p
. The set of all

such Minkowski vectors d
dt̃

∣∣
p
and d

dt̃L

∣∣∣
p
at p is respectively denoted by W̃p(M̃) and W̃p(L).

The injection

π̃∗|p : W̃p (L)→ W̃p

(
M̃
)
, P

(
d

dtL

∣∣∣∣
p

)
7→ i

(
d

dtL

∣∣∣∣
p

)

induced by d
dtL

∣∣∣
p
is called the Minkowski tangent mapping at p, and say the Minkowski tangent vectors

i

(
d
dtL

∣∣∣
p

)
and P

(
d
dtL

∣∣∣
p

)
are equivalent at p, which is denoted by

i

(
d

dtL

∣∣∣∣
p

)
∼= P

(
d

dtL

∣∣∣∣
p

)
or d

dt̃

∣∣∣∣
p

∼=
d

dt̃L

∣∣∣∣
p

.

The above is a local definition. These local concepts exist on the entire evolution path L. If a tangent

vector field d
dtL

on 1-dimensional manifold L satisfies i
(

d
dtL

∣∣∣
q

)
∼= P

(
d
dtL

∣∣∣
q

)
at each point q on L, then say

the Minkowski tangent vector fields i
(

d
dtL

)
and P

(
d
dtL

)
are equivalent on L, which is denoted by

i

(
d

dtL

)
∼= P

(
d

dtL

)
or d

dt̃
∼=

d

dt̃L
.

The corresponding Minkowski tangent mapping on L is denoted by π̃∗ : P
(

d
dtL

)
7→ i

(
d
dtL

)
or d

dt̃L
7→ d

dt̃
.

More concretely, let
d

dtL
≜ A0 d

dx0
,

d

dt
≜ π∗(

d

dtL
) ≜ Ai

∂

∂xi
+Aτ

∂

∂xτ
,

then

P

(
d

dtL

)
= Aτ

∂

∂xτ
, i

(
d

dtL

)
= A0 d

dx0
−Ai ∂

∂xi
,

now we have the equivalence between the Minkowski tangent vectors:

A0 d

dx0
−Ai ∂

∂xi
∼= Aτ

∂

∂xτ
.

Define notations
∂

∂x̃i
≜ − ∂

∂xi
,

d

dx̃τ
≜ ∂

∂xτ
,

∂

∂x̃0
≜ d

dx0
,

thus

A0 ∂

∂x̃0
+Ai

∂

∂x̃i
∼= Aτ

d

dx̃τ
.

And denote

Ã0 ≜ A0, Ãi ≜ Ai, Ãτ ≜ Aτ ,

thus

Ã0 ∂

∂x̃0
+ Ãi

∂

∂x̃i
∼= Ãτ

d

dx̃τ
.

Using Minkowski indices, this equivalence can be simply denoted by

Ãµ
∂

∂x̃µ
∼= Ãτ

d

dx̃τ
.
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Remark 6.2.2.1. Applying the metric tensor G̃µν defined later, define ∂
∂x̃ν

≜ G̃µν ∂
∂x̃µ , d

dx̃τ
≜ G̃ττ d

dx̃τ ,

Ãν ≜ G̃µνÃ
µ, Ãτ ≜ G̃ττ Ã

τ . Then we have

Ãµ
∂

∂x̃µ
∼= Ãτ

d

dx̃τ
.

Remark 6.2.2.2. Similar to the above definitions about Minkowski tangent vector, there are concepts

about Minkowski cotangent vector, which are defined as following.

Definition 6.2.2.2. ∀ df |p , ds|p ∈ T ∗
p (M̃), each element of direct sum space T ∗

p (L)⊕ T ∗
p (M̃) is denoted

by π∗
(
df |p

)
+ ds|p. Let V ∗

p (M̃) be a 1-dimensional linear subspace of cotangent space T ∗
p (M̃). And each df |p

has a unique vector projection P
(
df |p

)
∈ V ∗

p

(
M̃
)
. Then, there exists a unique ds|p ≜ df |p − P

(
df |p

)
∈

T ∗
p

(
M̃
)
, moreover there exists a unique π∗

(
df |p

)
− ds|p ∈ T ∗

p (L)⊕T ∗
p

(
M̃
)
. Thus, there exists an injection

i : T ∗
p

(
M̃
)
→ T ∗

p (L)⊕ T ∗
p

(
M̃
)
, df |p 7→ i

(
df |p

)
≜ π∗ (.df |p)−

(
df |p − P

(
df |p

))
.

Specially, if V ∗
p (M̃) is spanned by the basis vector {dxτ}, then i

(
df |p

)
and P

(
df |p

)
are uniformly called

the Minkowski cotangent vector of df |p, respectively denoted by df̃
∣∣∣
p
and df̃L

∣∣∣
p
. The set of all such

Minkowski vectors df̃
∣∣∣
p
and df̃L

∣∣∣
p
at p is respectively denoted by W̃ ∗

p (M̃) and W̃ ∗
p (L).

The surjection

π̃∗|p : W̃
∗
p (M̃)→ W̃ ∗

p (L), i
(
df |p

)
7→ P

(
df |p

)
induced by df |p is called the Minkowski cotangent mapping at p, and say the Minkowski cotangent

vectors i
(
df |p

)
and P

(
df |p

)
are homomorphic at p, which is denoted by

i
(
df |p

)
' P

(
df |p

)
or df̃

∣∣∣
p
' df̃L

∣∣∣
p
.

The above is a local definition. These local concepts exist on the entire evolution path L. If a cotangent

vector field df on 1-dimensional manifold L satisfies i
(
df |q

)
∼= P

(
df |q

)
at each point q on L, then say the

Minkowski cotangent vector fields i(df) and P (df) are homomorphic on L, which is denoted by

i(df) ' P (df) or df̃ ' df̃L.

The corresponding Minkowski cotangent mapping on L is denoted by π̃∗ : i(df) 7→ P (df).

More concretely, let df ≜ Bidx
i +Bτdx

τ , dfL ≜ π∗(df) ≜ B0dx
0 then

P (df) = Bτdx
τ , i(df) = B0dx

0 −Bidxi,

now we have the homomorphism between the Minkowski cotangent vectors:

B0dx
0 −Bidxi ' Bτdxτ .

Define notations

dx̃i ≜ dxi, dx̃τ ≜ dxτ , dx̃0 ≜ dx0,
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thus

B0dx̃
0 −Bidx̃i ' Bτdx̃τ .

And denote

B̃0 ≜ B0, B̃i ≜ −Bi, B̃τ ≜ Bτ ,

thus

B̃0dx̃
0 + B̃idx̃

i ' B̃τdx̃τ .

Using Minkowski indices, this homomorphism can be simply denoted by

B̃µdx̃
µ ' B̃τdx̃τ .

Remark 6.2.2.3. Applying the metric tensor G̃µν defined later, define dx̃ν ≜ G̃µνdx̃
µ, dx̃τ ≜ G̃ττdx̃

τ ,

B̃ν ≜ G̃µνB̃µ, B̃τ ≜ G̃ττ B̃τ . Then we have

B̃µdx̃µ ' B̃τdx̃τ .

Definition 6.2.2.3. ∀ d
dt̃

≜ Ãµ ∂
∂x̃µ , df̃ ≜ B̃µdx̃

µ, d
dt̃L

≜ Ãτ d
dx̃τ , df̃L ≜ B̃τdx̃

τ , define the conjugation of

Minkowski tangent vector and Minkowski cotangent vector:〈
d

dt̃
, df̃

〉
=

〈
Ãµ

∂

∂x̃µ
, B̃µdx̃

µ

〉
≜ ÃµB̃µ,

〈
d

dt̃L
, df̃L

〉
=

〈
Ãτ

d

dx̃τ
, B̃τdx̃

τ

〉
≜ Ãτ B̃τ .

Proposition 6.2.2.1. If
d

dt̃
∼=

d

dt̃L
� df̃ ' df̃L,

then 〈
d

dt̃
, df̃

〉
=

〈
d

dt̃L
, df̃L

〉
.

Proof. Let
d

dtL
≜ A0 d

dx0
,

d

dt
= π∗

(
d

dtL

)
≜ AI

∂

∂xI
,

df ≜ BIdx
I , dfL = π∗(df) ≜ B0dx

0.

And let
d

dt̃
≜ Ãµ

∂

∂x̃µ
,

d

dt̃L
≜ Ãτ

d

dx̃τ

are the Minkowski tangent vectors of d
dtL

, and

df̃ ≜ B̃µdx̃
µ, df̃L ≜ B̃τdx̃

τ

are the Minkowski cotangent vectors of df .

According to Definition 6.2.2.1 and Definition 6.2.2.2 we obtain

d

dt̃
∼=

d

dt̃L
⇔ d

dt
∼=

d

dtL
, df̃ ' df̃L ⇔ df ' dfL.
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Now according to the equation
〈
d
dt , df

〉
=
〈

d
dtL

, dfL

〉
of Remark 2.4.3.1 ,〈

AI
∂

∂xI
, BIdx

I

〉
=

〈
A0 d

dx0
, B0dx

0

〉
,

that is AIBI = A0B0, or can be expressed as AiBi + AτBτ = A0B0, then A0B0 − AiBi = AτBτ , further

more, Ã0B̃0 + ÃiB̃i = Ãτ B̃τ , i.e. ÃµB̃µ = Ãτ B̃τ , that is to say〈
d

dt̃
, df̃

〉
=

〈
d

dt̃L
, df̃L

〉
.□

Remark 6.2.2.4. With the above concepts about Minkowski tangent vector and Minkowski cotangent

vector, the Minkowski form of Definition 6.2.2.5 can finally be constructed. Now do it step by step.

Definition 6.2.2.4. According to the Minkowski coordinate form of evolution of classical spacetime

reference-system on a neighborhood of point p,ξ̃
α = ξ̃α(x̃µ) = ξ̃α(x̃τ )

ξ̃τ = ξ̃τ (x̃τ )
,

x̃
µ = x̃µ(ξ̃α) = x̃µ(ξ̃τ )

x̃τ = x̃τ (ξ̃τ )
.

The partial derivatives

b̃αµ ≜ ∂ξ̃α

∂x̃µ
, c̃µα ≜ ∂x̃µ

∂ξ̃α

are called the Minkowski slack-tights on the neighborhood of p. In addition it can also be defined that

b̃ατ ≜ dξ̃α

dx̃τ
, b̃ττ ≜ dξ̃τ

dx̃τ
,

c̃µτ ≜ dx̃µ

dξ̃τ
, c̃ττ ≜ dx̃τ

dξ̃τ
.

Similar to Definition 2.4.3.3 , they determine smooth functions B̃αµ , C̃µα , B̃ατ , B̃ττ , C̃µτ , C̃ττ on M̃ . Then denote

ε̃µν ≜ C̃µαB̃
α
ν , δ̃αβ = B̃αµ C̃

µ
β ,

ε̃µτ ≜ B̃ττ C̃
µ
τ = B̃ατ C̃

µ
α , δ̃ατ ≜ C̃ττ B̃

α
τ = C̃µτ B̃

α
µ .

Proposition 6.2.2.2. There are the following relationships between Minkowski slack-tight and regular

slack-tight.

B̃si = −Bsi

B̃0
i = −B

τ
i

δτ0

C̃iτ =
Ci0
δτ0

,



B̃sτ = Bsτ

B̃0
τ =

Bττ
δτ0

C̃ττ =
Cτ0
δτ0

,



B̃s0 = Bs0

B̃0
0 =

Bτ0
δτ0

C̃0
τ =

C0
0

δτ0

;



C̃is = −Cis

C̃0
s = −C

τ
s

ετ0

B̃sτ =
Bs0
ετ0

,



C̃iτ = Ciτ

C̃0
τ =

Cττ
ετ0

B̃ττ =
Bτ0
ετ0

,



C̃i0 = Ci0

C̃0
0 =

Cτ0
ετ0

B̃0
τ =

B0
0

ετ0

.

Proof. It can be directly calculated from Definition 6.2.1.1 according to the derivative rule of multivariate

compound function. On any local region of manifold, the complete expression of the Minkowski coordinate

form 
ξ̃s = ξ̃s

(
x̃i, x̃0

)
= ξ̃sL (x̃τ )

ξ̃0 = ξ̃0
(
x̃i, x̃0

)
= ξ̃0L (x̃τ )

ξ̃τ = ξ̃τ (x̃τ )

,


x̃i = x̃i

(
ξ̃s, ξ̃0

)
= x̃iL

(
ξ̃τ
)

x̃0 = x̃0
(
ξ̃s, ξ̃0

)
= x̃0L

(
ξ̃τ
)

x̃τ = x̃τ
(
ξ̃τ
)
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is 
ξs = ξs

(
xi, xτL

(
ξ0
(
x0
)))

= ξsL

(
x0
(
xτL

−1 (xτ )
))

ξ0 = ξ0
(
ξτL

−1 (ξτ (xi, xτL (ξ0 (x0))))) = xτL
−1 (xτ )

ξτ = ξτL

(
x0
(
xτL

−1 (xτ )
)) .


xi = xi

(
ξs, ξτL

(
x0
(
ξ0
)))

= xiL

(
ξ0
(
ξτL

−1 (ξτ )
))

x0 = x0
(
xτL

−1 (xτ (ξs, ξτL (x0 (ξ0))))) = ξτL
−1 (ξτ )

xτ = xτL

(
ξ0
(
ξτL

−1 (ξτ )
)) .

Then 

b̃si ≜
∂ξ̃s

∂x̃i
= −∂ξ̃

s

∂xi
= −∂ξ

s

∂xi
= −bsi

b̃0i ≜
∂ξ̃0

∂x̃i
= −∂ξ̃

0

∂xi
= − dξ

0

dx0
d (ξτL)

−1

dξτ
∂ξτ

∂xi
= −dξ

0

dξτ
∂ξτ

∂xi
= − b

τ
i

δτ0

c̃iτ ≜ dx̃iL
dξ̃τ

=
dx̃iL
dξτ

=
dxiL
dξ0

dξ0

dx0
d (ξτL)

−1

dξτ
=
dxiL
dξτ

=
dξ0

dξτ
dxiL
dξ0

=
ci0
δτ0

,



b̃sτ ≜ dξ̃iL
dx̃τ

=
dξ̃iL
dxτ

=
dξiL
dx0

dx0

dξ0
d (xτL)

−1

dxτ
=
dξiL
dxτ

= bsτ

b̃0τ ≜ dξ̃0L
dx̃τ

=
dξ̃0L
dxτ

=
d (xτL)

−1

dxτ
=
dξ0

dξτL

dξτL
dξ0

d (xτL)
−1

dxτ
=
dξ0

dξτL

dξτL
dxτ

=
bττ
δτ0

c̃ττ ≜ dx̃τ

dξ̃τ
=
dx̃τ

dξτ
=
dxτL
dξ0

dξ0

dx0
d (ξτL)

−1

dξτ
=
dxτL
dξτ

=
dξ0

dξτ
dxτL
dξ0

=
cτ0
δτ0

,



b̃s0 ≜ ∂ξ̃s

∂x̃0
=
∂ξ̃s

∂x0
=
∂ξs

∂xi
dxiL
dx0

+
∂ξs

∂xτ
dxτL
dξ0

dξ0

dx0
=
∂ξs

∂xi
dxiL
dx0

+
∂ξs

∂xτ
dxτL
dx0

=
dξs

dx0
= bs0

b̃00 ≜ ∂ξ̃0

∂x̃0
=
∂ξ̃0

∂x0
=
dξ0

dx0
d (ξτL)

−1

dξτ

(
∂ξτ

∂xi
dxiL
dx0

+
∂ξτ

∂xτ
dxτL
dξ0

dξ0

dx0

)
=
dξ0

dξτ
dξτ

dx0
=
bτ0
δτ0

c̃0τ ≜ dx̃0L
dξ̃τ

=
dx̃0L
dξτ

=
d (ξτL)

−1

dξτ
=
dx0

dξ0
dξ0

dx0
d (ξτL)

−1

dξτ
=
dx0

dξ0
dξ0

dξτ
=
c00
δτ0

;



c̃is ≜
∂x̃i

∂ξ̃s
= −∂x̃

i

∂ξs
= −∂x

i

∂ξs
= −cis

c̃0s ≜
∂x̃0

∂ξ̃s
= −∂x̃

0

∂ξs
= −dx

0

dξ0
d (xτL)

−1

dxτ
∂xτ

∂ξs
= −dx

0

dxτ
∂xτ

∂ξs
= − c

τ
s

ετ0

b̃sτ ≜ dξ̃sL
dx̃τ

=
dξ̃sL
dxτ

=
dξsL
dx0

dx0

dξ0
d (xτL)

−1

dxτ
=
dξsL
dxτ

=
dx0

dxτ
dξsL
dx0

=
bs0
ετ0

,



c̃iτ ≜ dx̃iL
dξ̃τ

=
dx̃iL
dξτ

=
dxiL
dξ0

dξ0

dx0
d (ξτL)

−1

dξτ
=
dxiL
dξτ

= ciτ

c̃0τ ≜ dx̃0L
dξ̃τ

=
dx̃0L
dξτ

=
d (ξτL)

−1

dξτ
=
dx0

dxτL

dxτL
dx0

d (ξτL)
−1

dξτ
=
dx0

dxτL

dxτL
dξτ

=
cττ
ετ0

b̃ττ ≜ dξ̃τ

dx̃τ
=
dξ̃τ

dxτ
=
dξτ

dx0
dx0

dξ0
d (xτL)

−1

dxτ
=
dξτ

dxτ
=
dx0

dxτ
dξτ

dx0
=
bτ0
ετ0

,
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

c̃i0 ≜ ∂x̃i

∂ξ̃0
=
∂x̃i

∂ξ0
=
∂xi

∂ξs
dξsL
∂ξ0

+
∂xi

∂ξτ
dξτL
dx0

dx0

∂ξ0
=
∂xi

∂ξs
dξsL
∂ξ0

+
∂xi

∂ξτ
dξτL
∂ξ0

=
dxi

dξ0
= ci0

c̃00 ≜ ∂x̃0

∂ξ̃0
=
∂x̃0

∂ξ0
=
dx0

dξ0
d (xτL)

−1

dxτ

(
∂xτ

∂ξs
dξsL
dξ0

+
∂xτ

∂ξτ
dξτL
dx0

dx0

dξ0

)
=
dx0

dxτ
dxτ

dξ0
=
cτ0
ετ0

b̃0τ ≜ dξ̃0

dx̃τ
=
dξ̃0

dxτ
=
d (xτL)

−1

dxτ
=
dξ0

dx0
dx0

dξ0
d (xτL)

−1

dxτ
=
dξ0

dx0
dx0

dxτ
=
b00
ετ0

.

Thus, the following conclusions are proved on the neighborhood of any point on the manifold.

b̃si = −bsi

b̃0i = −
bτi
δτ0

c̃iτ =
ci0
δτ0

,



b̃sτ = bsτ

b̃0τ =
bττ
δτ0

c̃ττ =
cτ0
δτ0

,



b̃s0 = bs0

b̃00 =
bτ0
δτ0

c̃0τ =
c00
δτ0

;



c̃is = −cis

c̃0s = −
cτs
ετ0

b̃sτ =
bs0
ετ0

,



c̃iτ = ciτ

c̃0τ =
cττ
ετ0

b̃ττ =
bτ0
ετ0

,



c̃i0 = ci0

c̃00 =
cτ0
ετ0

b̃0τ =
b00
ετ0

.

Therefore, there are the following conclusions on the entire manifold.

B̃si = −Bsi

B̃0
i = −B

τ
i

δτ0

C̃iτ =
Ci0
δτ0

,



B̃sτ = Bsτ

B̃0
τ =

Bττ
δτ0

C̃ττ =
Cτ0
δτ0

,



B̃s0 = Bs0

B̃0
0 =

Bτ0
δτ0

C̃0
τ =

C0
0

δτ0

;



C̃is = −Cis

C̃0
s = −C

τ
s

ετ0

B̃sτ =
Bs0
ετ0

,



C̃iτ = Ciτ

C̃0
τ =

Cττ
ετ0

B̃ττ =
Bτ0
ετ0

,



C̃i0 = Ci0

C̃0
0 =

Cτ0
ετ0

B̃0
τ =

B0
0

ετ0

.

Discussion 6.2.2.1. Now starting from the regular basis vector form
dξS = bSI dx

I ' bS0 dx0

cI0
∂

∂xI
∼= c00

d

dx0
=

d

dξ0
,


dxI = cISdξ

S ' cI0dξ0

bS0
∂

∂ξS
∼= b00

d

dξ0
=

d

dx0
,

the corresponding Minkowski basis vector form can be constructed. The regular basis vector form can be

expanded as
dξs = bsidx

i + bsτdx
τ ' bs0dx0

dξτ = bτi dx
i + bττdx

τ ' bτ0dx0

ci0
∂

∂xi
+ cτ0

∂

∂xτ
∼= c00

d

dx0
=

d

dξ0

⇒



dξs = bsidx
i + bsτdx

τ ' bs0dx0

bτi
δτ0
dxi +

bττ
δτ0
dxτ ' bτ0

δτ0
dx0 = dξ0

ci0
δτ0

∂

∂xi
+
cτ0
δτ0

∂

∂xτ
∼=
c00
δτ0

d

dx0
=

1

δτ0

d

dξ0

⇒



bs0dx
0 − bsidxi ' bsτdxτ

bτ0
δτ0
dx0 − bτi

δτ0
dxi ' bττ

δτ0
dxτ

c00
δτ0

d

dx0
− ci0
δτ0

∂

∂xi
∼=
cτ0
δτ0

∂

∂xτ

⇒


b̃s0dx

0 + b̃sidx
i ' b̃sτdxτ

b̃00dx
0 + b̃0i dx

i ' b̃0τdxτ

c̃0τ
d

dx0
− c̃iτ

∂

∂xi
∼= c̃ττ

∂

∂xτ

⇒


b̃s0dx̃

0 + b̃sidx̃
i ' b̃sτdx̃τ

b̃00dx̃
0 + b̃0i dx̃

i ' b̃0τdx̃τ

c̃0τ
∂

∂x̃0
+ c̃iτ

∂

∂x̃i
∼= c̃ττ

d

dx̃τ

⇔

b̃
α
µdx̃

µ ' b̃ατ dx̃τ

c̃µτ
∂

∂x̃µ
∼= c̃ττ

d

dx̃τ

, (∗)


dxi = cisdξ

s + ciτdξ
τ ' ci0dξ0

dxτ = cτsdξ
s + cττdξ

τ ' cτ0dξ0

bs0
∂

∂ξs
+ bτ0

∂

∂ξτ
∼= b00

d

dξ0
=

d

dx0

⇒



dxi = cisdξ
s + ciτdξ

τ ' ci0dξ0

cτs
ετ0
dξs +

cττ
ετ0
dξτ ' cτ0

ετ0
dξ0 = dx0

bs0
ετ0

∂

∂ξs
+
bτ0
ετ0

∂

∂ξτ
∼=
b00
ετ0

d

dξ0
=

1

ετ0

d

dx0

⇒



ci0dξ
0 − cisdξs ' ciτdξτ

cτ0
ετ0
dξ0 − cτs

ετ0
dξs ' cττ

ετ0
dξτ

b00
ετ0

d

dξ0
− bs0
ετ0

∂

∂ξs
∼=
bτ0
ετ0

∂

∂ξτ

⇒


c̃i0dξ

0 + c̃isdξ
s ' c̃iτdξτ

c̃00dξ
0 + c̃0sdξ

s ' c̃0τdξτ

b̃0τ
d

dξ0
− b̃sτ

∂

∂ξs
∼= b̃ττ

∂

∂ξτ

⇒


c̃i0dξ̃

0 + c̃isdξ̃
s ' c̃iτdξ̃τ

c̃00dξ̃
0 + c̃0sdξ̃

s ' c̃0τdξ̃τ

b̃0τ
∂

∂ξ̃0
+ b̃sτ

∂

∂ξ̃s
∼= b̃ττ

d

dξ̃τ

⇔


c̃µαdξ̃

α ' c̃µτ dξ̃τ

b̃ατ
∂

∂ξ̃α
∼= b̃ττ

d

dξ̃τ

. (∗∗)
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(1) On one hand, b̃αµdx̃µ, c̃µαdξ̃α ∈ W̃ ∗
p (M̃) and c̃µτ ∂

∂x̃µ , b̃
α
τ

∂
∂ξ̃α
∈ W̃p(M̃) in (*) and (**) are Minkowski

cotangent vectors and Minkowski tangent vectors, respectively.

(2) On the other hand, in cotangent space T̃ ∗
p (M̃) and tangent space T̃p(M̃) determined by the Minkowski

coordinate frames {ξ̃α} and {x̃µ}, there are cotangent vectors dξ̃α = b̃αµdx̃
µ, dx̃µ = c̃µαdξ̃

α ∈ T̃ ∗
p (M̃) and

tangent vectors c̃µτ ∂
∂x̃µ , b̃

α
τ

∂
∂ξ̃α
∈ T̃p(M̃).

The above (1) and (2) determine the below (3) and (4).

(3) The Minkowski cotangent vectors b̃αµdx̃µ, c̃µαdξ̃α ∈ W̃ ∗
p (M̃) uniquely correspond to the cotangent

vectors b̃αµdx̃µ, c̃µαdξ̃α ∈ T̃ ∗
p (M̃). Such an injection defines a relation of equivalence ≡ such that

b̃αµdx̃
µ ≡ b̃αµdx̃µ, c̃µαdξ̃

α ≡ c̃µαdξ̃α.

The Minkowski tangent vectors in W̃p(M̃) and the tangent vectors in T̃p(M̃) have a similar relation to the

above, which is denoted by

c̃µτ
∂

∂x̃µ
≡ c̃µτ

∂

∂x̃µ
, b̃ατ

∂

∂ξ̃α
≡ b̃ατ

∂

∂ξ̃α
.

(4) The Minkowski cotangent vectors b̃ατ dx̃τ , c̃µτ dξ̃τ ∈ W̃ ∗
p (L) uniquely correspond to the cotangent

vectors b̃ατ dx̃τ , c̃µτ dξ̃τ ∈ T̃ ∗
p (L), which is denoted by

b̃ατ dx̃
τ ≡ b̃ατ dx̃τ , c̃µτ dξ̃

τ ≡ c̃µτ dξ̃τ .

The Minkowski tangent vectors in W̃p(L) and the tangent vectors in T̃p(L) also have a similar relation to

the above, which is denoted by

c̃ττ
d

dx̃τ
≡ c̃ττ

d

dx̃τ
, b̃ττ

d

dξ̃τ
≡ b̃ττ

d

dξ̃τ
.

It has to be noticed that the mappings of equivalence from W̃p(M̃) to T̃p(M̃) in (3) and (4) are injections,

and not surjections. W̃p(M̃) is not a linear space spanned by {dx̃µ} as a basis. When Ã0 = 0 and Ãi 6= 0,

although Ã0dx̃
0 + Ãidx̃

i is a cotangent vector in T̃p(M̃), it is not a Minkowski cotangent vector in W̃p(M̃).

For example, consider the energy-momentum cotangent vector Ẽ0dx̃
0− p̃idx̃i ∈ T̃p(M̃). If Ẽ0 = 0 and p̃i 6= 0,

Ẽ0dx̃
0 − p̃idx̃i is not a Minkowski cotangent vector in W̃p(M̃), and as an exception case it just exactly has

no corresponding physical intuition. Obviously, any formula including ≡ constructed in the way of (3) and

(4) is absolutely not such an exception case.

All of the above equations together can be written as formula
dξ̃α = b̃αµdx̃

µ ≡ b̃αµdx̃µ ' b̃ατ dx̃τ ≡ b̃ατ dx̃τ

c̃µτ
∂

∂x̃µ
≡ c̃µτ

∂

∂x̃µ
∼= c̃ττ

d

dx̃τ
≡ c̃ττ

d

dx̃τ
=

d

dξ̃τ

,


dx̃µ = c̃µαdξ̃

α ≡ c̃µαdξ̃α ' c̃µτ dξ̃τ ≡ c̃µτ dξ̃τ

b̃ατ
∂

∂ξ̃α
≡ b̃ατ

∂

∂ξ̃α
∼= b̃ττ

d

dξ̃τ
≡ b̃ττ

d

dξ̃τ
=

d

dx̃τ
.

In consideration of the fact that no matter for the Minkowski tangent vector and Minkowski cotangent

vector in W̃p(M̃) and W̃ ∗
p (M̃) or for the tangent vector and cotangent vector in T̃p(M̃) and T̃ ∗

p (M̃), the

basic conclusion of Proposition 6.2.2.1 holds for the same, so these two expression ways are consistent with

each other. In this sense, the above formula can alway be concisely denoted by
dξ̃α = b̃αµdx̃

µ ' b̃ατ dx̃τ

c̃µτ
∂

∂x̃µ
∼= c̃ττ

d

dx̃τ
=

d

dξ̃τ

,


dx̃µ = c̃µαdξ̃

α ' c̃µτ dξ̃τ

b̃ατ
∂

∂ξ̃α
∼= b̃ττ

d

dξ̃τ
=

d

dx̃τ
.
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The above discussions can be applied to the entire manifold, therefore on M̃ it is obtained that
dξ̃α = B̃αµdx̃

µ ' B̃ατ dx̃τ

C̃µτ
∂

∂x̃µ
∼= C̃ττ

d

dx̃τ
=

d

dξ̃τ

,


dx̃µ = C̃µαdξ̃

α ' C̃µτ dξ̃τ

B̃ατ
∂

∂ξ̃α
∼= B̃ττ

d

dξ̃τ
=

d

dx̃τ
. (43)

Definition 6.2.2.5. �The fomula (43) is called the Minkowski basis vector form determined by the

regular basis vector form
dξS = BSI dx

I ' BS0 dx0

CI0
∂

∂xI
∼= C0

0

d

dx0
=

d

dξ0
,


dxI = CISdξ

S ' CI0dξ0

BS0
∂

∂ξS
∼= B0

0

d

dξ0
=

d

dx0

of evolution of classical spacetime reference-system on M̃ .

Similar to Definition 2.4.3.3 , for the Minkowski form, define

dξ̃τ ≜ dx̃τ

dξ̃τ
dx̃τ , dx̃τ ≜ dξ̃τ

dx̃τ
dξ̃τ ,

and define d
dξ̃τ

and d
dx̃τ

such that 〈
d

dξ̃τ
, dξ̃τ

〉
= 1,

〈
d

dx̃τ
, dx̃τ

〉
= 1.

Denote
˜̄bτα ≜ dξ̃α

dx̃τ
, ˜̄bττ ≜ dξ̃τ

dx̃τ
, ˜̄cτµ ≜ dx̃µ

dξ̃τ
, ˜̄cττ ≜ dx̃τ

dξ̃τ
,

which determine smooth functions ˜̄Bτα, ˜̄Bττ , ˜̄Cτµ , ˜̄Cττ on M̃ . Moreover, denote

˜̄εµν ≜ ˜̄Bµα
˜̄Cαν = εµν ,

˜̄δαβ ≜ ˜̄Cαµ
˜̄Bµβ = δαβ , ˜̄ετµ ≜ ˜̄Bττ

˜̄Cτµ = ˜̄Bτα
˜̄Cαµ ,

˜̄δτα ≜ ˜̄Cττ
˜̄Bτα = ˜̄Cτµ

˜̄Bµα.

Thus, the Minkowski basis vector form can also be expressed as
dξ̃α = ˜̄Bµαdx̃µ ' ˜̄Bταdx̃τ

˜̄C0
µ

∂

∂x̃µ
∼= ˜̄Cττ

d

dx̃τ
=

d

dξ̃τ

,


dx̃µ = ˜̄Cαµdξ̃α ' ˜̄Cτµdξ̃τ

˜̄Bτα
∂

∂ξ̃α
∼= ˜̄Bττ

d

dξ̃τ
=

d

dx̃τ

.

Proposition 6.2.2.3. The inverse transformations of Proposition 6.2.2.2 are

Bs0 = B̃s0

Bτ0 =
B̃0

0

δ̃0τ

C0
0 =

C̃0
τ

δ̃0τ

,



Bsi = −B̃si

Bτi = − B̃
0
i

δ̃0τ

Ci0 = − C̃
i
τ

δ̃0τ

,



Bsτ = B̃sτ

Bττ =
B̃0
τ

δ̃0τ

Cτ0 =
C̃ττ

δ̃0τ

;



Ci0 = C̃i0

Cτ0 =
C̃0

0

ε̃0τ

B0
0 =

B̃0
τ

ε̃0τ

,



Cis = −C̃is

Cτs = − C̃
0
s

ε̃0τ

Bs0 =
B̃sτ
ε̃0τ

,



Ciτ = C̃iτ

Cττ =
C̃0
τ

ε̃0τ

Bτ0 =
B̃ττ
ε̃0τ

.

Proof. First, consider the local case. On a neighborhood of a point on M̃ :
dξs = bsidx

i + bsτdx
τ ' bs0dx0

dξτ = bτi dx
i + bττdx

τ ' bτ0dx0

ci0
∂

∂xi
+ cτ0

∂

∂xτ
∼= c00

d

dx0
=

d

dξ0

⇒


bs0dx

0 − bsidxi ' bsτdxτ

bτ0dx
0 − bτi dxi ' bττdxτ

c00
d

dx0
− ci0

∂

∂xi
∼= cτ0

∂

∂xτ

, (44)
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
dxi = cisdξ

s + ciτdξ
τ ' ci0dξ0

dxτ = cτsdξ
s + cττdξ

τ ' cτ0dξ0

bs0
∂

∂ξs
+ bτ0

∂

∂ξτ
∼= b00

d

dξ0
=

d

dx0

⇒


ci0dξ

0 − cisdξs ' ciτdξτ

cτ0dξ
0 − cτsdξs ' cττdξτ

b00
d

dξ0
− bs0

∂

∂ξs
∼= bτ0

∂

∂ξτ

, (45)


dξ̃s = b̃s0dx̃

0 + b̃sidx̃
i ' b̃sτdx̃τ

dξ̃0 = b̃00dx̃
0 + b̃0i dx̃

i ' b̃0τdx̃τ

c̃0τ
∂

∂x̃0
+ c̃iτ

∂

∂x̃i
∼= c̃ττ

d

dx̃τ
=

d

dξ̃τ

⇒



dξ̃s = b̃s0dx̃
0 + b̃sidx̃

i ' b̃sτdx̃τ

1

δ̃0τ
dξ̃0 =

b̃00

δ̃0τ
dx̃0 +

b̃0i
δ̃0τ
dx̃i ' b̃0τ

δ̃0τ
dx̃τ

c̃0τ

δ̃0τ

∂

∂x̃0
+
c̃iτ

δ̃0τ

∂

∂x̃i
∼=
c̃ττ

δ̃0τ

d

dx̃τ
=

1

δ̃0τ

d

dξ̃τ

, (46)


dx̃i = c̃i0dξ̃

0 + c̃isdξ̃
s ' c̃iτdξ̃τ

dx̃0 = c̃00dξ̃
0 + c̃0sdξ̃

s ' c̃0τdξ̃τ

b̃0τ
∂

∂ξ̃0
+ b̃sτ

∂

∂ξ̃s
∼= b̃ττ

d

dξ̃τ
=

d

dx̃τ

⇒



dx̃i = c̃i0dξ̃
0 + c̃isdξ̃

s ' c̃iτdξ̃τ

1

ε̃0τ
dx̃0 =

c̃00
ε̃0τ
dξ̃0 +

c̃0s
ε̃0τ
dξ̃s ' c̃0τ

ε̃0τ
dξ̃τ

b̃0τ
ε̃0τ

∂

∂ξ̃0
+
b̃sτ
ε̃0τ

∂

∂ξ̃s
∼=
b̃ττ
ε̃0τ

d

dξ̃τ
=

1

ε̃0τ

d

dx̃τ

. (47)

Compare (44) and (46), it is obtained that

bs0 = b̃s0

bτ0 =
b̃00

δ̃0τ

c00 =
c̃0τ

δ̃0τ

,



bsi = −b̃si

bτi = − b̃
0
i

δ̃0τ

ci0 = − c̃
i
τ

δ̃0τ

,



bsτ = b̃sτ

bττ =
b̃0τ

δ̃0τ

cτ0 =
c̃ττ

δ̃0τ

.

Compare (45) and (47), it is obtained that

ci0 = c̃i0

cτ0 =
c̃00
ε̃0τ

b00 =
b̃0τ
ε̃0τ

,



cis = −c̃is

cτs = − c̃
0
s

ε̃0τ

bs0 =
b̃sτ
ε̃0τ

,



ciτ = c̃iτ

cττ =
c̃0τ
ε̃0τ

bτ0 =
b̃ττ
ε̃0τ

.

The above conclusions are proved on a neighborhood of an arbitrary point on M̃ , so there are the following

conclusions on the entire manifold.

Bs0 = B̃s0

Bτ0 =
B̃0

0

δ̃0τ

C0
0 =

C̃0
τ

δ̃0τ

,



Bsi = −B̃si

Bτi = − B̃
0
i

δ̃0τ

Ci0 = − C̃
i
τ

δ̃0τ

,



Bsτ = B̃sτ

Bττ =
B̃0
τ

δ̃0τ

Cτ0 =
C̃ττ

δ̃0τ

;



Ci0 = C̃i0

Cτ0 =
C̃0

0

ε̃0τ

B0
0 =

B̃0
τ

ε̃0τ

,



Cis = −C̃is

Cτs = − C̃
0
s

ε̃0τ

Bs0 =
B̃sτ
ε̃0τ

,



Ciτ = C̃iτ

Cττ =
C̃0
τ

ε̃0τ

Bτ0 =
B̃ττ
ε̃0τ

.

Proposition 6.2.2.4. (The Minkowski form of the evolution lemma). For any Minkowski tan-

gent vector field wµ ∂
∂x̃µ , w̄µ

∂
∂x̃µ

and any Minkowski cotangent vector field wτ d
dx̃τ , w̄τ

d
dx̃τ

, the following

conclusions hold.wµ
∂

∂x̃µ
∼= wτ

d

dx̃τ
⇔ wµ = wτ ε̃µτ

wµdx̃
µ ' wτdx̃τ ⇔ ε̃µτwµ = wτ

,

w̄µ
∂

∂x̃µ
∼= w̄τ

d

dx̃τ
⇔ w̄µ = w̄τ ˜̄ε

τ
µ

w̄µdx̃µ ' w̄τdx̃τ ⇔ ˜̄ετµw̄
µ = w̄τ

.
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Proof. Similar to the proof of Proposition 2.4.3.1 , the following local discussions can be applied on the

entire manifold.

1. Consider the case that basis vectors are dx̃µ and ∂
∂x̃µ .

For Minkowski tangent vector,

π̃∗

(
d

dx̃τ

)
=
dx̃µ

dx̃τ
∂

∂x̃µ
⇔ dx̃µ

dx̃τ
∂

∂x̃µ
∼=

d

dx̃τ
⇔ ε̃µτ

∂

∂x̃µ
∼=

d

dx̃τ
⇔ wτ ε̃µτ

∂

∂x̃µ
∼= wτ

d

dx̃τ
.

Because the tangent mapping is an injection, then

wµ
∂

∂x̃µ
∼= wτ

d

dx̃τ
⇔ wµ = wτ ε̃µτ .

For Minkowski cotangent vector, dx̃µ ' ε̃µτ dx̃
τ ⇒ wµdx̃

µ ' ε̃µτwµdx̃
τ , then wµdx̃µ ' wτdx̃

τ ⇔ ε̃µτwµ =

wτ .

2. Consider the case that basis vectors are dx̃µ and ∂
∂x̃µ

.

For Minkowski tangent vector,

π̃∗

(
d

dx̃τ

)
=
dx̃µ
dx̃τ

∂

∂x̃µ
⇔ dx̃µ

dx̃τ

∂

∂x̃µ
∼=

d

dx̃τ
⇔ ˜̄ετµ

∂

∂x̃µ
∼=

d

dx̃τ
⇔ w̄τ ˜̄ε

τ
µ

∂

∂x̃µ
∼= w̄τ

d

dx̃τ
.

Because the tangent mapping is an injection, then

w̄µ
∂

∂x̃µ
∼= w̄τ

d

dx̃τ
⇔ w̄µ = w̄τ ˜̄ε

τ
µ.

For Minkowski cotangent vector, dx̃µ ' ˜̄ετµdx̃τ ⇒ w̄µdx̃µ ' ˜̄ετµw̄
µdx̃τ , then w̄µdx̃µ ' w̄τdx̃τ ⇔ ˜̄ετµw̄

µ =

w̄τ . □

6.2.3 Other Minkowski forms

Some concepts related to Minkowski metric representation of classical spacetime reference-system can be

tranplanted from the general concepts in section 2.2.7.2 and section 2.4.3.5 .

Definition 6.2.3.1. Denote

ε̃µν = ε̃µν ≜


1 µ = ν = 0

−1, µ = ν 6= 0

0, µ 6= ν

, δ̃αβ = δ̃αβ ≜


1 α = β = 0

−1, α = β 6= 0

0, α 6= β

.

Discussion 6.2.3.1. According to Definition 6.1.3.1 , on a neighborhood of any point p on M̃ ,
(dξ0)2 =

r∑
s=1

(dξs)2 + (dξτ )2

(dx0)2 =

r∑
i=1

(dxi)2 + (dxτ )2
⇒


(dξτ )2 = (dξ0)2 −

r∑
s=1

(dξs)2

(dxτ )2 = (dx0)2 −
r∑
i=1

(dxi)2
⇒


(dξ̃τ )2 = (dξ̃0)2 −

r∑
s=1

(dξ̃s)2

(dx̃τ )2 = (dx̃0)2 −
r∑
i=1

(dx̃i)2

⇒

(dξ̃τ )2 = δ̃αβdξ̃
αdξ̃β

(dx̃τ )2 = ε̃µνdx̃
µdx̃ν

.
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Substitute the local Minkowski basis vector form of Discussion 6.2.2.1 to the above equations,(dξ̃τ )2 = δ̃αβdξ̃
αdξ̃β = δ̃αβ b̃

α
µ b̃
β
νdx̃

µdx̃ν

(dx̃τ )2 = ε̃µνdx̃
µdx̃ν = ε̃µν c̃

µ
αc̃
ν
βdξ̃

αdξ̃β
.

Denote g̃µν ≜ δ̃αβ b̃
α
µ b̃
β
ν

h̃αβ ≜ ε̃µν c̃
µ
αc̃
ν
β

,

then (dξ̃τ )2 = δ̃αβdξ̃
αdξ̃β = g̃µνdx̃

µdx̃ν

(dx̃τ )2 = ε̃µνdx̃
µdx̃ν = h̃αβdξ̃

αdξ̃β
.

For the same reasons as Discussion 2.2.8.4 , here we do not define other metric tensors like Definition

2.2.8.6 . It is enough to just consider metric tensors g̃ and h̃.

Definition 6.2.3.2. Define the Minkowski metric tensorsg̃ ≜ δ̃αβdξ̃
α ⊗ dξ̃β = g̃µνdx̃

µ ⊗ dx̃ν = g̃µνdx̃µ ⊗ dx̃ν

h̃ ≜ ε̃µνdx̃
µ ⊗ dx̃ν = h̃αβdξ̃

α ⊗ dξ̃β = h̃αβdξ̃α ⊗ dξ̃β

of classical spacetime reference-system on a neighborhood of p, whereg̃µν = δ̃αβ b̃
α
µ b̃
β
ν = δ̃αβ c̃αµc̃βν

g̃µν = δ̃αβ b̃
αµb̃βν = δ̃αβ c̃µαc̃

ν
β

,

h̃αβ = ε̃µν c̃
µ
αc̃
ν
β = ε̃µν b̃µαb̃νβ

h̃αβ = ε̃µν c̃
µαc̃νβ = ε̃µν b̃αµ b̃

β
ν

.

Similar to Definition 2.2.8.4 , define the Minkowski metric tensorsG̃ ≜ ∆̃αβdξ̃
α ⊗ dξ̃β = G̃µνdx̃

µ ⊗ dx̃ν

H̃ ≜ Ẽµνdx̃
µ ⊗ dx̃ν = H̃αβdξ̃

α ⊗ dξ̃β

on M̃ , where G̃µν = ∆̃αβB̃
α
µ B̃

β
ν = ∆̃αβC̃αµC̃βν

G̃µν = ∆̃αβB̃
αµB̃βν = ∆̃αβC̃µαC̃

ν
β

,

H̃αβ = ẼµνC̃
µ
αC̃

ν
β = ẼµνB̃µαB̃νβ

H̃αβ = ẼµνC̃
µαC̃νβ = ẼµνB̃αµ B̃

β
ν

.

Definition 6.2.3.3. Denote G̃ττ ≜ B̃ττ B̃
τ
τ , G̃ττ ≜ C̃ττ C̃

τ
τ , H̃ττ ≜ C̃ττ C̃

τ
τ , H̃ττ ≜ B̃ττ B̃

τ
τ .

Proposition 6.2.3.1. On the evolution path L,

d

dx̃τ
= G̃ττ

d

dx̃τ
,

d

dξ̃τ
= H̃ττ d

dξ̃τ
.

Proof. It is similar to Proposition 2.4.4.1 .

Expand tangent vector d
dx̃τ

as d
dx̃τ

= X d
dx̃τ about basis d

dx̃τ , and expand tangent vector d
dξ̃τ

as d
dξ̃τ

= Y d
dξ̃τ

about basis d
dξ̃τ

.〈
d

dx̃τ
, dx̃τ

〉
= 1⇔

〈
X

d

dx̃τ
, G̃ττdx̃

τ

〉
= 1⇔ XG̃ττ = 1⇔ X =

1

G̃ττ
= G̃ττ ⇒ d

dx̃τ
= G̃ττ

d

dx̃τ
.〈

d

dξ̃τ
, dξ̃τ

〉
= 1⇔

〈
Y

d

dξ̃τ
, H̃ττdξ̃

τ

〉
= 1⇔ Y H̃ττ = 1⇔ Y =

1

H̃ττ

= H̃ττ ⇒ d

dξ̃τ
= H̃ττ d

dξ̃τ
. □
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Proposition 6.2.3.2. The following conclusions hold.

G̃ττ =
δτ0 δ

τ
0

ετ0ε
τ
0

G00, H̃ττ =
ετ0ε

τ
0

δτ0 δ
τ
0

H00; G00 =
δ̃0τ δ̃

0
τ

ε̃0τ ε̃
0
τ

G̃ττ , H00 =
ε̃0τ ε̃

0
τ

δ̃0τ δ̃
0
τ

H̃ττ .

Proof. The following local discussions can be applied to the entire evolution path.

g̃ττ =
dξ̃τdξ̃τ

dx̃τdx̃τ
=
dξτdξτ

dxτdxτ
=
δτ0 δ

τ
0dξ

0dξ0

ετ0ε
τ
0dx

0dx0
=
δτ0 δ

τ
0

ετ0ε
τ
0

g00 ⇒ g00 =
δ̃0τ δ̃

0
τ

ε̃0τ ε̃
0
τ

g̃ττ ,

h̃ττ =
dx̃τdx̃τ

dξ̃τdξ̃τ
=
dxτdxτ

dξτdξτ
=
ετ0ε

τ
0dx

0dx0

δτ0 δ
τ
0dξ

0dξ0
=
ετ0ε

τ
0

δτ0 δ
τ
0

h00 ⇒ h00 =
ε̃0τ ε̃

0
τ

δ̃0τ δ̃
0
τ

h̃ττ . □

Proposition 6.2.3.3. The transformation relationships between regular metric GIJ and Minkowski met-

ric G̃µν are 

Gττ =
G̃ττ

G̃00

G00 =
δ̃0τ δ̃

0
τ

ε̃0τ ε̃
0
τ

G̃ττ

G̃00

G̃ττ

Giτ = − G̃i0
G̃00

ε̃0τG00 = − δ̃
0
τ δ̃

0
τ

ε̃0τ

G̃ττ

G̃00

G̃i0

Gτj = −
G̃0j

G̃00

ε̃0τG00 = − δ̃
0
τ δ̃

0
τ

ε̃0τ

G̃ττ

G̃00

G̃0j

Gij = −
G̃ij

G̃00

G00 = − δ̃
0
τ δ̃

0
τ

ε̃0τ ε̃
0
τ

G̃ττ

G̃00

G̃ij

,



G̃00 =
G00

Gττ
G̃ττ =

δτ0 δ
τ
0

ετ0ε
τ
0

G00

Gττ
G00

G̃i0 = −Giτ
Gττ

ετ0G̃ττ = −δ
τ
0 δ
τ
0

ετ0

G00

Gττ
Giτ

G̃0j = −
Gτj
Gττ

ετ0G̃ττ = −δ
τ
0 δ
τ
0

ετ0

G00

Gττ
Gτj

G̃ij = −
Gij
Gττ

G̃ττ = −δ
τ
0 δ
τ
0

ετ0ε
τ
0

G00

Gττ
Gij

.

Proof. The regular metric and the Minkowski metric are

G00(dx
0)2 = (dξ0)2 ≜ GIJdx

IdxJ = Gττ (dx
τ )2 +Giτdx

idxτ +Gτjdx
τdxj +Gijdx

idxj

= Gττ (dx
τ )2 +Giτε

τ
0dx

idx0 +Gτjε
τ
0dx

0dxj +Gijdx
idxj ,

G̃ττ (dx̃
τ )2 = (dξ̃τ )2 ≜ G̃µνdx̃

µdx̃ν = G̃00(dx̃
0)2 + G̃i0dx̃

idx̃0 + G̃0jdx̃
0dx̃j + G̃ijdx̃

idx̃j

= G̃00(dx̃
0)2 + G̃i0ε̃

0
τdx̃

idx̃τ + G̃0j ε̃
0
τdx̃

τdx̃j + G̃ijdx̃
idx̃j .

The transformation relationship between GIJ and G̃µν can be obtained in the following way.


(dx0)2 =

Gττ
G00

(dxτ )2 +
Giτ
G00

dxidxτ +
Gτj
G00

dxτdxj +
Gij
G00

dxidxj

(dx̃0)2 =
G̃ττ

G̃00

(dx̃τ )2 − G̃i0

G̃00

ε̃0τdx̃
idx̃τ − G̃0j

G̃00

ε̃0τdx̃
τdx̃j − G̃ij

G̃00

dx̃idx̃j
⇒



Gττ =
G̃ττ

G̃00

G00 =
δ̃0τ δ̃

0
τ

ε̃0τ ε̃
0
τ

G̃ττ

G̃00

G̃ττ

Giτ = − G̃i0
G̃00

ε̃0τG00 = − δ̃
0
τ δ̃

0
τ

ε̃0τ

G̃ττ

G̃00

G̃i0

Gτj = −
G̃0j

G̃00

ε̃0τG00 = − δ̃
0
τ δ̃

0
τ

ε̃0τ

G̃ττ

G̃00

G̃0j

Gij = −
G̃ij

G̃00

G00 = − δ̃
0
τ δ̃

0
τ

ε̃0τ ε̃
0
τ

G̃ττ

G̃00

G̃ij

,


(dxτ )2 =

G00

Gττ
(dx0)2 − Giτ

Gττ
ετ0dx

idx0 − Gτj
Gττ

ετ0dx
0dxj − Gij

Gττ
dxidxj

(dx̃τ )2 =
G̃00

gττ
(dx̃0)2 +

G̃i0

G̃ττ
dx̃idx̃0 +

G̃0j

G̃ττ
dx̃0dx̃j +

G̃ij

G̃ττ
dx̃idx̃j

⇒



G̃00 =
G00

Gττ
G̃ττ =

δτ0 δ
τ
0

ετ0ε
τ
0

G00

Gττ
G00

G̃i0 = −Giτ
Gττ

ετ0G̃ττ = −δ
τ
0 δ
τ
0

ετ0

G00

Gττ
Giτ

G̃0j = −
Gτj
Gττ

ετ0G̃ττ = −δ
τ
0 δ
τ
0

ετ0

G00

Gττ
Gτj

G̃ij = −
Gij
Gττ

G̃ττ = −δ
τ
0 δ
τ
0

ετ0ε
τ
0

G00

Gττ
Gij

.
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□
Definition 6.2.3.4. Similar to Definition 2.2.9.1 , we can define an affine connection D̃ on M̃ , called a

Minkowski affine connection. Take smooth real functions Γ̃µνρ on M̃ . Using the restriction of them on a

neighborhood Ũ of p, the Minkowski affine connection can be expressed asD̃
∂

∂x̃ν
≜ Γ̃µνρdx̃

ρ ⊗ ∂

∂x̃µ

D̃dx̃ν ≜ −Γ̃ νµρdx̃ρ ⊗ dx̃µ
.

The Minkowski-Riemannian curvature tensor is defined as

Ω̃ ≜ R̃µνρσ
∂

∂x̃µ
⊗ dx̃ν ⊗ dx̃ρ ⊗ dx̃σ, R̃µνρσ ≜ ∂Γ̃µνσ

∂x̃ρ
−
∂Γ̃µνρ
∂x̃σ

+ Γ̃λνσΓ̃
µ
λρ − Γ̃

λ
νρΓ̃

µ
λσ.

6.3 Actual evolution of classical spacetime reference-system

6.3.1 Actual evolution direction

The general theory about the actual evolution of general reference-system in section 2.4.4.2 can be

transplanted to the regular form and Minkowski form of classical spacetime reference-system. The forms of

regular concepts such as regular gradient, regular actual evolution equation, etc. are as same as the general

forms. This section mainly discuss their Minkowski forms.

Definition 6.3.1.1. Let Ṽn be the set of all sections of n-order tensor bundle generated by tangent

bundle T̃ (M̃) and cotangent bundle T̃ ∗(M̃). ∀T̃ ≜ t̃••{ ∂
∂x̃• ⊗ dx̃•} ∈ Ṽn, the absolute differential of T̃ is

D̃T̃ ≜ t̃••;σdx̃
σ ⊗ { ∂

∂x̃•
⊗ dx̃•}.

On evolution path L, t̃•L• ≜ π ◦ t̃•• is a smooth real function induced by regular embedding π. Define

T̃L ≜ t̃•L•{
∂

∂x̃•
⊗ dx̃•},

t̃•L•;τ ≜ t̃••;σ
dx̃σ

dx̃τ
,

D̃LT̃L ≜ t̃•L•;τdx̃
τ ⊗ { ∂

∂x̃•
⊗ dx̃•}.

Define operators

∇̃ : Ṽn → Ṽn+1, T̃ 7→ ∇̃T̃ ≜ t̃••;σ
∂

∂x̃σ
⊗ { ∂

∂x̃•
⊗ dx̃•},

∇̃L : Ṽn → Γ (T̃ (L))⊗ Ṽn, T̃L 7→ ∇̃LT̃L ≜ t̃•L•;τ
d

dx̃τ
⊗ { ∂

∂x̃•
⊗ dx̃•}.

They are uniformly called the Minkowski (absolute) gradient operators about connectionD̃ on manifold

M̃ . ∇̃T̃ and �∇̃LT̃L are uniformly called the Minkowski (absolute) gradient of tensor T̃ , where

∇̃t̃•• ≜ t̃••;µ
∂

∂x̃µ
, ∇̃Lt̃•L• ≜ t̃•L•;τ

d

dx̃τ
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are uniformly called the Minkowski (absolute) gradient direction of components of tensor T̃ .

Proposition 6.3.1.1. ∀T̃ ∈ Ṽn, T̃ ≜ t̃••{ ∂
∂x̃• ⊗ dx̃•}. Let L be an evolution path on any orbit of the

one-parameter group of diffeomorphisms determined by smooth gradient field t̃••;µ ∂
∂x̃µ

on manifold M̃ . The

following equivalence of tensor products holds on L necessarily:

∇̃T̃ ≜ t̃••;µ
∂

∂x̃µ
⊗ { ∂

∂x̃•
⊗ dx̃•} ∼= t̃•L•;τ

d

dx̃τ
⊗ { ∂

∂x̃•
⊗ dx̃•} ≜ ∇̃LT̃L,

denoted by ∇̃ ∼= ∇̃L, where t̃•L• ≜ π ◦ t̃••.

Proof. It is similar to Proposition 2.4.5.1 .

Because the tangent mapping is an injection, tangent vector field t̃••;µ ∂
∂x̃µ
∈ Γ

(
T̃
(
M̃
))

along L uniquely

correspond to a tangent vector field X d
dx̃τ
∈ Γ

(
T̃ (L)

)
such that

t̃••;µ
∂

∂x̃µ
∼= X

d

dx̃τ

holds in sense of the equivalence of Minkowski tangent vectors. According to the evolution lemma,

t̃••;µ = X
dx̃µ
dx̃τ

∣∣∣∣
L

, dx̃µ ' dx̃µ

dx̃τ

∣∣∣∣
L

dx̃τ .

So there is a homomorphism

t̃••;µdx̃
µ ' X dx̃µ

dx̃τ

∣∣∣∣
L

dx̃µ

dx̃τ

∣∣∣∣
L

dx̃τ .

According to Definition 2.4.2.1 , the coordinate mapping induced by the regular embedding satisfies(
dξ0
)2

=
r∑
s=1

(dξs)
2
+ (dξτ )

2, i.e. (dξ̃τ )2 = (dξ̃0)2 −
r∑
s=1

(dξ̃s)2, further more, which is dx̃τdx̃τ = dx̃µdx̃
µ on

evolution path L. Substitute it into the above homomorphism, then t̃••;µdx̃µ ' Xdx̃τ . Due to the evolution

lemma, X = t̃••;µ
dx̃µ

dx̃τ = t̃•L•;τ . □
Definition 6.3.1.2. The Minkowski gradient operator is called the (Minkowski) classical spacetime

actual evolution. A Minkowski gradient direction is called a (Minkowski) classical spacetime actual
evolution direction. An evolution path on Minkowki gradient line is called a (Minkowski) classical
spacetime actual evolution path. Equation

t̃••;µ = t̃•L•;τ ˜̄ε
τ
µ, t̃•;µ• = t̃•;τL• ε̃

µ
τ

is called the (Minkowski) classical spacetime actual evolution equation of t̃••.

6.3.2 Actual evolutions of potential field and charge

Discussion 6.3.2.1. Similar to Discussion 2.4.6.1 , we have Minkowski Yang-Mills field equation

K̃µ
νρσ

:ρ
= j̃µνσ,

where the Minkowski charge and flow are defined as

ρ̃µντ ≜ K̃µ
νρσ

:ρ
ε̃στ , j̃µνσ ≜ ρ̃µντ ˜̄ε

τ
σ.
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Consider the externally flat case, only the internal charge ρ̃00τ does not vanish, and the Minkowski Yang-Mills

field equation becomes

K̃0
0ρσ

:ρ
= j̃00σ,

where

ρ̃00τ ≜ K̃0
0ρσ

:ρ
ε̃στ , j̃00σ ≜ ρ̃00τ ˜̄ε

τ
σ.

Similar to the discussions of section 2.4.6.3 , there is the actual evolution equation of Minkowski charge

ρ̃ of classical spacetime reference-system f evolving in classical spacetime reference-system g, as following:
ρ̃;θdx̃

θ ' ρ̃;τdx̃τ

ρ̃;θ
∂

∂x̃θ
∼= ρ̃;τ

d

dx̃τ

.

Now there is a problem. After the encapsulation of classical spacetime, several internal space dimensions

in general reference-system become only one. Several internal charges ρmn0 describing by the general Yang-

Mills field equation also become only one, that is ρττ0 in regular form, and is ρ̃00τ in Minkowski form. Thus,

the original geometric properties of internal space cannot be completely described.

On the premise of not abandoning the four-dimensional spacetime, if we want to describe gauge fields, the

only way is to put those degrees of freedom of internal space to the phase of complex-valued field function.

This way is effective, but not natural at all.

The logically more natural way is to abandon the framework of four-dimensional spacetime. We should

put internal space and external space together to describe their unified intrinsic geometry, rather than based

on the rigid intuition of four-dimensional spacetime, artificially setting up several abstract degrees of freedom

which are irrelevant to the concept of time and space to describe the so called gauge fields.

No matter for gauge fields or for gravitational fields, their concepts of time and space should be unified.

The gravitational fields are described by the intrinsic geometry of external space, and the gauge fields are

described by the intrinsic geometry of internal space. They are unified in intrinsic geometry.

Now we have to know that the complex-valued expression form of traditional gauge field theory is a his-

torical necessity, but not a logical necessity. It can be seen later that as long as expanding those encapsulated

dimensions, only real-valued expression form will be needed to clarify the goemetric properties of internal

space. Especially, if understanding in the way of intrinsic geometry, some man-made postulates of standard

model of particle physics will be unnecessary, because they will hold automatically.

The details will be discussed in section 6.4.3 and section 7.3.1 based on section 5.1.3 .

6.3.3 Energy-momentum equation

Discussion 6.3.3.1. (Regular form). Let f and g be classical spacetime reference-systems, and f

evolves in g. As same as section 2.4.7.1 , here simply denote regular charge ρIJ by ρ.

The energy (density) of regular charge ρ evolving in g is E0 ≜ ρ;0 ≜ ρ;K ε̄0K or E0 ≜ ρ;0 ≜ ρ;Kε
K
0 . The

momentum (density) is pK ≜ ρ;K or pK ≜ ρ;K . The canonical energy (density) is H0 ≜ dρ
dx0

or H0 ≜ dρ
dx0 .
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The canonical momentum (density) is PK ≜ ∂ρ
∂xK

or PK ≜ ∂ρ
∂xK . Usually denote

mτ ≜ pτ , mτ ≜ pτ , Mτ ≜ −P τ , Mτ ≜ −Pτ .

Similar to Proposition 2.4.8.1 and Proposition 2.4.8.2 , in the actual evolution direction of ρ, there is an

energy-momentum equation E0E
0 = pKp

K , i.e.

E0E
0 = pkp

k +mτm
τ .

And in the actual evolution direction, the energy and momentum satisfy relations pK = E0εK0 and pK =

E0ε̄
0
K .

Definition 6.3.3.1. (Minkowski form). Let f and g be classical spacetime reference-systems, and f

evolves in g. Simply denote Minkowski charge ρ̃µν by ρ̃.

(1) m̃τ ≜ ρ̃;τ and m̃τ ≜ ρ̃;τ are called the rest-mass (density) of ρ̃ evolving in g.

(2) p̃µ ≜ ρ̃;µ and p̃µ ≜ ρ̃;µ are called the energy-momentum (density) of ρ̃ evolving in g.

(3) M̃τ ≜ dρ̃
dx̃τ

and M̃τ ≜ dρ̃
dx̃τ are called the canonical rest-mass (density) of ρ̃ evolving in g.

(4) P̃µ ≜ ∂ρ̃
∂x̃µ

and P̃µ ≜ ∂ρ̃
∂x̃µ are called the canonical energy-momentum (density) of ρ̃ evolving in

g.

Usually denote

Ẽ0 ≜ p̃0, Ẽ0 ≜ p̃0, H̃0 ≜ −P̃ 0, H̃0 ≜ −P̃0.

Proposition 6.3.3.1. If and only if the evolution direction of ρ̃ evolving in g is the actual evolution

direction, equation

m̃τm̃
τ = p̃µp̃

µ

holds.

Proof. Similar to section 2.4.7.1 , with the concepts of energy and momentum, the actual evolution

equation of charge ρ̃ can be expressed asm̃
τdx̃τ ' p̃µdx̃µ

m̃τ d

dx̃τ
∼= p̃µ

∂

∂x̃µ

or


m̃τdx̃

τ ' p̃µdx̃µ

m̃τ
d

dx̃τ
∼= p̃µ

∂

∂x̃µ

.

The conjugation between the actual evolution direction and the charge differential form is the directional

derivative of ρ̃ in the acutal evolution direction, i.e.:

D̃Lρ̃

dt̃Lρ̃
≜
〈

d

dt̃Lρ̃
, D̃Lρ̃

〉
=

〈
d

dt̃ρ̃
, D̃ρ̃

〉
≜ D̃ρ̃

dt̃ρ̃
,

more explicitly, 〈
m̃τ

d

dx̃τ
, m̃τdx̃

τ

〉
=

〈
p̃µ

∂

∂x̃µ
, p̃µdx̃

µ

〉
,

which is G̃ττm̃τm̃τ = G̃µν p̃µp̃ν , i.e. m̃τm̃
τ = p̃µp̃

µ� □
Definition 6.3.3.2. Equation

m̃τm̃
τ = p̃µp̃

µ
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is called the energy-momentum equation of Minkowski charge ρ̃ evolving in g.

Remark 6.3.3.1. The energy-momentum equation can also be written as m̃τm̃
τ = p̃0p̃

0+p̃kp̃
k or denoted

by

m̃τm̃
τ = Ẽ0Ẽ

0 + p̃kp̃
k.

Specially, if g is an inertial reference-system defined later, the energy-momentum equation of ρ̃ becomes

m̃2
τ = Ẽ2

0 − p̃2k.

Proposition 6.3.3.2. The relations about energy-momentum of ρ̃

p̃µ = m̃τ dx̃
µ

dx̃τ
, p̃µ = m̃τ

dx̃µ
dx̃τ

hold if and only if the evolution direction of ρ̃ is its actual evolution direction.

Proof. Starting from the equivalences p̃µ ∂
∂x̃µ
∼= m̃τ d

dx̃τ and p̃µ ∂
∂x̃µ

∼= m̃τ
d
dx̃τ

determined by the actual

evolution, according to the evolution lemma, p̃µ = m̃τ dx̃µ

dx̃τ and p̃µ = m̃τ
dx̃µ

dx̃τ
are deduced immediately. □

Remark 6.3.3.2. Similar to Remark 2.4.8.2 , in the actual evolution direction, the conclusion of this

proposition is consistent with the classical definition of momentum in traditional theory.

6.3.4 Conservation of Energy-momentum

Similar to section 2.4.8.2 , we can define the conservation of energy-momentum in classical spacetime

reference-system. Now talk about it briefly.

First of all, the traditional standard conditions of Definition 2.4.9.4 will be expressed as following in

classical spacetime reference-system.

Definition 6.3.4.1. (Regular form) The following two conditions are called the (regular) traditional
standard conditions.

(1) dE0 = 0 is called the (regular) constant mass condition.

(2) ΓMN0 ≜ ΓMNP ε
P
0 = 0 is called the (regular) canonical mass condition.

Definition 6.3.4.2. (Minkowski form) The following two conditions are called the (Minkowski)
traditional standard conditions.

(1) dm̃τ = 0 is called the (Minkowski) constant mass condition.

(2) Γ̃µντ ≜ Γ̃µνρε̃
ρ
τ = 0 is called the (Minkowski) canonical mass condition.

Discussion 6.3.4.1. (Regular form) It is similar to section 2.4.8.2 .

The conservations of energy-momentum of the actual evolution of regular charge ρ of classical spacetime

reference-system f are dpK
dx0 − ∂E0

∂xK + pL
∂εL0
∂xK − [ρFKL]ε

L
0 = 0 and pK;0 −E0;K + pLε

L
0 ;K − [ρRKL]ε

L
0 = 0. On

the traditional standard conditions, dpKdx0 − [ρFKL]ε
L
0 = 0, pK;0 − [ρRKL]ε

L
0 = 0.

The regular Lorentz force equations are FK ≜ dpK
dx0 = ∂E0

∂xK − pL
∂εL0
∂xK + [ρFKL]ε

L
0 and fK ≜ pK;0 =

E0;K − pLεL0;K + [ρRKL]ε
L
0 . On the traditional approxitmate conditions, FK = [ρFKL]ε

L
0 , fK = [ρRKL]ε

L
0 .
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Similar to discussions in section 2.4.10.1 , there is a conservation of total energy-momentum flow TIJ
;I = 0.

Discussion 6.3.4.2. (Minkowski form) The strict deduction of the conservation of energy-momentum

in Minkowski form is similar to the discussions in section 2.4.8.2 . Here only list the results. Denote ρ̃ ≜ ρ̃µν

and 
[ρ̃Γ̃ω] ≜

∂ρ̃

∂x̃ω
− ρ̃;ω ≜ ∂ρ̃µν

∂x̃ω
− ρ̃µν;ω = ρ̃µχΓ̃

χ
νω + ρ̃χν Γ̃

χ
µω

[ρ̃Γ̃τ ] ≜
dρ̃

dx̃τ
− ρ̃;τ ≜ dρ̃µν

dx̃τ
− ρ̃µν;τ = ρ̃µχΓ̃

χ
ντ + ρ̃χν Γ̃

χ
µτ

,

and denote [ρ̃Γ̃ω] ≜ gχω[ρ̃Γ̃χ]

[ρ̃Γ̃ τ ] ≜ gττ [ρ̃Γ̃τ ]
,

therefore [ρ̃Γ̃ω] = P̃ω − p̃ω

[ρ̃Γ̃τ ] = M̃τ − m̃τ

,

[ρ̃Γ̃ω] = P̃ω − p̃ω

[ρ̃Γ̃ τ ] = M̃τ − m̃τ
.

Then denote

[ρ̃B̃ρσ] ≜ ρ̃µχ

(
∂Γ̃χνσ
∂x̃ρ

−
∂Γ̃χνρ
∂x̃σ

)
+ ρ̃χν

(
∂Γ̃χµσ
∂x̃ρ

−
∂Γ̃χµρ
∂x̃σ

)
, [ρ̃R̃ρσ] ≜ ρ̃µχR̃

χ
νρσ + ρ̃χνR̃

χ
µρσ,

[ρ̃F̃ρσ] ≜
∂[ρ̃Γ̃σ]

∂x̃ρ
− ∂[ρ̃Γ̃ρ]

∂x̃σ
, [ρ̃Ẽρσ] ≜ [ρ̃Γ̃σ];ρ − [ρ̃Γ̃ρ];σ.

The conservation of energy-momentum of ρ̃ is
dp̃ρ
dx̃τ
− ∂m̃τ

∂x̃ρ
+ p̃σ

∂ε̃στ
∂x̃ρ
− [ρ̃F̃ρσ]ε̃

σ
τ = 0

p̃ρ;τ − m̃τ ;ρ + p̃σ ε̃
σ
τ ;ρ − [ρ̃R̃ρσ]ε̃

σ
τ = 0

,

on the traditional standard conditions, 
dp̃ρ
dx̃τ
− [ρ̃F̃ρσ]ε̃

σ
τ = 0

p̃ρ;τ − [ρ̃R̃ρσ]ε̃
σ
τ = 0

.

The Minkowski Lorentz force is F̃ρ ≜
dp̃ρ
dx̃τ

=
∂m̃τ

∂x̃ρ
− p̃σ

∂ε̃στ
∂x̃ρ

+ [ρ̃F̃ρσ]ε̃
σ
τ

f̃ρ ≜ p̃ρ;τ = m̃τ ;ρ − p̃σ ε̃στ ;ρ + [ρ̃R̃ρσ]ε̃
σ
τ

,

on the traditional standard conditions, F̃ρ = [ρ̃F̃ρσ]ε̃
σ
τ

f̃ρ = [ρ̃R̃ρσ]ε̃
σ
τ

.

Similar to section 2.4.9.3 , there is a conservation of total energy-momentum flow T̃µν
;µ

= 0.

6.3.5 Gravitational field equation

Discussion 6.3.5.1. Similar to section 2.4.11.1 , for the evolution of classical spacetime reference-system

f in classical spacetime reference-system g, the following gravitational field equations are obtained.
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(1) Regular gravitational field equation is
∑
x
c(x)C(x)IJ +

∑
ρ
c(ρ)T(ρ)IJ = 0, where the dimensions among

various terms are harmomized by constants c(x), c(ρ).

(2) Minkowski gravitational field equation is
∑̃
x

c(x̃)C̃(x̃)µν +
∑̃
ρ

c(ρ̃)T̃(ρ̃)µν = 0, where the dimensions

among various terms are harmomized by constants c(x̃), c(ρ̃).

6.3.6 Evolution quantity

The general discussion about evolution quantity in section 2.4.12.1 can be transplanted to classical

spacetime reference-system. Now talk about it briefly.

Discussion 6.3.6.1. (Regular form) The regular form is similar to the general form.

Let Lρ ∈ L be an evolution path of regular charge ρ of f evolving in g, and dx0 be the time metric and

satisfy ta ≜ x0(a) < x0(b) ≜ tb.

The regular evolution quantity (density functional) of ρ from a to b along path Lρ is

sρW (Lρ) ≜
∫
Lρ

Dρ =

∫ tb

ta

E0dx
0 =

∫ tb

ta

pRdx
R =

∫ tb

ta

dx0

dxτ
(
H0 − [ρΓR]ε

R
0

)
dxτ .

Similar to Proposition 2.4.13.1 , because in the actual evolution direction, the integrand of evolution

quantity is a directional derivative in gradient direction, so the actual evolution path as the integral curve

of gradient directions should satisfy the following proposition. The proof is as same as Proposition 2.4.13.1

, so it does not be discussed repeatly.

Proposition 6.3.6.1. (Regular evolution quantity extreme value theorem). Suppose charge ρ of

f evolves in g. For the charge ρ, an evolution path Lρ is exactly the actual evolution path if and only if

δsρW = 0.

Definition 6.3.6.1. (Minkowski form) Let dx̃τ be the proper-time metric and satisfy τa ≜ x̃τ (a) <

x̃τ (b) ≜ τb. ∀Lρ̃ ∈ L̃, denote

s̃ρ̃W̃ (Lρ̃) ≜
∫
Lρ̃

Dρ̃ =

∫ τb

τa

m̃τdx̃
τ =

∫ τb

τa

p̃µdx̃
µ =

∫ τb

τa

dx̃τ

dx̃0

(
M̃τ − [ρ̃Γ̃σ]ε̃

σ
τ

)
dx̃0.

The functional s̃ρ̃W̃ (Lρ̃) about path ∀Lρ̃ is called the Minkowski evolution quantity (density func-
tional) of ρ̃ evolving along path Lρ̃. Usually it is also called the action of ρ̃ evolving in potential fields.

Proposition 6.3.6.2. (Minkowski evolution quantity extreme value theorem). For the Minkowski

charge ρ̃ of classical spacetime reference-system f evolving in classical spacetime reference-system g, an evo-

lution path Lρ̃ is exactly the actual evolution path if and only if δs̃ρ̃W̃ = 0.

Proof. It is similar to Proposition 2.4.13.1 . The only difference is that the gradient about general

coordinate is replaced by the gradient about Minkowski coordinate.

Let the parameter equation of evolution path Lρ̃ be

x̃σ = x̃σ(x̃τ ), τa ⩽ x̃τ ⩽ τb,
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and let the parameter equation of evolution path Lρ̃ + δLρ̃ be

x̃σ = x̃σ(x̃τ ) + δx̃σ(x̃τ ), τa ⩽ x̃τ ⩽ τb, δx̃σ(τa) = δx̃σ(τb) = 0.

Let the unit tangent vector of path Lρ̃ at any x̃τ be

X̃ ≜ π̃∗

(
d

dx̃τ

)
≜ dx̃σ

dx̃τ

∣∣∣∣
x̃τ

∂

∂x̃σ
≜ ε̃στ (x̃

τ )
∂

∂x̃σ
,

and let the unit tangent vector of Lρ̃ + δLρ̃ be

X̃ + δX̃ ≜ d (x̃σ + δx̃σ)

dx̃τ

∣∣∣∣
x̃τ

∂

∂x̃σ
=

(
dx̃σ

dx̃τ
+ δ

dx̃σ

dx̃τ

)∣∣∣∣
x̃τ

∂

∂x̃σ
= (ε̃στ (x̃

τ ) + δε̃στ (x̃
τ ))

∂

∂x̃σ
.

Then consider the variation of s̃ρ̃W̃ (Lρ̃) =
∫
Lρ̃
m̃τdx̃

τ =
∫
Lρ̃
p̃σ ε̃

σ
τ dx̃

τ .

∆s̃ρ̃W̃ (Lρ̃) = ∆

∫
Lρ̃

p̃σ ε̃
σ
τ dx̃

τ =

∫
Lρ̃+δLρ̃

p̃σ ε̃
σ
τ dx̃

τ −
∫
Lρ̃

p̃σ ε̃
σ
τ dx̃

τ =

∫
Lρ̃+δLρ̃

ρ̃;σ ε̃
σ
τ dx̃

τ −
∫
Lρ̃

ρ̃;σ ε̃
σ
τ dx̃

τ

=

∫
Lρ̃+δLρ̃

〈
X̃, D̃ρ̃

〉
dx̃τ −

∫
Lρ̃

〈
X̃, D̃ρ̃

〉
dx̃τ

=

∫ τb

τa

〈
X̃ + δX̃, D̃ρ̃ (x̃σ + δx̃σ)

〉
dx̃τ −

∫ τb

τa

〈
X̃, D̃ρ̃ (x̃σ)

〉
dx̃τ

=

∫ τb

τa

〈
X̃ + δX̃, D̃ρ̃(x̃σ) +

∂D̃ρ̃(x̃σ)

∂x̃µ
δx̃µ + o(δx̃)dx̃σ

〉
dx̃τ −

∫ τb

τa

〈
X̃, D̃ρ̃(x̃σ)

〉
dx̃τ

=

∫ τb

τa

(〈
X̃ + δX̃, D̃ρ̃

〉
+

〈
X̃ + δX̃,

∂D̃ρ̃

∂x̃µ
δx̃µ

〉)
dx̃τ −

∫ τb

τa

〈
X̃, D̃ρ̃

〉
dx̃τ + o (δx̃)

=

∫ τb

τa

(〈
δX̃, D̃ρ̃

〉
+

〈
X̃,

∂D̃ρ̃

∂x̃µ
δx̃µ

〉)
dx̃τ + o (δx̃) =

∫ τb

τa

(〈
δX̃, D̃ρ̃

〉
+
〈
X̃, δD̃ρ̃

〉)
dx̃τ + o (δx̃)

=

∫ τb

τa

〈
δX̃, D̃ρ̃

〉
dx̃τ +

∫ τb

τa

δD̃ρ̃+ o (δx̃)

=

∫ τb

τa

〈
δX̃, D̃ρ̃

〉
dx̃τ + o(δx̃),

Thus we get

δs̃ρ̃W̃ =

∫ τb

τa

〈
δX̃, D̃ρ̃

〉
dx̃τ .

When point b → a, δds̃ρ̃W̃ =
〈
δX̃, D̃ρ̃

〉
dx̃τ . The directional derivative

〈
X̃, D̃ρ̃

〉
= ρ̃;τ cos θ, where θ

is the included angle between the evolution direction X̃ and the gradient direction. Take the directional

variation, 〈
δX̃, D̃ρ̃

〉
= ρ̃;τδ cos θ = −ρ̃;τ sin θδθ,

Thus, the evolution quantity variation of ρ̃ is

δds̃ρ̃W̃ = −ρ̃;τ sin θδθdx0.

For arbitrary ρ̃, δds̃ρ̃W̃ = 0 if and only if sin θ = 0, namely the evolution direction at this point is exactly

the actual evolution direction (take the positive direction without loss of generality).
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Take integration from a to b, then δ
∫ τb
τa
ds̃ρ̃W̃ = 0 if and only if the evolution direction at each point of

integral curve Lρ̃ is the actual evolution direction of ρ̃. In other words, δs̃ρ̃W̃ = 0 if and only if Lρ̃ is the

actual evolution path of ρ̃. □

6.3.7 Legendre transformation and equation of motion

This section does not discuss the general abstract theory of Legendre transformation, but discusses the

relationship between energy-momentum equation and the concrete construction of Legendre transformation.

Definition 6.3.7.1. (Regular form). Denote

Lτ ≜ E0
dx0

dxτ
=
dx0

dxτ
(
H0 − [ρΓK ]εK0

)
,

Lτ ≜ H0
dx0

dxτ
=
dx0

dxτ
(
E0 + [ρΓK ]εK0

)
.

Obviously on the canonical mass condition,

Lτ = Lτ .

On the canonical mass condition, Lτ is called the regular Lagrangian densigy of the regular charge ρ of

f evolving in g.

According to Discussion 6.3.3.1 , the canonical energy-momentums satisfy H0dx
0 = Pkdx

k −Mτdx
τ . As

a result,

Mτ = Pk
dxk

dxτ
−H0

dx0

dxτ
= Pk

dxk

dxτ
− Lτ .

Mτ is called the regular Hamiltonian density of regular charge ρ of f evolving in g. Such a transformation

between Mτ and Lτ is called the regular Legendre transformation.

Definition 6.3.7.2. (Minkowski form). Denote

L̃0 ≜ m̃τ
dx̃τ

dx̃0
=
dx̃τ

dx̃0

(
M̃τ − [ρ̃Γ̃σ]ε̃

σ
τ

)
,

L̃0 ≜ M̃τ
dx̃τ

dx̃0
=
dx̃τ

dx̃0

(
m̃τ + [ρ̃Γ̃σ]ε̃

σ
τ

)
.

Obviously on the canonical mass condition,

L̃0 = L̃0.

On the canonical mass condition, L̃0 is called the (Minkowski) Lagrangian density of Minkowski charge

ρ̃ of f evolving in g.

According to Definition 6.3.3.1 , the canonical energy-momentums satisfy M̃τdx̃
τ = P̃kdx̃

k − H̃0dx̃
0. As

a result,

H̃0 = P̃k
dx̃k

dx̃0
− M̃τ

dx̃τ

dx̃0
= P̃k

dx̃k

dx̃0
− L̃0.
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H̃0 is called the (Minkowski) Hamiltonian density of Minkowski charge ρ̃ of f evolving in g. Such a

transformation between H̃0 and L̃0 is called the (Minkowski) Legendre transformation.
Discussion 6.3.7.1. (Euler-Lagrange equation) On the traditional standard conditions, Euler-Lagrange

equation can be obtained directly from the definition of Lagrangian density. Concretely,

Lτ ≜ H0
dx0

dxτ
=

dρ

dx0
dx0

dxτ
=

∂ρ

∂xM
dxM

dx0
dx0

dxτ
,

so
∂Lτ
∂xK

=
∂

∂xK

(
∂ρ

∂xM
dxM

dx0
dx0

dxτ

)
.

According to Remark 2.4.9.3 , in the actual evolution direction,
∂Lτ
∂xK

=
dxM

dx0
dx0

dxτ
∂

∂xK

(
∂ρ

∂xM

)
=
dxM

dx0
dx0

dxτ
∂

∂xM

(
∂ρ

∂xK

)
=
dxM

dx0
dx0

dxτ
∂PK
∂xM

=
dPK
dxτ

,

Thus we get
dPk
dxτ
− ∂Lτ
∂xk

= 0,

which is the regular Euler-lagrange equation.

There is a similar deduction in the Minkowski coordinate form. On the traditioinal standard conditions,

L̃0 ≜ M̃τ
dx̃τ

dx̃0
=

dρ̃

dx̃τ
dx̃τ

dx̃0
=

∂ρ̃

∂x̃µ
dx̃µ

dx̃τ
dx̃τ

dx̃0
,

so
∂L̃0

∂x̃σ
=

∂

∂x̃σ

(
∂ρ̃

∂x̃µ
dx̃µ

dx̃τ
dx̃τ

dx̃0

)
.

Similar to Remark 2.4.9.3 , in the actual evolution direction,

∂L̃0

∂x̃σ
=
dx̃µ

dx̃τ
dx̃τ

dx̃0
∂

∂x̃σ

(
∂ρ̃

∂x̃µ

)
=
dx̃µ

dx̃τ
dx̃τ

dx̃0
∂

∂x̃µ

(
∂ρ̃

∂x̃σ

)
=
dx̃µ

dx̃τ
dx̃τ

dx̃0
∂P̃σ
∂x̃µ

=
dP̃σ
dx̃0

,

Thus we get
dP̃k
dx̃0
− ∂L̃0

∂x̃k
= 0,

which is the Minkowski Euler-lagrange equation.

Denote ṽk ≜ dx̃k

dx̃0 . In traditional theory L̃0 = P̃kṽ
k− H̃0 is usually regarded as a function L̃0(x̃

k, ṽk), then

P̃k = ∂L̃0

∂ṽk
. Consequently the Minkowski Euler-Lagrange equation dP̃k

dx̃0 − ∂L̃0

∂x̃k = 0 can be written as

d

dx̃0

(
∂L̃0

∂ṽk

)
− ∂L̃0

∂x̃k
= 0,

which is as same as the traditional Euler-Lagrange equation.

6.3.8 Evolution equation in complex-valued form

This section concisely discusses the construction of evolution equation in complex-valued form. In order

to connect traditional theory, we consider the Minkowski form directly.

Discussion 6.3.8.1. Take a very simple field function ψ(x̃µ) = feiS̃ for example. Let real function f(x̃µ)

satisfy ∫
f2dV = 1,

df

dx̃τ
≜ ε̃µτ

∂f

∂x̃µ
= 0.
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And let

S̃ ≜
∫
s̃dV , s̃ =

∫
L̃0dx̃

0 = f2S̃.

Then let

M̃τ ≜
∫
m̃τdV , m̃τ = f2M̃τ .

Further more let

[P̃Γ̃µ] ≜
∫

[ρ̃Γ̃µ]dV , [ρ̃Γ̃µ] = f2[P̃Γ̃µ].

According to Discussion 6.3.2.1 , in the actual evolution direction of ρ̃,
ρ̃;µdx̃

µ ' ρ̃;τdx̃τ

ρ̃;µ
∂

∂x̃µ
∼= ρ̃;τ

d

dx̃τ

,

then we obtain energy-momentum equation ρ̃;µρ̃;µ = ρ̃;τ ρ̃
;τ , so the above actual evolution equation can be

equivalently witten as {
ρ̃;µε̃

µ
τ = ρ̃;τ

ρ̃;µρ̃
;µ = ρ̃;τ ρ̃

;τ
.

Without loss of generality, it can be denoted that either m̃τ ≜ ρ̃;τ or m̃τ ≜ −ρ̃;τ . For convenience, adopt the
latter. On the canonical mass condition, L̃0 = L̃0. It is obtained thatε̃µτ

∂s̃

∂xµ
= −m̃τ

ρ̃;µρ̃
;µ = ρ̃;τ ρ̃

;τ

⇒

ε̃
µ
τ

∂S̃

∂xµ
= −M̃τ

ρ̃;µρ̃
;µ = ρ̃;τ ρ̃

;τ

.

On the canonical mass condition, [ρ̃Γ̃µ]ε̃µτ = 0, and the first equation becomes

ε̃µτ

(
∂S̃

∂xµ
− [P̃Γ̃µ]

)
= −M̃τ

⇔ iε̃µτ

(
i
∂S̃

∂xµ
feiS̃ − i[P̃Γ̃µ]feiS̃

)
= M̃τfe

iS̃ ⇔ iε̃µτ

(
∂f

∂x̃µ
eiS̃ + i

∂S̃

∂xµ
feiS̃ − i[P̃Γ̃µ]feiS̃

)
= M̃τfe

iS̃

⇔ iε̃µτ

∂
(
feiS̃

)
∂x̃µ

− i[P̃Γ̃µ]feiS̃
 = M̃τfe

iS̃ ⇔ iε̃µτ

(
∂ψ

∂x̃µ
− i[P̃Γ̃µ]ψ

)
= M̃τψ

⇔ iε̃µτ

(
∂

∂x̃µ
− i[P̃Γ̃µ]

)
ψ = M̃τψ,

which is concisely denoted by iε̃µτ D̃µψ = M̃τψ, where D̃µ ≜ ∂
∂x̃µ − i[P̃Γ̃µ]. Thus, the evolution equation

becomes iε̃
µ
τ D̃µψ = M̃τψ

ρ̃;µρ̃
;µ = ρ̃;τ ρ̃

;τ
,

which is the actual evolution equation in complex-valued form.

Discussion 6.3.8.2. The above equation is similar to Dirac equation, but not the same. ρ̃;µρ̃;µ = ρ̃;τ ρ̃
;τ

can also be written as G̃µν ρ̃;µρ̃;ν = m̃2
τ , where G̃µν is the metric tensor of g. Then define the well-known

general Dirac algebra such that

γµγν + γνγµ = 2G̃µν .
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No matter what kind of matrix representation of γµ is, directly substitutes it into G̃µν ρ̃;µρ̃;ν = m̃2
τ , then

(γµρ̃;µ)(γ
ν ρ̃;ν) + (γν ρ̃;ν)(γ

µρ̃;µ) = 2m̃2
τ .

If g satisfies that µ 6= ν ⇒ G̃µν = 0, then γµγν = −γνγµ holds for different µ and ν. In this case the

above equation can be writter as (γµρ̃;µ)(γ
ν ρ̃;ν) = m̃2

τ , moreover we obtain γµρ̃;µ = −m̃τ (be consistent

with Discussion 6.3.8.1 ).

Now according to the same thoughts in Discussion 6.3.8.1 , add an extra condition of flow conservation

γµ ∂f
∂x̃µ = 0 and a similar canonical mass condition γµ[ρ̃Γ̃µ] = 0. Then

γµρ̃;µ = −m̃τ ⇔ γµ
∂s̃

∂xµ
= −m̃τ ⇔ γµ

∂S̃

∂xµ
= −M̃τ ⇔ γµ

(
∂S̃

∂xµ
− [P̃Γ̃µ]

)
= −M̃τ

⇔ iγµ

(
i
∂S̃

∂xµ
feiS̃ − i[P̃Γ̃µ]feiS̃

)
= M̃τfe

iS̃ ⇔ iγµ

(
∂f

∂x̃µ
eiS̃ + i

∂S̃

∂xµ
feiS̃ − i[P̃Γ̃µ]feiS̃

)
= M̃τfe

iS̃

⇔ iγµ

∂
(
feiS̃

)
∂x̃µ

− i[P̃Γ̃µ]feiS̃
 = M̃τfe

iS̃ ⇔ iγµ
(
∂ψ

∂x̃µ
− i[P̃Γ̃µ]ψ

)
= M̃τψ

⇔ iγµ
(

∂

∂x̃µ
− i[P̃Γ̃µ]

)
ψ = M̃τψ,

which can be denoted by

iγµD̃µψ = M̃τψ,

where the definition of D̃µ is as same as that in Discussion 6.3.8.1 . Thus the Dirac equation has been

constructed. If adopting the matrix representation of γµ, it just needs to use a four-component field consisting

of such four ψ.

However, that is not all. Noticed that the above Dirac equation requires that the metric tensor of g is

a diagonal matrix. For a general g, the metric tensor is not necessarily a diagonal matrix. At this time we

should take another way based on the above result to obtain a general Dirac equation.

Concretely, consider the evolution of a charge ρ̃ of an arbitrary classical spacetime reference-system f in

another arbitrary classical spacetime reference-system g. Review Remark 2.2.1.2 , and define a completely

static reference-system e such that Fg(e) = g. There is a traditional Dirac algebra γαγβ + γβγα = 2δ̃αβ

strictly defined on e. Then using the above result, it is obtained that the Dirac equation of ρ̃ evolving in e

is iγαD̃αψe = M̃τψe, where D̃α ≜ ∂
∂ξ̃α
− i[P̃∆̃α]�

When the reference-system transformation Fg transforms e to g, the transformation of slack-tight is

ηαβ 7→ B̃αµ ,

and the transformation of basis vector ∂
∂ξ̃α

is

∂

∂ξ̃β
= ηαβ

∂

∂ξ̃α
7→ ∂

∂x̃µ
= B̃αµ

∂

∂ξ̃α
,

and correspondingly let the transformation of γα be

γβ = ηβαγ
α 7→ γµ ≜ C̃µαγ

α.



98 Zhao-Hui Man

According to the definition of simple connection, the transformation of [P̃∆̃α] can be expressed as

[P̃∆̃α] 7→ [P̃Γ̃µ] = [P̃∆̃α]B̃
α
µ + rµ,

and correspondingly the transformation of D̃α is

D̃α ≜ ∂

∂ξ̃α
− i[P̃∆̃α] 7→ D̃µ ≜ ∂

∂x̃µ
− i[P̃Γ̃µ] = B̃αµ

∂

∂ξ̃α
− i[P̃∆̃α]B̃

α
µ − irµ = B̃αµ D̃α − irµ.

Thus the transformation of ψe is

ψe = fe
i

∫ (
P̃;α + [P̃∆̃α]

)
dξ̃α

7→ ψ = fe
i

∫ (
P̃;µ + [P̃Γ̃µ]

)
dx̃µ

= fe
i

∫ (
P̃;µ + [P̃∆̃α]B̃

α
µ + rµ

)
dx̃µ

,

i.e.

ψe 7→ ψ = ψee
i

∫
rµdx̃

µ

.

Denote

θ ≜
∫
rµdx̃

µ, rµ = ∂µθ,

then

ψe 7→ ψ = ψee
iθ.

The Dirac equation iγαD̃αψe = M̃τψe correspondingly becomes

i
(
B̃αµγ

µ
)(

C̃να(D̃ν + i∂νθ)
) (
ψe−iθ

)
= M̃τ

(
ψe−iθ

)
,

iγµ(D̃µ + i∂µθ)
(
ψe−iθ

)
= M̃τψe

−iθ,

iγµ
(
∂µ − i[P̃Γ̃µ] + i∂µθ

) (
ψe−iθ

)
= M̃τψe

−iθ,

iγµ∂µ
(
ψe−iθ

)
+ γµ[P̃Γ̃µ]ψe

−iθ − γµψe−iθ∂µθ = M̃τψe
−iθ,

iγµ∂µψe
−iθ + iγµψ∂µe

−iθ + γµ[P̃Γ̃µ]ψe
−iθ − γµψe−iθ∂µθ = M̃τψe

−iθ,

iγµ∂µψe
−iθ + γµψ∂µθe

−iθ + γµ[P̃Γ̃µ]ψe
−iθ − γµψe−iθ∂µθ = M̃τψe

−iθ,

iγµ∂µψ + γµψ∂µθ + γµ[P̃Γ̃µ]ψ − γµψ∂µθ = M̃τψ,

iγµ∂µψ + γµ[P̃Γ̃µ]ψ = M̃τψ,

finally that is

iγµD̃µψ = M̃τψ.

It is shown that a reference-system transformation Fg brings a transformation of slack-tight, further more it

brings a kind of very general gauge transformation. In this sense, it is not difficult to understand the termi-

nologies in Definition 2.2.2.3 . The essence of the so-called gauge transformation is actually a transformation

of reference-system.

Thus, the Dirac equation iγµD̃µψ = M̃τψ about arbitrary classical spacetime reference-system has been

constructed.
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Now the Dirac equation becomes a theorem, and is not a principle anymore. In consideration of that the

Dirac equation is constructed from the actual evolution equation, so it also reflects the concept of gradient

direction, and it thereby describes the effects of intrinsic geometry of manifold on the gradient direction. In

this sense, the Dirac equation in epistemology can be used to cognize the actual evolution of physical reality

in ontology. This is the origin of the effectiveness of Dirac equation in traditional physics.

6.4 Classical spacetime inertial reference-system

In order to connect traditional theory, directly consider the Minkowski form.

Definition 6.4.1. Let g be a classical spacetime reference-system on manifold M̃ .

(1) If g satisfies dζ̃τ = dx̃τ on M̃ , g is called a classical spacetime orthogonal reference-system, and

geometric manifold (M̃, g) is called an isotropic spacetime. For convenience, dζ̃τ and dx̃τ are uniformly

denoted by dτ . According to Definition 6.2.3.2 , the metric tensors G̃ and H̃ of g satisfy G̃µν = ∆̃αβB̃
α
µ B̃

β
ν =

Ẽµν and H̃αβ = ẼµνC̃
µ
αC̃

ν
β = ∆̃αβ .

(2) If the slack-tights B̃αµ and C̃µα of g are both constants independent of positions on manifold M̃ , g is

called a classical spacetime flat reference-system, and (M̃, g) is called a flat spacetime.
(3) If g is not only a classical spacetime orthogonal reference-system but also a classical spacetime flat

reference-system, g is called a classical spacetime inertial reference-system, or an inertial-system for

short, and (M̃, g) is called an isotropic and flat spacetime.
Definition 6.4.2. Let Fg is a reference-system transformation induced by g.

(1) If g is a classical spacetime orthogonal reference-system, Fg is called a classical spacetime orthog-
onal transformation.

(2) If g is a classical spacetime flat reference-system, Fg is called a classical spacetime flat transfor-
mation.

(3) If g is a classical inertial reference-system, Fg is called a classical spacetime inertial transforma-
tion, or an inertial transformation for short, or called a Lorentz transformation.

Remark 6.4.1. Reviewing section 2.2.2.3 and section 2.2.3.1 , a property which remains unchanged

during a Lorentz transformation is not only a classical spacetime Riemannian geometric property but also a

kernal geometric property. It can be called a Minkowski geometric property.
Discussion 6.4.1. The cotangent vector field form of the evolution of an inertial-system g isdζ̃

s = B̃s0dx̃
0 + B̃si dx̃

i ' B̃sτdτ

dζ̃0 = B̃0
0dx̃

0 + B̃0
i dx̃

i ' B̃0
τdτ

,

dx̃
i = C̃i0dζ̃

0 + C̃isdζ̃
s ' C̃iτdτ

dx̃0 = C̃0
0dζ̃

0 + C̃0
sdζ̃

s ' C̃0
τdτ

.

Denote

ṽα ≜ δ̃ατ =
dζ̃α

dτ
, ũµ ≜ ε̃µτ =

dx̃µ

dτ
.

They are called proper-time velocities, and obviously satisfyṽ
s = B̃s0ũ

0 + B̃si ũ
i

ṽ0 = B̃0
0 ũ

0 + B̃0
i ũ

i
,

ũ
i = C̃i0ṽ

0 + C̃isṽ
s

ũ0 = C̃0
0 ṽ

0 + C̃0
s ṽ
s
.
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Discussion 6.4.2. Consider the evolution of a charge ρ̃ of an arbitrary classical spacetime reference-

system f in an inertial-system g.

(1) In the basis coordinate frame {ζ̃α} of g, let the actual evolution direction of ρ̃ completely point to

the internal space, that is to say, on the evolution path the external metrics satisfy dζ̃s = 0. So dζ̃0 = dτ ,

the time ζ̃0 is exactly the proper-time. Therefore, the proper-time velocities of ρ̃ are ṽs = dζ̃s

dτ = 0 and

ṽ0 = dζ̃0

dτ = 1.

(2) In the performance coordinate frame {x̃µ} of g, on the evolution path the time metric of ρ̃ satisfies

dx̃0 = C̃0
0dζ̃

0 = C̃0
τdτ , and x̃0 is called the coordinate time of ρ̃. The proper-time velocities of ρ̃ are ũs = C̃i0

and ũ0 = C̃0
0 = C̃0

τ , which are all constants.

That is to say those two coordinate frames have a constant relative velocity with each other, which is

exactly the typical intuition of traditional inertial-system.

Thus, the evolution of ρ̃ performs as relative rest in the basis coordinate frame {ζ̃α} and performs as

isotropic uniform linear relative motion in the performance coordinate frame {x̃µ}. The relative rest and

the isotropic uniform linear relative motion are uniformly called the isotropic and flat relative motion,
or the inertial relative motion.

Remark 6.4.2. The relative rest is not a stopped evolution, but an evolution in a specific direction.

Remark 6.4.3. On one hand, a non-trivial interaction should be described with non-trivial slack-tight.

On the other hand, if the slack-tights are not constants or does not satisfy the orthogonal condition, the

evolution will not perform as an isotropic and flat relative motion, at this time it can also be said that some

classical spacetime interaction happens.

In a word, the relative motion and the interaction are just two different statements for the same thing.

Specially, the trivial relative motion and no interaction are just two different statements for the same thing.

7 Weak and electromagnetic interaction and relative motion

7.1 Weak-electromagnetic reference-system and its general evolution form

Definition 7.1.1. Let D = r + 2, and on a D-dimensional smooth manifold M there be a typical gauge

field reference-system f defined in Definition 5.2.1 , such that on a neighborhood U of each point p, the

coordinate representation of f(p) is{
ξs = ξs(xi)

ξa = ξa(xM )
,

{
xi = xi(ξs)

xm = xm(ξA)
; 1 ⩽ s, i ⩽ r ; a,m = D− 1,D.

Then f is called a typical weak-electromagnetic interaction reference-system, or a weak-electromagnetic
reference-system for short.

Discussion 7.1.1. The coordinate form of the evolution of weak-electromagnetic reference-system is
ξs = ξs(xi) = ξs(x0)

ξa = ξa(xM ) = ξa(x0)

ξ0 = ξ0(x0)

,


xi = xi(ξs) = xi(ξ0)

xm = xm(ξA) = xm(ξ0)

x0 = x0(ξ0)

,
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and the basis vector form is
dξs = Bsi dx

i ' Bs0dx0

dξa = BaMdx
M ' Ba0dx0

CM0
∂

∂xM
∼= C0

0

d

dx0
=

d

dξ0

,


dxi = Cisdξ

s ' Ci0dξ0

dxm = CmA dξ
A ' Cm0 dξ0

BA0
∂

∂ξA
∼= B0

0

d

dξ0
=

d

dx0

,

where

Bsm = 0, Cia = 0.

For the sake of simplicity, the effects of gravitational field should be excluded. So let f be externally flat and

internally standard. According to Definition 5.2.2 , it is required that

Bsi = δsi , Bai = 0, Cis = δis, Cms = 0.

Gmn = 0(m 6= n), Gmn = const.

Definition 7.1.2. For convenience, indices should be specified first of all. Based on Definition 6.1.1.1 ,

if not specified in other sections, the values of internal indices are as following.

The internal indices are a, b, c, d, e = D − 1,D in coordinate frame ξ and m,n, p, q, r = D − 1,D in

coordinate frame x.

Discussion 7.1.2. Calculate the metric tensor of weak-electromagnetic reference-system f .

GMN ≜ δABB
A
MB

B
N = δstB

s
MB

t
N + δabB

a
MB

b
N ⇒



Gij = δstB
s
iB

t
j + δabB

a
i B

b
j = δstδ

s
i δ
t
j = δij

Gin = δstB
s
iB

t
n + δabB

a
i B

b
n = 0

Gmj = δstB
s
mB

t
j + δabB

a
mB

b
j = 0

Gmn = δstB
s
mB

t
n + δabB

a
mB

b
n = BD−1

m BD−1
n +BD

mB
D
n

,

GMN = δABCMA CNB = δstCMs CNt + δabCMa CNb ⇒



Gij = δstCisC
j
t = δstδisδ

j
t = δij

Gin = δstCisC
n
t = 0

Gmj = δstCms C
j
t = 0

Gmn = δstCms C
n
t + δabCma C

n
b = CmD−1C

n
D−1 + CmDC

n
D

.

Discussion 7.1.3. Calculate the connection of weak-electromagnetic reference-system f .

For the simple connection defined in Definition 2.2.9.2 , it is obtained that

ΛMNP ≜ 1

2
CMA (

∂BAN
∂xP

+
∂BAP
∂xN

) = 0 +
1

2
CMa (

∂BaN
∂xP

+
∂BaP
∂xN

)⇒



ΛiNP = 0

Λmjk = 0

ΛmnP =
1

2
Cma (

∂Ban
∂xP

+
∂BaP
∂xn

)

ΛmNp =
1

2
Cma (

∂BaN
∂xp

+
∂Bap
∂xN

)

.
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ΛMNP ≜ GMM ′ΛM
′

NP ⇒



ΛiNP = GiM ′ΛM
′

NP = Gii′Λ
i′

NP = 0

Λmjk = GmM ′ΛM
′

jk = Gmm′Λm
′

jk = 0

ΛmnP =
1

2
δABB

B
m

(
∂BAn
∂xP

+
∂BAP
∂xn

)
=

1

2
δabB

b
m

(
∂Ban
∂xP

+
∂BaP
∂xn

)
ΛmNp =

1

2
δABB

B
m

(
∂BAN
∂xp

+
∂BAp
∂xN

)
=

1

2
δabB

b
m

(
∂BaN
∂xp

+
∂Bap
∂xN

)
.

Definition 7.1.3. The affine connection components ΛmnP , i.e. Λ(D−1)(D−1)P , Λ(D−1)DP , ΛD(D−1)P ,

ΛDDP , are called the general original gauge potential of the weak-electromagnetic reference-system f .

Discussion 7.1.4. Calculate the curvature coefficients of f .

Km
nPQ ≜

∂ΛmnQ
∂xP

− ∂ΛmnP
∂xQ

+ ΛmHPΛ
H
nQ − ΛHnPΛmHQ

⇒



KD−1
(D−1)PQ =

∂ΛD−1
(D−1)Q

∂xP
−
∂ΛD−1

(D−1)P

∂xQ
+ ΛD−1

DP ΛD
(D−1)Q − Λ

D
(D−1)PΛ

D−1
DQ

KD−1
DPQ =

∂ΛD−1
DQ

∂xP
−
∂ΛD−1

DP

∂xQ
+ ΛD−1

(D−1)PΛ
D−1
DQ + ΛD−1

DP ΛD
DQ − ΛD−1

DP ΛD−1
(D−1)Q − Λ

D
DPΛ

D−1
DQ

KD
(D−1)PQ =

∂ΛD
(D−1)Q

∂xP
−
∂ΛD

(D−1)P

∂xQ
+ ΛD

(D−1)PΛ
D−1
(D−1)Q + ΛD

DPΛ
D
(D−1)Q − Λ

D−1
(D−1)PΛ

D
(D−1)Q − Λ

D
(D−1)PΛ

D
DQ

KD
DPQ =

∂ΛD
DQ

∂xP
− ∂ΛD

DP

∂xQ
+ ΛD

(D−1)PΛ
D−1
DQ − Λ

D−1
DP ΛD

(D−1)Q

.

KmnPQ ≜ GmM ′KM ′

nPQ = Gmm′Km′

nPQ =
∂ΛmnQ
∂xP

− ∂ΛmnP
∂xQ

+ ΛmHPΛ
H
nQ − ΛHnPΛmHQ

=
∂ΛmnQ
∂xP

− ∂ΛmnP
∂xQ

+GHGΛmHPΛGnQ −GHGΛGnPΛmHQ

=
∂ΛmnQ
∂xP

− ∂ΛmnP
∂xQ

+Ghg (ΛmhPΛgnQ − ΛgnPΛmhQ)

⇒



K(D−1)(D−1)PQ =
∂Λ(D−1)(D−1)Q

∂xP
−
∂Λ(D−1)(D−1)P

∂xQ
+Ghg

(
Λ(D−1)hPΛg(D−1)Q − Λg(D−1)PΛ(D−1)hQ

)
KD(D−1)PQ =

∂ΛD(D−1)Q

∂xP
−
∂ΛD(D−1)P

∂xQ
+Ghg

(
ΛDhPΛg(D−1)Q − Λg(D−1)PΛDhQ

)
K(D−1)DPQ =

∂Λ(D−1)DQ

∂xP
−
∂Λ(D−1)DP

∂xQ
+Ghg

(
Λ(D−1)hPΛgDQ − ΛgDPΛ(D−1)hQ

)
KDDPQ =

∂ΛDDQ

∂xP
− ∂ΛDDP

∂xQ
+Ghg (ΛDhPΛgDQ − ΛgDPΛDhQ)

⇒



K(D−1)(D−1)PQ =
∂Λ(D−1)(D−1)Q

∂xP
−
∂Λ(D−1)(D−1)P

∂xQ
+GDD

(
Λ(D−1)DPΛD(D−1)Q − ΛD(D−1)PΛ(D−1)DQ

)
KD(D−1)PQ =

∂ΛD(D−1)Q

∂xP
−
∂ΛD(D−1)P

∂xQ
+GDD

(
ΛDDPΛD(D−1)Q − ΛD(D−1)PΛDDQ

)
+G(D−1)(D−1)

(
ΛD(D−1)PΛ(D−1)(D−1)Q − Λ(D−1)(D−1)PΛD(D−1)Q

)
K(D−1)DPQ =

∂Λ(D−1)DQ

∂xP
−
∂Λ(D−1)DP

∂xQ
+GDD

(
Λ(D−1)DPΛDDQ − ΛDDPΛ(D−1)DQ

)
+G(D−1)(D−1)

(
Λ(D−1)(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛ(D−1)(D−1)Q

)
KDDPQ =

∂ΛDDQ

∂xP
− ∂ΛDDP

∂xQ
+G(D−1)(D−1)

(
ΛD(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛD(D−1)Q

)

.
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Definition 7.1.4. In order to conveniently compare with the traditional Glashow-Weinberg-Salam the-

ory, define 
BP ≜ 1√

2

(
ΛD
DP + ΛD−1

(D−1)P

)
A3
P ≜ 1√

2

(
ΛD
DP − ΛD−1

(D−1)P

) ,

A1
P ≜ 1√

2

(
ΛD−1
DP + ΛD

(D−1)P

)
A2
P ≜ 1√

2

(
ΛD−1
DP − Λ

D
(D−1)P

) .
And define 

BPQ ≜ 1√
2

(
KD

DPQ +KD−1
(D−1)PQ

)
F 3
PQ ≜ 1√

2

(
KD

DPQ −KD−1
(D−1)PQ

) ,

F 1
PQ ≜ 1√

2

(
KD−1

DPQ +KD
(D−1)PQ

)
F 2
PQ ≜ 1√

2

(
KD−1

DPQ −K
D
(D−1)PQ

) .
Discussion 7.1.5. By direct calculation we obtain

BPQ ≜ 1√
2

(
KD

DPQ +KD−1
(D−1)PQ

)
=
∂BQ
∂xP

− ∂BP
∂xQ

F 3
PQ ≜ 1√

2

(
KD

DPQ −KD−1
(D−1)PQ

)
=
∂A3

Q

∂xP
− ∂A3

P

∂xQ
+
√
2
(
A1
PA

2
Q −A2

PA
1
Q

)
F 1
PQ ≜ 1√

2

(
KD−1

DPQ +KD
(D−1)PQ

)
=
∂A1

Q

∂xP
− ∂A1

P

∂xQ
+
√
2
(
A2
PA

3
Q −A3

PA
2
Q

)
F 2
PQ ≜ 1√

2

(
KD−1

DPQ −K
D
(D−1)PQ

)
=
∂A2

Q

∂xP
− ∂A2

P

∂xQ
−
√
2
(
A3
PA

1
Q −A1

PA
3
Q

)
.

Noticed that there is a difference of positive and negative sign between F 2
PQ here and that in Glashow-

Weinberg-Salam theory. Fortunately this difference is not very important, which does not hinder further

discussions.

And noticed that there is a difference of coupling constant between the F 1
PQ, F 2

PQ, F 3
PQ above and those in

Glashow-Weinberg-Salam theory. The results of Discussion 7.1.4 indicate that the coupling constant is deter-

mined byGhg. Concretely, consider a conditionG(D−1)(D−1) = GDD, denote g ≜
√(

G(D−1)(D−1)
)2

+ (GDD)
2,

and replace Definition 7.1.4 with
BP ≜ 1√

2

(
ΛDDP + Λ(D−1)(D−1)P

)
A3
P ≜ 1√

2

(
ΛDDP − Λ(D−1)(D−1)P

) ,

A1
P ≜ 1√

2

(
Λ(D−1)DP + ΛD(D−1)P

)
A2
P ≜ 1√

2

(
Λ(D−1)DP − ΛD(D−1)P

) ,

BPQ ≜ 1√

2

(
KDDPQ +K(D−1)(D−1)PQ

)
F 3
PQ ≜ 1√

2

(
KDDPQ −K(D−1)(D−1)PQ

) ,

F 1
PQ ≜ 1√

2

(
K(D−1)DPQ +KD(D−1)PQ

)
F 2
PQ ≜ 1√

2

(
K(D−1)DPQ −KD(D−1)PQ

) .
Thus we obtain

BPQ ≜ 1√
2

(
KDDPQ +K(D−1)(D−1)PQ

)
=

1√
2

∂
(
ΛDDQ + Λ(D−1)(D−1)Q

)
∂xP

− 1√
2

∂
(
ΛDDP + Λ(D−1)(D−1)P

)
∂xQ

=
∂BQ
∂xP

− ∂BP
∂xQ

.
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F 3
PQ ≜ 1√

2

(
KDDPQ −K(D−1)(D−1)PQ

)
=

1√
2

(
∂ΛDDQ

∂xP
− ∂ΛDDP

∂xQ
+G(D−1)(D−1)

(
ΛD(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛD(D−1)Q

))
− 1√

2

(
∂Λ(D−1)(D−1)Q

∂xP
−
∂Λ(D−1)(D−1)P

∂xQ
+GDD

(
Λ(D−1)DPΛD(D−1)Q − ΛD(D−1)PΛ(D−1)DQ

))
=
∂A3

Q

∂xP
− ∂A3

P

∂xQ
+ g

(
ΛD(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛD(D−1)Q

)
=
∂A3

Q

∂xP
− ∂A3

P

∂xQ
+ g

(
A1
PA

2
Q −A2

PA
1
Q

)
.

Similarly we also obtain

F 1
PQ =

∂A1
Q

∂xP
− ∂A1

P

∂xQ
+ g

(
A2
PA

3
Q −A3

PA
2
Q

)
,

F 2
PQ =

∂A2
Q

∂xP
− ∂A2

P

∂xQ
− g

(
A3
PA

1
Q −A1

PA
3
Q

)
.

If considering in the way of traditional theory, substitute them into − 1
4BPQB

PQ − 1
4

3∑
k=1

F kPQF
kPQ. By

mixing them with Weinberg angle θW , then define the mixture of gauge potentials

ZP ≜ −BP sin θW +A3
P cos θW

AP ≜ BP cos θW +A3
P sin θW

,


W+
P ≜ 1√

2

(
A1
P − iA2

P

)
W−
P ≜ 1√

2

(
A1
P + iA2

P

) .
Thus, we can obtain the Lagrangian of Glashow-Weinberg-Salam theory in the degree of just some differences

of positive and negative signs. The mass term will be explained later.

In this sense, beyond doubt it is feasible and effective for the weak-electromagnetic reference-system

f to describe the weak and electromagnetic interactions. More significantly, the gauge potentials are no

longer connections abstractly defined in traditional theory, but affine connections concretely constructed by

the slack-tight on geometric manifold, therefore they are intrinsic geometric properties now. The coupling

constant is also no longer introduced artificially like that in traditional theory, but a natural reflection of

intrinsic geometric property.

7.2 Actual evolution of weak-electromagnetic charges

Discussion 7.2.1. Now calculate the evolution forms of charges ρ(D−1)(D−1), ρDD, ρD(D−1), ρ(D−1)D of

f evolving in g, where f and g are two weak-electromagnetic reference-systems.

First, generally, ρmn;P = ∂P ρmn − ρHnΓHmP − ρmHΓHnP = ∂P ρmn − ρhnΓhmP − ρmhΓhnP . Concretely, by

calculation we obtain

ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)Γ
D−1
(D−1)P −

(
ρD(D−1) + ρ(D−1)D

)
ΓD
(D−1)P

ρDD;P = ∂P ρDD − 2ρDDΓ
D
DP −

(
ρD(D−1) + ρ(D−1)D

)
ΓD−1
DP

ρD(D−1);P = ∂P ρD(D−1) −
(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
− ρD(D−1)

(
ΓD−1
(D−1)P + ΓD

DP

)
ρ(D−1)D;P = ∂P ρ(D−1)D −

(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
− ρ(D−1)D

(
ΓD−1
(D−1)P + ΓD

DP

)
.
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Definition 7.2.1. Denote l ≜ (ρ(D−1)(D−1), ρDD), which is called a charged lepton. Denote ν ≜
(ρD(D−1), ρ(D−1)D), which is called a neutrino. l and ν are uniformly called leptons, denoted by L.

L 1√
2
( 11 ) is called a left-handed lepton, and L 1√

2

(
1
−1

)
is called a right-handed lepton�

L 1√
2

(−1
−1

)
is called a right-handed anti-lepton, and L 1√

2

(−1
1

)
is called a left-handed anti-lepton.

Thus, left-handed and right-handed charged leptons are

lL ≜ 1√
2

(
ρ(D−1)(D−1) + ρDD

)
, lR ≜ 1√

2

(
ρ(D−1)(D−1) − ρDD

)
.

Left-handed and right-handed neutrinos are

νL ≜ 1√
2

(
ρD(D−1) + ρ(D−1)D

)
, νR ≜ 1√

2

(
ρD(D−1) − ρ(D−1)D

)
.

lL and lR are uniformly called the implicit polarity representation of charged leptons.
Remark 7.2.1. The reason for defining chirality in this way is that in traditional theory the essence of

helicity is a concept reflecting the relative relation of phases of components. It is true for both the polarization

of electromagnetic wave and the spin polarization of lepton. Different relative relation modes of phases of

components represent different motion states. The existence of different components is the premise of the

existence of such a degree of freedom of motion.

Take the charged lepton l ≜
(
ρ(D−1)(D−1), ρDD

)
for example. Denote ∠θ ≜ (cos θ, sin θ). With two

independent components, l can make various orthogonal decompositions.

(1) If the orthogonal basis is chosen to be ∠π
2 and ∠0, then

l = ρDD∠π
2
+ ρ(D−1)(D−1)∠0.

(2) If the orthogonal basis is chosen to be ∠
(
+π

4

)
and ∠

(
−π4
)
, then it is regarded as the orthogonal

decomposition reflecting two opposite helicity directions that

l = lL∠
(
+
π

4

)
+ lR∠

(
−π
4

)
,

where

lL ≜ 1√
2

(
ρ(D−1)(D−1) + ρDD

)
, lR ≜ 1√

2

(
ρ(D−1)(D−1) − ρDD

)
.

The concept of chirality in Definition 7.2.1 exactly comes from such a consideration.

Although here is no complex-valued operator analysis like the traditional quantum mechanics, actually

a similar effect appears. The above orthogonal basis ∠
(
+π

4

)
and ∠

(
−π4
)
correspond to the eigenvectors of

helicity operator of traditional theory, and the above parameters +π
4 and −π4 of orthogonal basis correspond

to the eigenvalues of helicity operator. Anyway there must be a way to describe the degree of freedom of

helicity for each theoretical form.

Except this, it also can be seen from the evolution forms of leptons deduced later that such a definition

of chirality is reasonable.

Definition 7.2.2. Denote
W 1
P ≜ 1√

2

(
Γ(D−1)DP + ΓD(D−1)P

)
W 2
P ≜ 1√

2

(
Γ(D−1)DP − ΓD(D−1)P

) ,

W+
P ≜ 1√

2

(
W 1
P − iW 2

P

)
W−
P ≜ 1√

2

(
W 1
P + iW 2

P

) ,
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which are uniformly called the W potential of weak interaction, and the former is called the implicit
polarity representation of W potential, and the latter is called the explicit polarity representation
of W potential.

Discussion 7.2.2. According to Definition 7.2.2 , there are
W 1
P =

1√
2

(
W+
P +W−

P

)
W 2
P =

i√
2

(
W+
P −W

−
P

) ,

Γ(D−1)DP =

1√
2

(
W 1
P +W 2

P

)
ΓD(D−1)P =

1√
2

(
W 1
P −W 2

P

) .
Moreover, 

Γ(D−1)DP =
1√
2

(
1√
2

(
W+
P +W−

P

)
+

i√
2

(
W+
P −W

−
P

))
ΓD(D−1)P =

1√
2

(
1√
2

(
W+
P +W−

P

)
− i√

2

(
W+
P −W

−
P

))

⇒


Γ(D−1)DP =

1 + i

2
W+
P +

1− i
2

W−
P

ΓD(D−1)P =
1− i
2

W+
P +

1 + i

2
W−
P

,


W+
P =

1√
2

(
1√
2

(
Γ(D−1)DP + ΓD(D−1)P

)
− i 1√

2

(
Γ(D−1)DP − ΓD(D−1)P

))
W−
P =

1√
2

(
1√
2

(
Γ(D−1)DP + ΓD(D−1)P

)
+ i

1√
2

(
Γ(D−1)DP − ΓD(D−1)P

))

⇒


W+
P =

1− i
2

Γ(D−1)DP +
1 + i

2
ΓD(D−1)P

W−
P =

1 + i

2
Γ(D−1)DP +

1− i
2

ΓD(D−1)P

.

Substitute them into the arranged result of Discussion 7.2.1 , it is obtained that

ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)Γ
D−1
(D−1)P −

(
ρD(D−1) + ρ(D−1)D

)
ΓD
(D−1)P

ρDD;P = ∂P ρDD − 2ρDDΓ
D
DP −

(
ρD(D−1) + ρ(D−1)D

)
ΓD−1
DP

ρD(D−1);P = ∂P ρD(D−1) −
(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
− ρD(D−1)

(
ΓD−1
(D−1)P + ΓD

DP

)
ρ(D−1)D;P = ∂P ρ(D−1)D −

(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
− ρ(D−1)D

(
ΓD−1
(D−1)P + ΓD

DP

)

⇒



ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)Γ
D−1
(D−1)P −

g√
2
νL
(
W 1
P −W 2

P

)
ρDD;P = ∂P ρDD − 2ρDDΓ

D
DP −

g√
2
νL
(
W 1
P +W 2

P

)
ρD(D−1);P = ∂P ρD(D−1) −

1√
2

((
ρ(D−1)(D−1) + ρDD

) g√
2
W 1
P +

(
ρ(D−1)(D−1) − ρDD

) g√
2
W 2
P

)
− ρD(D−1)

(
ΓD−1
(D−1)P + ΓD

DP

)
ρ(D−1)D;P = ∂P ρ(D−1)D −

1√
2

((
ρ(D−1)(D−1) + ρDD

) g√
2
W 1
P +

(
ρ(D−1)(D−1) − ρDD

) g√
2
W 2
P

)
− ρ(D−1)D

(
ΓD−1
(D−1)P + ΓD

DP

)
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⇒



ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)Γ
D−1
(D−1)P −

g√
2
νL
(
W 1
P −W 2

P

)
ρDD;P = ∂P ρDD − 2ρDDΓ

D
DP −

g√
2
νL
(
W 1
P +W 2

P

)
ρD(D−1);P = ∂P ρD(D−1) −

g

2

((
ρ(D−1)(D−1) + ρDD

)
W 1
P +

(
ρ(D−1)(D−1) − ρDD

)
W 2
P

)
− ρD(D−1)

(
ΓD−1
(D−1)P + ΓD

DP

)
ρ(D−1)D;P = ∂P ρ(D−1)D −

g

2

((
ρ(D−1)(D−1) + ρDD

)
W 1
P +

(
ρ(D−1)(D−1) − ρDD

)
W 2
P

)
− ρ(D−1)D

(
ΓD−1
(D−1)P + ΓD

DP

)

⇒



ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)Γ
D−1
(D−1)P −

g√
2
νL
(
W 1
P −W 2

P

)
ρDD;P = ∂P ρDD − 2ρDDΓ

D
DP −

g√
2
νL
(
W 1
P +W 2

P

)
ρD(D−1);P = ∂P ρD(D−1) −

g√
2
lLW

1
P −

g√
2
lRW

2
P − ρD(D−1)

(
ΓD−1
(D−1)P + ΓD

DP

)
ρ(D−1)D;P = ∂P ρ(D−1)D −

g√
2
lLW

1
P −

g√
2
lRW

2
P − ρ(D−1)D

(
ΓD−1
(D−1)P + ΓD

DP

)

⇒



lL;P = ∂P lL −
√
2ρ(D−1)(D−1)Γ

D−1
(D−1)P −

√
2ρDDΓ

D
DP − gνLW 1

P

lR;P = ∂P lR −
√
2ρ(D−1)(D−1)Γ

D−1
(D−1)P +

√
2ρDDΓ

D
DP + gνLW

2
P

νL;P = ∂P νL − glLW 1
P − glRW 2

P − νL
(
ΓD−1
(D−1)P + ΓD

DP

)
νR;P = ∂P νR − νR

(
ΓD−1
(D−1)P + ΓD

DP

)
.

The above result has already shown an obvious evidence of asymmetric chirality appearing automatically.

But that is not all. In order to obtain further results, the geometric essence of symmetry breaking has to be

clarified first of all.

Remark 7.2.2. Generally, the essence of symmetry breaking is that the geometry is too small and its

ability of describing shapes is not strong enough, so the geometry needs to be made larger to enhance the

alility of describing shapes. Concretely it can be illustrated in the following way.

Let R and S be two subgroups of the general linear group. According to Definition 2.2.2.4 , let f on M

be a reference-system generated by R.

(1) If S is a subgroup of R, according to Remark .1, geometryM/S is larger than geometryM/R.M/S

has a richer description of geometric shapes thanM/R. The geometric shapes of f generated by R of course

can also be described by M/S. In other words, all of those properties of f remaining unchanged during

transformations of R will surely also remain unchanged during transformations of S. At this time we usually

say f has a symmetry of S group, or sayM/S has the ability of describing all the details of the shape of f .

(2) If S is not a subgroup of R, S may not have a richer description of geometric shapes thanM/R. So

we cannot promise all of those properties of f remaining unchanged during transformations of R still remain

unchanged during transformations of S. There must exist some geometric shapes of f , we cannot find any

geometric property ofM/S to be able to describe them. From the point of view of S, they are so irregular

that any reference-system transformation generated by S cannot eliminate them anyway. At this time we
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usually say the symmetry of group S is broken, actually it is because S is not small enough or sayM/S is

not larger enough andM/S has no enough ability to describe those shapes that seem irregular toM/S.

In a word, it is more intuitive to say the geometric shape cannot be completely described by M/S, or

M/S has no enough alility to clarify all the details of the shape of f , than to say f has a breaking symmetry

of S.

Then, which kind of geometry on geometric manifold has the strongest ability of describing shapes? The

answer is instrinsic geometry. According to section 2.2.5.2 , the intrinsic geometry is the largest geometry

on geometric manifold. It just requires the smallest symmetry. Its symmetry group is the subgroup {e}

consisting of just one element which is the unit element e of the general linear group GL(D,R). It represents

the most trivial symmetry. In other words, the symmetry of intrinsic geometry will never be broken, because

it is too small to continue to break. Therefore, each geometry on geometric manifold is a subgeometry of the

intrinsic geometry. And the intrinsic geometry is defined by the slack-tight of reference-system, so no matter

how irregular the shape is, it can be exactly described by the slack-tight. Other kinds of geometries can be

regarded as those obtained from the restrictions of the slack-tight by some symmetry conditions, just like

what section 2.2.2.3 and section 2.2.3.1 do.

Now we have to know:

(1) The traditional theory starts from a very large symmetry group, and reduces symmetries in the way

of some kind of breaking to approach the target geometry.

(2) The theory of this paper starts from the smallest symmetry group {e}, and adds symmetries in the

way of some kind of symmetry conditions to approach the target geometry.

These two ways must lead to the same destination. They both go towards the same specific geometry.

It is remarkable that not all the transformation groups of the geometries determined by symmetry

conditions used to restrict slack-tight are simple and easy to describe. It is nice that if the transformation

group is too complicated, we can choose not to describe its structure but directly describe the geometry in

the way of adding symmetry conditions restricting the slack-tight. When discussing in this way, it does not

matter what the group looks like.

Thus it can be seen that for the general matter-motion, it is better to focus on geometry than to focus on

symmetry group. And it is more convenient to study how to add symmetry conditions to intrinsic geometry

than to study how to break a symmetry group.

Discussion 7.2.3. Return to the evolution of charges. The evolution form



lL;P = ∂P lL −
√
2ρ(D−1)(D−1)Γ

D−1
(D−1)P −

√
2ρDDΓ

D
DP − gνLW 1

P

lR;P = ∂P lR −
√
2ρ(D−1)(D−1)Γ

D−1
(D−1)P +

√
2ρDDΓ

D
DP + gνLW

2
P

νL;P = ∂P νL − glLW 1
P − glRW 2

P − νL
(
ΓD−1
(D−1)P + ΓD

DP

)
νR;P = ∂P νR − νR

(
ΓD−1
(D−1)P + ΓD

DP

)
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is deduced in the sense of the most general intrinsic geometry, and it is determined by the slack-tight

of reference-system. During the process of deduction, except externally flat condition, internally standard

condition and G(D−1)(D−1) = GDD, the slack-tights have not been restricted by any other conditions.

Now we have to introduce a more symmetry to the shape of geometric manifold (M, g). Concretely, if

adding a symmetry condition Γ(D−1)DP = ΓD(D−1)P to reference-system g, then W 2
P = 0, and the above

result becomes 

lL;P = ∂P lL −
√
2ρ(D−1)(D−1)Γ

D−1
(D−1)P −

√
2ρDDΓ

D
DP − gνLW 1

P

lR;P = ∂P lR −
√
2ρ(D−1)(D−1)Γ

D−1
(D−1)P +

√
2ρDDΓ

D
DP

νL;P = ∂P νL − νL
(
ΓD−1
(D−1)P + ΓD

DP

)
− glLW 1

P

νR;P = ∂P νR − νR
(
ΓD−1
(D−1)P + ΓD

DP

)
.

Definition 7.2.3. An externally flat and internally standard weak-electromagnetic reference-system

which satisfies Γ(D−1)DP = ΓD(D−1)P and G(D−1)(D−1) = GDD is called a typical weak-electromagnetic
gauge field, or weak-electromagnetic field for short.

Remark 7.2.3. Noticed that on the symmetry condition Γ(D−1)DP = ΓD(D−1)P , W 2
P = 0. The W

potential defined in Definition 7.2.2 satisfies W+
P = W−

P . Superficially, it seems that W potential loses a

degree of freedom. However, this lost degree of freedom is actually insignificant.

(1) In traditional theory, the W potential can also be written as W±
P = WP e

∓iπ4 . It is one real function

WP rather than two real functions W 1
P and W 2

P that effects the interaction. The complex exponent just has

an effect on passively marking the polarity, and the dynamic effect of polarity is completely determined by

the charge, rather than by the complex exponent e∓iπ4 . So the positive and negative signs of the complex

exponent indeed just has an effect on passively marking polarity, and this mark may or may not be needed.

(2) In traditional theory, the propagators ofW+
P andW−

P are completely the same, which are independent

of tan−1 W
2
P

W 1
P
. The relative relation betweenW 1

P andW 2
P cannot bring any degree of distinguishment between

the propagators of W+
P and W−

P .

In summary, even in traditional theory, it is enough for W+
P and W−

P to be described by just one degree

of freedom, and the other degree of freedom is redundant essentially. Therefore, on the symmetry condition

Γ(D−1)DP = ΓD(D−1)P , it is reasonable to cognize the properties of W field with just one real function W 1
P .

Discussion 7.2.4. Reviewing Remark 7.1.5 and Definition 7.1.4 , there the electromagnetic potential

and Z potential are defined in the way of Glashow-Weinberg-Salam theory, that isZP ≜ −BP sin θW +A3
P cos θW

AP ≜ BP cos θW +A3
P sin θW

,

and for reference-system g, 
BP ≜ 1√

2

(
ΓDDP + Γ(D−1)(D−1)P

)
A3
P ≜ 1√

2

(
ΓDDP − Γ(D−1)(D−1)P

) .
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This definition is very suitable for the traditional theory with Higgs mechanism. However, according to

section 7.2.4 , Higgs mechanism is more of a phenomenological theory. In this paper, the way of attributing

the rest-mass to matter-motion in internal space is more natural than Higgs mechanism. Higgs field is

probably not fundamental and the Higgs mechanism is probably an equivalent theory brought by the group

behavior of zero-spin neutrino pairs at a higher level of theory, which is the reason why the electromagnetic

coupling constant and weak coupling constant become different. In a word, Higgs field does not necessarily

have enough importance at the most basic level.

Thus, at the most basic level, there is no sufficient reason to stick to the expression form of traditional

theory with Higgs mechanism, so it is not necessary to stick to the traditional definition of the electromagnetic

potential and Z potential. The result of Discussion 7.2.3 implies that the following definition might be

reasonable in theory of this paper.

Definition 7.2.4. Define the Z potential of weak interaction and the electomagnetic potential


ZP ≜ 1√

2

(
Γ(D−1)(D−1)P + ΓDDP

)
AP ≜ 1√

2

(
Γ(D−1)(D−1)P − ΓDDP

) ,

correspondingly, 
Γ(D−1)(D−1)P =

1√
2
(ZP +AP )

ΓDDP =
1√
2
(ZP −AP )

.

Discussion 7.2.5. Substitute the above definition into the result of Discussion 7.2.3 and obtain that




lL;P = ∂P lL −

√
2ρ(D−1)(D−1)

g√
2

1√
2
(ZP +AP )−

√
2ρDD

g√
2

1√
2
(ZP −AP )− gνLW 1

P

lR;P = ∂P lR −
√
2ρ(D−1)(D−1)

g√
2

1√
2
(ZP +AP ) +

√
2ρDD

g√
2

1√
2
(ZP −AP ){

νL;P = ∂P νL − gνLZP − glLW 1
P

νR;P = ∂P νR − gνRZP

⇒




lL;P = ∂P lL −

(
ρ(D−1)(D−1) + ρDD

) g√
2
ZP −

(
ρ(D−1)(D−1) − ρDD

) g√
2
AP − gνLW 1

P

lR;P = ∂P lR −
(
ρ(D−1)(D−1) − ρDD

) g√
2
ZP −

(
ρ(D−1)(D−1) + ρDD

) g√
2
AP{

νL;P = ∂P νL − gνLZP − glLW 1
P

νR;P = ∂P νR − gνRZP

⇒



{
lL;P = ∂P lL − glLZP − glRAP − gνLW 1

P

lR;P = ∂P lR − glRZP − glLAP{
νL;P = ∂P νL − gνLZP − glLW 1

P

νR;P = ∂P νR − gνRZP

.



Intrinsic geometry and constructivity methods for Hilbert’s 6th problem 111

Definition 7.2.5. The above equation is called the evolution form of weak-electromagnetic inter-
action of leptons.

Discussion 7.2.6. The following actual evolution equations of charges completely describe the dynamics

of weak-electromagnetic interaction of leptons.
lL;P dx

P ' lL;0dx0

lL;P
∂

∂xP
∼= lL;0

d

dx0

,


lR;P dx

P ' lR;0dx
0

lR;P
∂

∂xP
∼= lR;0

d

dx0

,


νL;P dx

P ' νL;0dx0

νL;P
∂

∂xP
∼= νL;0

d

dx0

,


νR;P dx

P ' νR;0dx
0

νR;P
∂

∂xP
∼= νR;0

d

dx0

.

Moreover, they can also deduce the forms similar to Dirac equation in the way of section 6.3.7.1 ,and

then imagined that complex-valued Lagrangian and action can be constructed, and further more the theory

similar to QFT can be developed in the sense of section 2.4.14.2 , etc. However, these are beyond the subject

of this paper and they will not be discussed in detail.

Discussion 7.2.7. The above evolution form is expressed as the implicit polarity form, now its explicit

polarity form is discussed as following.

Definition 7.2.6. Define

l− ≜
(
1 + i

2
ρ(D−1)(D−1),

1− i
2

ρDD

)
, l+ ≜

(
1− i
2

ρ(D−1)(D−1),
1 + i

2
ρDD

)
and its left-handed representation and right-handed representation

l−L ≜ 1 + i

2
ρ(D−1)(D−1) +

1− i
2

ρDD

l+L ≜ 1− i
2

ρ(D−1)(D−1) +
1 + i

2
ρDD

,


l−R ≜ 1 + i

2
ρ(D−1)(D−1) −

1− i
2

ρDD

l+R ≜ 1− i
2

ρ(D−1)(D−1) −
1 + i

2
ρDD

.

l−L , l
+
L , l

−
R , l

+
R are uniformly called the explicit polarity representation of charged leptons.

Discussion 7.2.8. Due to the definition, it is obtained that
lL =

1√
2

(
l+L + l−L

)
=

i√
2

(
l−R − l

+
R

)
lR =

i√
2

(
l+L − l

−
L

)
=

1√
2

(
l−R + l+R

) ,

l−L =

1√
2
(lL + ilR)

l+L =
1√
2
(lL − ilR)

,


l−R ≜ 1√

2
(lR + ilL)

l+R ≜ 1√
2
(lR − ilL)

.

Thus, starting from the implicit polarity evolution form of weak-electromagnetic interaction, we can deduce

its explicit polarity form. Concretely,



{
lL;P = ∂P lL − glLZP − glRAP − gνLW 1

P

lR;P = ∂P lR − glRZP − glLAP{
νL;P = ∂P νL − gνLZP − glLW 1

P

νR;P = ∂P νR − gνRZP

⇔



l
−
L;P = ∂P l

−
L − gl

−
LZP − gl

−
RAP − gνLW

−
P

l+L;P = ∂P l
+
L − gl

+
LZP − gl

+
RAP − gνLW

+
Pl

−
R;P = ∂P l

−
R − gl

−
RZP − gl

−
LAP − igνLW

−
P

l+R;P = ∂P l
+
R − gl

+
RZP − gl

+
LAP + igνLW

+
P{

νL;P = ∂P νL − gνLZP − gl+LW
−
P − gl

−
LW

+
P

νR;P = ∂P νR − gνRZP

.
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Thus the evolution forms of leptons have been expressed in the two ways of implicit polarity and explicit

polarity. Because these two ways are equivalent, from the former we know the terms −igνLW−
P and +igνLW

+
P

in the latter with imaginary unit do not reflect any ontological observable physical effect.

Remark 7.2.4. Why do leptons have three generations? The typical weak-electromagnetic reference-

system in Definition 7.1.1 has no enough ability to describe the differences of three generations of leptons.

It requires a more complete reference-system in Definition 9.1 .

7.3 Rest-mass problem of fermion and boson

Discussion 7.3.1. It is well-known that traditional theory has solved the rest-mass problem in the way

of Higgs mechanism. The physical reality cognized by the concept of Higgs field of traditional theory can be

detected in the experiment of LHC [1,8], but it does not mean the concept of Higgs field of traditioal theory

is necessarily the most appropriate concept to cognize such a physical reality. Higgs mechanism may be just

a phenomenological equivalent theory.

According to the viewpoint of this paper, the physical reality is finally matter-motion. Any viewpoint

that cannot be attributed to matter-motion is finally a matter of expediency. So an abstract concept of Higgs

field is unsatisfactory.

1. The rest-mass of fermion.

In the traditional non-Abelian gauge field theory, the appearance of mass term of fermion field breaks

the gauge invariance. By Yukawa coupling and Higgs mechanism, Glashow-Weinberg-Salam theory tells us

that the broken is just superficial, and is caused by the non-commutative theoretical form, and essentially

the gauge invariance is not broken. This explanation is successful.

However, it has to be emphasized that a theory fundamental enough should never need extra explanation

to maintain its rationality. That is to say, the theoretical form of traditional gauge field is not fundamental.

In the case of without adding Higgs mechanism, it has no ability to fit in with the geometric essence precisely.

Even if adding Higgs mechanism such that it fits in, the theoretical form would be distorted. Moreover the

Higgs mechanism is not based on the viewpoint of motion, so it is not natural enough.

From the viewpoint of motion, let f evolve in g. According to Discussion 6.3.2.1 , the evolution equation

of charge ρ of f is 
p̃µdx̃

µ ' m̃τdx̃
τ

p̃µ
∂

∂x̃µ
∼= m̃τ

d

dx̃τ

,

where x̃τ is the evolution parameter, and d
dx̃τ

is completely internal-directed. The rest-mass m̃τ ≜ ρ̃;τ is

the total energy-momentum in internal space direction of the evolution of ρ. This is the explanation to the

essence of rest-mass of fermion from the viewpoint of matter-motion.

In this viewpoint:

(1) The mass term ρ̃;τdx̃
τ is an expression form of geometric property ρ̃;µdx̃µ, caused due to the regular

embedding of evolution path.
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(2) Now that the universal geometric property Dρ̃ is independent of the selection of reference-system,

then it is of course invariant when reference-system transforms. According to Discussion 6.3.8.2 , the essence

of gauge transformation is exactly a reference-system transformation, then ρ̃;µdx̃
µ is gauge-invariant on

manifold M̃ and ρ̃;τdx̃τ is also gauge-invariant on evolution path L.

It is seen that now the theoretical form fits in precisely with the geometric essence, without adding an

extra Higgs mechanism.

2. The rest-mass of boson.

Noticed that the Km
nPQ

:P in general Yang-Mills field equation does not contain any mass term. Then how

the rest-mass of the gauge boson of weak interaction appears?

In traditional theory, the rest-mass of gauge field is brought by Higgs field. In the Lagrangian

LH ≜ (Dµϕ)+Dµϕ− V (ϕ)

of Higgs field of Glashow-Weinberg-Salam theory,

V (ϕ) ≜ −µ2ϕ+ϕ+ λ(ϕ+ϕ)2,

Dµ ≜ ∂µ − igTiAiµ − i
g′

2
Y Bµ.

The rest-mass of boson is contained in the ground state of ϕ.

Higgs field is a complex-valued doublets
(
ϕ+

ϕ0

)
. V (ϕ) determines that the amplitude of ground state with

spontaneous symmetry breaking is ( uv ), such that
√
u2 + v2 =

√
µ2

2λ . At this time, it needs to be artificially

specified that u = 0 and v 6= 0. Concretely, the purpose of the specified u = 0 is to make Aµ never couple

with Higgs field, and the purpose of the specified v 6= 0 is to make Zµ and W±
µ necessarily couple with Higgs

field.

(1) Such designations are artifical and not natural. Why an abstractly defined Higgs field distributing all

over the space does not couple with the electromagnetic potential Aµ and not couple with the gluon potential

Gµ but just only couple with the potentials Zµ and W±
µ of weak interaction? We cannot just specify them

but not ask why.

(2) V (ϕ) ≜ −µ2ϕ+ϕ + λ(ϕ+ϕ)2 is a potential energy term. Generally, there is a concept of potential

energy just only for interactions. The fact that there is a potential energy term in Lagrangian of Higgs field

indicates that the Higgs field consists of several particles more fundamental.

(3) According to Remark 7.2.2 , the symmetry breaking indicates that the geometry is not large enough.

Noticed that there is no mass term in Km
nPQ

:P described by intrinsic geometry, and the symmetry breaking

can lead to the mass term. This fact tells us that the intrinsic geometry of one reference-system is not large

enough for describing such a mass term. If making the geometry larger, the only way is to use the intrinsic

geometry of more reference-systems.

In a word, although the rest-mass is made out by the Higgs mechanism, the concrete form of internal

motion does not explained clearly by Higgs mechanism. In the viewpoint of matter-motion, the only probable
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rational explanation is that the Higgs boson consists of at least two particles more fundamental, which only

participate in weak interaction and their total spin is zero.

A bold but reasonable idea is that these particles more fundamental is exactly neutrinos. The zero-spin

neutrino pair is exactly the matter-motion form having such characteristics.

It can be imagined that Z field and W field propagate in the medium consisting of large quantities of

neutrino pairs. Z field and W field interact with neutrino pairs and they have interaction potential energy,

which makes Z field and W field act like fields with rest-mass.

Simply make an analogy. If an electromagnetic wave propagates in a dielectric medium and its group

velocity v is less than the light velocity c in vacuum, the proper-time metric of evolution is

dτ =

√√√√(dx0)2 −
r∑

k=1

(dxk)2 =

√√√√c2dt2 −
r∑

k=1

(dxk)2 =
√
c2 − v2dt 6= 0.

According to Definition 6.1.1.2 , the evolution direction of the electromagnetic wave is internal-directed. This

can be explained as that the interaction potential energy between the electromagnetic wave and the medium

make the electromagnetic wave act like a field with equivalent rest-mass.

Such pictures at least provides a more natural intuition of the rest-mass of Z field and W field.

The group behavior of particles does not belong to the research scope at the most basic level, and it

should be described by a theory at a higher level, so in this paper it is judged that Higgs field is a concept

at a higher level, like the Cooper pair about superconductor. Higgs field is not fundamental, so there is no

need to take the equivalent rest-mass caused by the reason at such a high level into the general Yang-Mills

field equation at the most basic level.

To say the least, it does not matter at all even if the rest-mass is contained, because the equation would

still be strictly gauge-invariant at the most basic level.

Make a summary concisely.

(1) The rest-mass of fermion is the total kinetic energy in the internal evolution direction of charge.

(2) The rest-mass of boson is the total potential energy of the interaction of gauge field in medium.

(3) Higgs boson is not fundamental, which is probably a zero-spin neutrino pair.

8 Strong interaction and relative motion

8.1 Strong reference-system

Definition 8.1.1. Let D = r + 3, and on a D-dimensional smooth manifold M there be a typical gauge

field reference-system f defined in Definition 5.2.1 , such that on a neighborhood U of each point p, the

coordinate representation of f(p) is{
ξs = ξs(xi)

ξa = ξa(xM )
,

{
xi = xi(ξs)

xm = xm(ξA)
; 1 ⩽ s, i ⩽ r ; a,m = D− 2,D− 1,D.

Then f is called a typical strong interaction reference-system, or a strong reference-system.
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According to the definition,

Bsm = 0, Cia = 0.

For the sake of simplicity, the effects of gravitational field should be excluded. So let f be externally flat and

internally standard. According to Definition 5.2.2 , it is required that

Bsi = δsi , Bai = 0, Cis = δis, Cms = 0.

Gmn = 0(m 6= n), Gmn = const.

In addition, a symmetry condition G(D−2)(D−2) = G(D−1)(D−1) = GDD is required, and denote gs ≜√(
G(D−1)(D−1)

)2
+ (GDD)

2
=

√(
G(D−1)(D−1)

)2
+
(
G(D−2)(D−2)

)2
=

√(
G(D−2)(D−2)

)2
+ (GDD)

2.

For convenience, indices should be specified first of all. Based on Definition 6.1.1.1 , if not specified in

other sections, the values of internal indices are as following.

The internal indices are a, b, c, d, e = D−2,D−1,D in coordinate frame ξ andm,n, p, q, r = D−2,D−1,D

in coordinate frame x.
8.2 Actual evolution of strong charges

Discussion 8.2.1. Let f and g be two strong reference-systems. Now focus on calculating the evolu-

tion forms of charges ρ(D−2)(D−2), ρ(D−1)(D−1), ρDD, ρD(D−1), ρ(D−1)D, ρD(D−2), ρ(D−2)D, ρ(D−1)(D−2),

ρ(D−2)(D−1) of f in g.

ρmn;P = ∂P ρmn − ρHnΓHmP − ρmHΓHnP

= ∂P ρmn − ρ(D−2)nΓ
D−2
mP − ρ(D−1)nΓ

D−1
mP − ρDnΓD

mP − ρm(D−2)Γ
D−2
nP − ρm(D−1)Γ

D−1
nP − ρmDΓ

D
nP .

Concretely,

ρ(D−2)(D−2);P = ∂P ρ(D−2)(D−2) − 2ρ(D−2)(D−2)Γ
D−2
(D−2)P −

(
ρ(D−1)(D−2) + ρ(D−2)(D−1)

)
ΓD−1
(D−2)P

−
(
ρD(D−2) + ρ(D−2)D

)
ΓD
(D−2)P ,

ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)Γ
D−1
(D−1)P −

(
ρ(D−2)(D−1) + ρ(D−1)(D−2)

)
ΓD−2
(D−1)P

−
(
ρD(D−1) + ρ(D−1)D

)
ΓD
(D−1)P ,

ρDD;P = ∂P ρDD − 2ρDDΓ
D
DP −

(
ρ(D−2)D + ρD(D−2)

)
ΓD−2
DP −

(
ρ(D−1)D + ρD(D−1)

)
ΓD−1
DP ,

ρD(D−1);P = ∂P ρD(D−1) −
(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
− ρD(D−1)

(
ΓD
DP + ΓD−1

(D−1)P

)
− ρ(D−2)(D−1)Γ

D−2
DP − ρD(D−2)Γ

D−2
(D−1)P ,

ρ(D−1)D;P = ∂P ρ(D−1)D −
(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
− ρ(D−1)D

(
ΓD−1
(D−1)P + ΓD

DP

)
− ρ(D−1)(D−2)Γ

D−2
DP − ρ(D−2)DΓ

D−2
(D−1)P ,

ρD(D−2);P = ∂P ρD(D−2) −
(
ρDDΓ

D
(D−2)P + ρ(D−2)(D−2)Γ

D−2
DP

)
− ρD(D−2)

(
ΓD
DP + ΓD−2

(D−2)P

)
− ρ(D−1)(D−2)Γ

D−1
DP − ρD(D−1)Γ

D−1
(D−2)P ,

ρ(D−2)D;P = ∂P ρ(D−2)D −
(
ρDDΓ

D
(D−2)P + ρ(D−2)(D−2)Γ

D−2
DP

)
− ρ(D−2)D

(
ΓD
DP + ΓD−2

(D−2)P

)
− ρ(D−2)(D−1)Γ

D−1
DP − ρ(D−1)DΓ

D−1
(D−2)P ,
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ρ(D−1)(D−2);P = ∂P ρ(D−1)(D−2) −
(
ρ(D−2)(D−2)Γ

D−2
(D−1)P + ρ(D−1)(D−1)Γ

D−1
(D−2)P

)
− ρ(D−1)(D−2)

(
ΓD−2
(D−2)P + ΓD−1

(D−1)P

)
− ρD(D−2)Γ

D
(D−1)P − ρ(D−1)DΓ

D
(D−2)P ,

ρ(D−2)(D−1);P = ∂P ρ(D−2)(D−1) −
(
ρ(D−2)(D−2)Γ

D−2
(D−1)P + ρ(D−1)(D−1)Γ

D−1
(D−2)P

)
− ρ(D−2)(D−1)

(
ΓD−2
(D−2)P + ΓD−1

(D−1)P

)
− ρ(D−2)DΓ

D
(D−1)P − ρD(D−1)Γ

D
(D−2)P .

Definition 8.2.1. Denote
d1 ≜ (ρ(D−2)(D−2), ρ(D−1)(D−1))

d2 ≜ (ρ(D−1)(D−1), ρDD)

d3 ≜ (ρDD, ρ(D−2)(D−2))

,


u1 ≜ (ρ(D−2)(D−1), ρ(D−1)(D−2))

u2 ≜ (ρ(D−1)D, ρD(D−1))

u3 ≜ (ρD(D−2), ρ(D−2)D)

.

d1 and u1 are called red charges, d2 and u2 are called blue charges, and d3 and u3 are called green
charges.

−d1 and −u1 are called anti-red charges, −d2 and −u2 are called anti-blue charges, and −d3 and

−u3 are called anti-green charges.

d1, d2, d3 are called down-type color charges, uniformly denoted by d.

u1, u2, u3 are called up-type color charges, uniformly denoted by u.

d and u are uniformly called color charges, denoted by q.

q 1√
2
( 11 ) is called the left-handed color charge, and q 1√

2

(
1
−1

)
is called the right-handed color

charge.

q 1√
2

(−1
−1

)
is called the right-handed anti-color charge, and q 1√

2

(−1
1

)
is called the left-handed

anti-color charge.

Concretely, left-handed and right-handed down-type color charges are

d1L ≜ 1√
2

(
ρ(D−2)(D−2) + ρ(D−1)(D−1)

)
d2L ≜ 1√

2

(
ρ(D−1)(D−1) + ρDD

)
d3L ≜ 1√

2

(
ρDD + ρ(D−2)(D−2)

) ,



d1R ≜ 1√
2

(
ρ(D−2)(D−2) − ρ(D−1)(D−1)

)
d2R ≜ 1√

2

(
ρ(D−1)(D−1) − ρDD

)
d3R ≜ 1√

2

(
ρDD − ρ(D−2)(D−2)

) .

Left-handed and right-handed up-type color charges are

u1L ≜ 1√
2

(
ρ(D−2)(D−1) + ρ(D−1)(D−2)

)
u2L ≜ 1√

2

(
ρ(D−1)D + ρD(D−1)

)
u3L ≜ 1√

2

(
ρD(D−2) + ρ(D−2)D

) ,



u1R ≜ 1√
2

(
ρ(D−2)(D−1) − ρ(D−1)(D−2)

)
u2R ≜ 1√

2

(
ρ(D−1)D − ρD(D−1)

)
u3R ≜ 1√

2

(
ρD(D−2) − ρ(D−2)D

) .

Remark 8.2.1. The terminology of quark is deliberately avoided here, and the terminology of color charge

is adopted instead. It is because the connotation referred to by the terminology of quark in traditional theory

contains not only property of color charge but also properties of electric charge and weak charge, and this
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connotation is different from the concept in Definition 8.2.1 . In order to avoid confusion, the terminology

of color charge is adopted to clearly refer to the connotation of the above concepts.

Definition 8.2.2. Denote
U1
P ≜ 1√

2

(
Γ(D−2)(D−2)P + Γ(D−1)(D−1)P

)
V 1
P ≜ 1√

2

(
Γ(D−2)(D−2)P − Γ(D−1)(D−1)P

) ,

X23
P ≜ 1√

2

(
Γ(D−2)(D−1)P + Γ(D−1)(D−2)P

)
Y 23
P ≜ 1√

2

(
Γ(D−2)(D−1)P − Γ(D−1)(D−2)P

) ,

U2
P ≜ 1√

2

(
Γ(D−1)(D−1)P + ΓDDP

)
V 2
P ≜ 1√

2

(
Γ(D−1)(D−1)P − ΓDDP

) ,

X31
P ≜ 1√

2

(
Γ(D−1)DP + ΓD(D−1)P

)
Y 31
P ≜ 1√

2

(
Γ(D−1)DP − ΓD(D−1)P

) ,

U3
P ≜ 1√

2

(
ΓDDP + Γ(D−2)(D−2)P

)
V 3
P ≜ 1√

2

(
ΓDDP − Γ(D−2)(D−2)P

) ,

X12
P ≜ 1√

2

(
ΓD(D−2)P + Γ(D−2)DP

)
Y 12
P ≜ 1√

2

(
ΓD(D−2)P − Γ(D−2)DP

) .
They are called the strong interaction potentials.

Discussion 8.2.2. From Definition 8.2.1 , it is obtained that

ρ(D−2)(D−2) =
1√
2
(d1L − d2L + d3L) =

1√
2
(d1L + d1R) =

1√
2
(d3L − d3R)

ρ(D−1)(D−1) =
1√
2
(d1L + d2L − d3L) =

1√
2
(d2L + d2R) =

1√
2
(d1L − d1R)

ρDD =
1√
2
(−d1L + d2L + d3L) =

1√
2
(d3L + d3R) =

1√
2
(d2L − d2R)

.


ρ(D−2)(D−1) =

1√
2
(u1L + u1R)

ρ(D−1)(D−2) =
1√
2
(u1L − u1R)

,


ρ(D−1)D =

1√
2
(u2L + u2R)

ρD(D−1) =
1√
2
(u2L − u2R)

,


ρD(D−2) =

1√
2
(u3L + u3R)

ρ(D−2)D =
1√
2
(u3L − u3R)

.

From Definition 8.2.2 , it is obtained that

Γ(D−2)(D−2)P =
1√
2
(U1

P + V 1
P ) =

1√
2
(U3

P − V 3
P )

Γ(D−1)(D−1)P =
1√
2
(U2

P + V 2
P ) =

1√
2
(U1

P − V 1
P )

ΓDDP =
1√
2
(U3

P + V 3
P ) =

1√
2
(U2

P − V 2
P )

.


Γ(D−2)(D−1)P =

1√
2
(X23

P + Y 23
P )

Γ(D−1)(D−2)P =
1√
2
(X23

P − Y 23
P )

,


ΓD(D−2)P =

1√
2
(X12

P + Y 12
P )

Γ(D−2)DP =
1√
2
(X12

P − Y 12
P )

,


Γ(D−1)DP =

1√
2
(X31

P + Y 31
P )

ΓD(D−1)P =
1√
2
(X31

P − Y 31
P )

.

Discussion 8.2.3. According to the result of Discussion 8.2.1 , by calculation we obtain
d1L;P = ∂P d1L − gsd1LU1

P − gsd1RV 1
P − gsu1LX23

P −
gs
2
u2LX

31
P +

gs
2
u2LY

31
P −

gs
2
u3LX

12
P −

gs
2
u3LY

12
P

d2L;P = ∂P d2L − gsd2LU2
P − gsd2RV 2

P − gsu2LX31
P −

gs
2
u3LX

12
P +

gs
2
u3LY

12
P −

gs
2
u1LX

23
P −

gs
2
u1LY

23
P

d3L;P = ∂P d3L − gsd3LU3
P − gsd3RV 3

P − gsu3LX12
P −

gs
2
u1LX

23
P +

gs
2
u1LY

23
P −

gs
2
u2LX

31
P −

gs
2
u2LY

31
P

.
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
d1R;P = ∂P d1R − gsd1RU1

P − gsd1LV 1
P + gsu1LY

23
P +

gs
2
u2LX

31
P −

gs
2
u2LY

31
P −

gs
2
u3LX

12
P −

gs
2
u3LY

12
P

d2R;P = ∂P d2R − gsd2RU2
P − gsd2LV 2

P + gsu2LY
31
P +

gs
2
u3LX

12
P −

gs
2
u3LY

12
P −

gs
2
u1LX

23
P −

gs
2
u1LY

23
P

d3R;P = ∂P d3R − gsd3RU3
P − gsd3LV 3

P + gsu3LY
12
P +

gs
2
u1LX

23
P −

gs
2
u1LY

23
P −

gs
2
u2LX

31
P −

gs
2
u2LY

31
P

.


u1L;P = ∂Pu1L − gsu1LU1

P −
gs
2
u2LX

12
P −

gs
2
u2LY

12
P −

gs
2
u3LX

31
P +

gs
2
u3LY

31
P − gsd1LX23

P − gsd1RY 23
P

u2L;P = ∂Pu2L − gsu2LU2
P −

gs
2
u3LX

23
P −

gs
2
u3LY

23
P −

gs
2
u1LX

12
P +

gs
2
u1LY

12
P − gsd2LX31

P − gsd2RY 31
P

u3L;P = ∂Pu3L − gsu3LU3
P −

gs
2
u1LX

31
P −

gs
2
u1LY

31
P −

gs
2
u2LX

23
P +

gs
2
u2LY

23
P − gsd3LX12

P − gsd3RY 12
P

.


u1R;P = ∂Pu1R − gsu1RU1

P +
gs
2
u2RX

12
P +

gs
2
u2RY

12
P +

gs
2
u3RX

31
P −

gs
2
u3RY

31
P

u2R;P = ∂Pu2R − gsu2RU2
P +

gs
2
u3RX

23
P +

gs
2
u3RY

23
P +

gs
2
u1RX

12
P −

gs
2
u1RY

12
P

u3R;P = ∂Pu3R − gsu3RU3
P +

gs
2
u1RX

31
P +

gs
2
u1RY

31
P +

gs
2
u2RX

23
P −

gs
2
u2RY

23
P

.

Discussion 8.2.4. According Definition 8.2.2 , U , V , X, Y fields are generated by nine internal con-

nections Γ(D−2)(D−2)P , Γ(D−1)(D−1)P , ΓDDP , Γ(D−1)DP , ΓD(D−1)P , Γ(D−2)DP , ΓD(D−2)P , Γ(D−2)(D−1)P ,

Γ(D−1)(D−2)P , so there are nine independent strong interaction potential fields. This actually corresponds

to the transformation group GL(3,R) of slack-tight of internal space. GL(3,R) has nine generators. On a

proper condition, it is completely feasible to use GL(3,R) to describe the algebraic properties of SU(3). Now

consider the algebraic corresponding relationship between the above connections and the gluon potentials of

QCD.

Noticed that 
U2
P − U3

P + V 1
P = 0

U3
P − U1

P + V 2
P = 0

U1
P − U2

P + V 3
P = 0

,

so there are only three independent potentials in U1
P , U2

P , U3
P , V 1

P , V 2
P , V 3

P . Without loss of generality, let
RP ≜ aRU

1
P + bRU

2
P + cRU

3
P

SP ≜ aSU
1
P + bSU

2
P + cSU

3
P

TP ≜ aTU
1
P + bTU

2
P + cTU

3
P

and its inverse transformation 
U1
P ≜ αRRP + αSSP + αTTP

U2
P ≜ βRRP + βSSP + βTTP

U3
P ≜ γRRP + γSSP + γTTP

,

where the coefficient matrix is nonsingular.

If taking aR = bR = cR ≜ 1
3γ and αR = βR = γR, where γ is a constant�then according to the viewpoint of

QCD, RP = 1
3γ

(
U1
P + U2

P + U3
P

)
= 2

3γ

(
Γ(D−2)(D−2)P + Γ(D−1)(D−1)P + ΓDDP

)
can be regarded as a color

singlet. Now as long as adding a symmetry condition Γ(D−2)(D−2)P +Γ(D−1)(D−1)P +ΓDDP = 0, there is no

need to put RP into SU(3) theory of QCD. Thus, the rest eight gauge potentials SP , TP , X12
P , X23

P , X31
P ,

Y 12
P , Y 23

P , Y 31
P exactly fit in with the generators of SU(3).
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Define A
1
P ≜ X12

P

A2
P ≜ Y 12

P

,

A
4
P ≜ X31

P

A5
P ≜ Y 31

P

,

A
6
P ≜ X23

P

A7
P ≜ Y 23

P

,

A
3
P ≜ SP

A8
P ≜ TP

.

And define A
21
P ≜ X12

P + iY 12
P

A12
P ≜ X12

P − iY 12
P

,

A
31
P ≜ X31

P + iY 31
P

A13
P ≜ X31

P − iY 31
P

,

A
32
P ≜ X23

P + iY 23
P

A23
P ≜ X23

P − iY 23
P

,

A11
P ≜ SP +

1√
6
TP , A22

P ≜ −SP +
1√
6
TP , A33

P ≜ − 2√
6
TP .

Then define the following matrix consisted of the above potentials.

AP ≜ 1

2

A11
P A12

P A13
P

A21
P A22

P A23
P

A31
P A32

P A33
P

 =
1

2

SP + 1√
6
TP X12

P − iY 12
P X31

P − iY 31
P

X12
P + iY 12

P −SP + 1√
6
TP X23

P − iY 23
P

X31
P + iY 31

P X23
P + iY 23

P − 2√
6
TP


=

1

2

A3
P + 1√

6
A8
P A1

P − iA2
P A4

P − iA5
P

A1
P + iA2

P −A3
P + 1√

6
A8
P A6

P − iA7
P

A4
P + iA5

P A6
P + iA7

P − 2√
6
A8
P


=

1

2

(
λ1A

1
P + λ2A

2
P + λ3A

3
P + λ4A

4
P + λ5A

5
P + λ6A

6
P + λ7A

7
P + λ8A

8
P

)
= TaA

a
P ,

where Ta ≜ 1
2λa are the generators of SU(3), and λa are the well-known Gell-Mann matrices defined as

λ1 ≜

 0 1 0
1 0 0
0 0 0

 , λ2 ≜

 0 −i 0
i 0 0
0 0 0

 , λ3 ≜

 1 0 0
0 −1 0
0 0 0

 , λ4 ≜

 0 0 1
0 0 0
1 0 0

 ,

λ5 ≜

0 0 −i
0 0 0
i 0 0

 , λ6 ≜

0 0 0
0 0 1
0 1 0

 , λ7 ≜

 0 0 0
0 0 −i
0 i 0

 , λ8 ≜ 1√
6

 1 0 0
0 1 0
0 0 −2

 .

Now if defining the notations of color states
/ r̄b ≜ 1√

2
(λ1 + iλ2) r̄g ≜ 1√

2
(λ4 + iλ5)

b̄r ≜ 1√
2
(λ1 − iλ2) / b̄g ≜ 1√

2
(λ6 + iλ7)

ḡr ≜ 1√
2
(λ4 − iλ5) ḡb ≜ 1√

2
(λ6 − iλ7) /


and that on diagonal 

1√
2
(r̄r − b̄b) ≜ λ3

1√
6
(r̄r + b̄b− 2ḡg) ≜ λ8

,

it is obtained that{
λ1 = 1√

2
(r̄b+ b̄r) λ4 = 1√

2
(r̄g + ḡr) λ6 = 1√

2
(b̄g + ḡb) λ3 = 1√

2
(r̄r − b̄b)

λ2 = − i√
2
(r̄b− b̄r) λ5 = − i√

2
(r̄g − ḡr) λ7 = − i√

2
(b̄g − ḡb) λ8 = 1√

6
(r̄r + b̄b− 2ḡg)

}
.

Substitute them back into matrix AP , then

2AP = λ1A
1
P + λ2A

2
P + λ3A

3
P + λ4A

4
P + λ5A

5
P + λ6A

6
P + λ7A

7
P + λ8A

8
P

=
1√
2
(r̄b+ b̄r)X12

P −
i√
2
(r̄b− b̄r)Y 12

P +
1√
2
(r̄r − b̄b)SP +

1√
2
(r̄g + ḡr)X31

P

− i√
2
(r̄g − ḡr)Y 31

P +
1√
2
(b̄g + ḡb)X23

P −
i√
2
(b̄g − ḡb)Y 23

P +
1√
6
(r̄r + b̄b− 2ḡg)TP .
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It is seen from the results of Discussion 8.2.3 that the superscripts of potentials X and Y reflect the

color types of interaction, and there are corresponding relations 1↔ red, 2↔ blue, 3↔ green. The results

are completely consistent with the traditional theory of QCD.

The above discussions clarifies that the concept of strong interaction reference-system in Definition 8.1.1

contains the key part of QCD, so it is reasonable to use such a concept of strong interaction reference-system

to describe the ontological strong interaction.

Discussion 8.2.5. The electromagnetic potential, Z potential and W potential cannot be described in

the strong interaction reference-system defined in section 7.3.1 , because they are seperate from the weak-

electromagnetic reference-system defined in section 6.4.3 .

In order to completely include the weak-electromagnetic interaction of hadron, the two dimensions of the

internal space of weak-electromagnetic reference-system of Definition 7.1.1 has to be put together with the

three dimensions of the internal space of strong reference-system of Definition 8.1.1 , and we should consider

the case of five dimensions, which will be described strictly in the next section.

Review the GUT based on SU(5), which unifies the electromagnetic, weak and strong interactions to-

gether. Of course it benifits from the five dimentions of internal space. Just as section 7.2.4 , the theoretical

forms of such GUTs are not fundamental enough, so they are not easy to fit in with the geometric essence

precisely, therefore they may cause a prediction of proton decay which may be inconsistent with experiments.

Such a prediction will not be caused by the theory of this paper.

This paper expresses in the way of intrinsic geometry, then appropriately makes the geometry smaller

by adding symmetry conditions, finally it must be easier than traditional theory to achieve the purpose of

approaching the target geometry.

9 Weak-electromagnetic-strong unified reference-system

Definition 9.1. Similar to Definition 7.1.1 and Definition 8.1.1 , let D = r+ 5 and on a D-dimensional

smooth manifold M there be a typical gauge field reference-system f such that on a neighborhood U of each

point p, the coordinate representation of f(p) is{
ξs = ξs(xi)

ξa = ξa(xM )
,

{
xi = xi(ξs)

xm = xm(ξA)
; 1 ⩽ s, i ⩽ r ; a,m = D− 4,D− 3,D− 2,D− 1,D.

Then f is called a Weak-electromagnetic-strong unified reference-system.

Accoring to the definition,

Bsm = 0, Cia = 0.

For the sake of simplicity, the effects of gravitational field should be excluded. So let f be externally flat and

internally standard. According to Definition 5.2.2 , it is required that

Bsi = δsi , Bai = 0, Cis = δis, Cms = 0.

Gmn = 0(m 6= n), Gmn = const.
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In addition, symmetry conditions

G
(D−4)(D−4) = G(D−3)(D−3),

G(D−2)(D−2) = G(D−1)(D−1) = GDD,

are required, and denote

g ≜
√(

G(D−4)(D−4)
)2

+
(
G(D−3)(D−3)

)2
,

gs ≜
√(

G(D−1)(D−1)
)2

+ (GDD)
2
=

√(
G(D−1)(D−1)

)2
+
(
G(D−2)(D−2)

)2
=

√(
G(D−2)(D−2)

)2
+ (GDD)

2
.

Specify the internal indices, which are a, b, c, d, e = D− 4,D− 3,D− 2,D− 1,D in coordinate frame ξ and

m,n, p, q, r = D− 4,D− 3,D− 2,D− 1,D in coordinate frame x.

Discussion 9.1. Let f and g be two weak-electromagnetic-strong reference-systems. Now focus on cal-

culating the evolution forms of charges ρmn of f in g.

ρmn;P = ∂P ρmn − ρHnΓHmP − ρmHΓHnP

= ∂P ρmn − ρ(D−4)nΓ
D−4
mP − ρ(D−3)nΓ

D−3
mP − ρ(D−2)nΓ

D−2
mP − ρ(D−1)nΓ

D−1
mP − ρDnΓD

mP

− ρm(D−4)Γ
D−4
nP − ρm(D−3)Γ

D−3
nP − ρm(D−2)Γ

D−2
nP − ρm(D−1)Γ

D−1
nP − ρmDΓ

D
nP .

Concretely,

ρDD;P = ∂P ρDD − 2ρDDΓ
D
DP −

(
ρ(D−2)D + ρD(D−2)

)
ΓD−2
DP −

(
ρ(D−1)D + ρD(D−1)

)
ΓD−1
DP

−
(
ρ(D−4)D + ρD(D−4)

)
ΓD−4
DP −

(
ρ(D−3)D + ρD(D−3)

)
ΓD−3
DP ,

ρ(D−1)D;P = ∂P ρ(D−1)D − ρ(D−1)D

(
ΓD−1
(D−1)P + ΓD

DP

)
−
(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
−
(
ρ(D−2)DΓ

D−2
(D−1)P + ρ(D−1)(D−2)Γ

D−2
DP

)
−
(
ρ(D−4)DΓ

D−4
(D−1)P + ρ(D−1)(D−4)Γ

D−4
DP

)
−
(
ρ(D−3)DΓ

D−3
(D−1)P + ρ(D−1)(D−3)Γ

D−3
DP

)
,

ρ(D−2)D;P = ∂P ρ(D−2)D − ρ(D−2)D

(
ΓD−2
(D−2)P + ΓD

DP

)
−
(
ρDDΓ

D
(D−2)P + ρ(D−2)(D−2)Γ

D−2
DP

)
−
(
ρ(D−1)DΓ

D−1
(D−2)P + ρ(D−2)(D−1)Γ

D−1
DP

)
−
(
ρ(D−4)DΓ

D−4
(D−2)P + ρ(D−2)(D−4)Γ

D−4
DP

)
−
(
ρ(D−3)DΓ

D−3
(D−2)P + ρ(D−2)(D−3)Γ

D−3
DP

)
,

ρ(D−3)D;P = ∂P ρ(D−3)D − ρ(D−3)D

(
ΓD−3
(D−3)P + ΓD

DP

)
−
(
ρDDΓ

D
(D−3)P + ρ(D−3)(D−3)Γ

D−3
DP

)
−
(
ρ(D−2)DΓ

D−2
(D−3)P + ρ(D−3)(D−2)Γ

D−2
DP

)
−
(
ρ(D−1)DΓ

D−1
(D−3)P + ρ(D−3)(D−1)Γ

D−1
DP

)
−
(
ρ(D−3)(D−4)Γ

D−4
DP + ρ(D−4)DΓ

D−4
(D−3)P

)
,

ρ(D−4)D;P = ∂P ρ(D−4)D − ρ(D−4)D

(
ΓD−4
(D−4)P + ΓD

DP

)
−
(
ρDDΓ

D
(D−4)P + ρ(D−4)(D−4)Γ

D−4
DP

)
−
(
ρ(D−2)DΓ

D−2
(D−4)P + ρ(D−4)(D−2)Γ

D−2
DP

)
−
(
ρ(D−1)DΓ

D−1
(D−4)P + ρ(D−4)(D−1)Γ

D−1
DP

)
−
(
ρ(D−4)(D−3)Γ

D−3
DP + ρ(D−3)DΓ

D−3
(D−4)P

)
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ρD(D−1);P = ∂P ρD(D−1) − ρD(D−1)

(
ΓD
DP + ΓD−1

(D−1)P

)
−
(
ρ(D−1)(D−1)Γ

D−1
DP + ρDDΓ

D
(D−1)P

)
−
(
ρ(D−2)(D−1)Γ

D−2
DP + ρD(D−2)Γ

D−2
(D−1)P

)
−
(
ρ(D−4)(D−1)Γ

D−4
DP + ρD(D−4)Γ

D−4
(D−1)P

)
−
(
ρ(D−3)(D−1)Γ

D−3
DP + ρD(D−3)Γ

D−3
(D−1)P

)
,

ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)Γ
D−1
(D−1)P

−
(
ρ(D−2)(D−1) + ρ(D−1)(D−2)

)
ΓD−2
(D−1)P −

(
ρD(D−1) + ρ(D−1)D

)
ΓD
(D−1)P

−
(
ρ(D−4)(D−1) + ρ(D−1)(D−4)

)
ΓD−4
(D−1)P −

(
ρ(D−3)(D−1) + ρ(D−1)(D−3)

)
ΓD−3
(D−1)P ,

ρ(D−2)(D−1);P = ∂P ρ(D−2)(D−1) − ρ(D−2)(D−1)

(
ΓD−2
(D−2)P + ΓD−1

(D−1)P

)
−
(
ρ(D−1)(D−1)Γ

D−1
(D−2)P + ρ(D−2)(D−2)Γ

D−2
(D−1)P

)
−
(
ρD(D−1)Γ

D
(D−2)P + ρ(D−2)DΓ

D
(D−1)P

)
−
(
ρ(D−4)(D−1)Γ

D−4
(D−2)P + ρ(D−2)(D−4)Γ

D−4
(D−1)P

)
−
(
ρ(D−3)(D−1)Γ

D−3
(D−2)P + ρ(D−2)(D−3)Γ

D−3
(D−1)P

)
,

ρ(D−3)(D−1);P = ∂P ρ(D−3)(D−1) − ρ(D−3)(D−1)

(
ΓD−3
(D−3)P + ΓD−1

(D−1)P

)
−
(
ρ(D−1)(D−1)Γ

D−1
(D−3)P + ρ(D−3)(D−3)Γ

D−3
(D−1)P

)
−
(
ρ(D−4)(D−1)Γ

D−4
(D−3)P + ρ(D−3)(D−4)Γ

D−4
(D−1)P

)
−
(
ρ(D−2)(D−1)Γ

D−2
(D−3)P + ρ(D−3)(D−2)Γ

D−2
(D−1)P

)
−
(
ρD(D−1)Γ

D
(D−3)P + ρ(D−3)DΓ

D
(D−1)P

)
,

ρ(D−4)(D−1);P = ∂P ρ(D−4)(D−1) − ρ(D−4)(D−1)

(
ΓD−4
(D−4)P + ΓD−1

(D−1)P

)
−
(
ρ(D−4)(D−4)Γ

D−4
(D−1)P + ρ(D−1)(D−1)Γ

D−1
(D−4)P

)
−
(
ρ(D−3)(D−1)Γ

D−3
(D−4)P + ρ(D−4)(D−3)Γ

D−3
(D−1)P

)
−
(
ρ(D−2)(D−1)Γ

D−2
(D−4)P + ρ(D−4)(D−2)Γ

D−2
(D−1)P

)
−
(
ρD(D−1)Γ

D
(D−4)P + ρ(D−4)DΓ

D
(D−1)P

)
,

ρD(D−2);P = ∂P ρD(D−2) − ρD(D−2)

(
ΓD
DP + ΓD−2

(D−2)P

)
−
(
ρ(D−2)(D−2)Γ

D−2
DP + ρDDΓ

D
(D−2)P

)
−
(
ρ(D−1)(D−2)Γ

D−1
DP + ρD(D−1)Γ

D−1
(D−2)P

)
−
(
ρ(D−3)(D−2)Γ

D−3
DP + ρD(D−3)Γ

D−3
(D−2)P

)
−
(
ρ(D−4)(D−2)Γ

D−4
DP + ρD(D−4)Γ

D−4
(D−2)P

)
,

ρ(D−1)(D−2);P = ∂P ρ(D−1)(D−2) − ρ(D−1)(D−2)

(
ΓD−1
(D−1)P + ΓD−2

(D−2)P

)
−
(
ρ(D−2)(D−2)Γ

D−2
(D−1)P + ρ(D−1)(D−1)Γ

D−1
(D−2)P

)
−
(
ρD(D−2)Γ

D
(D−1)P + ρ(D−1)DΓ

D
(D−2)P

)
−
(
ρ(D−4)(D−2)Γ

D−4
(D−1)P + ρ(D−1)(D−4)Γ

D−4
(D−2)P

)
−
(
ρ(D−3)(D−2)Γ

D−3
(D−1)P + ρ(D−1)(D−3)Γ

D−3
(D−2)P

)
,

ρ(D−2)(D−2);P = ∂P ρ(D−2)(D−2) − 2ρ(D−2)(D−2)Γ
D−2
(D−2)P

−
(
ρ(D−1)(D−2) + ρ(D−2)(D−1)

)
ΓD−1
(D−2)P −

(
ρD(D−2) + ρ(D−2)D

)
ΓD
(D−2)P

−
(
ρ(D−4)(D−2) + ρ(D−2)(D−4)

)
ΓD−4
(D−2)P −

(
ρ(D−3)(D−2) + ρ(D−2)(D−3)

)
ΓD−3
(D−2)P ,

ρ(D−3)(D−2);P = ∂P ρ(D−3)(D−2) − ρ(D−3)(D−2)

(
ΓD−3
(D−3)P + ΓD−2

(D−2)P

)
−
(
ρ(D−2)(D−2)Γ

D−2
(D−3)P + ρ(D−3)(D−3)Γ

D−3
(D−2)P

)
−
(
ρ(D−4)(D−2)Γ

D−4
(D−3)P + ρ(D−3)(D−4)Γ

D−4
(D−2)P

)
−
(
ρ(D−1)(D−2)Γ

D−1
(D−3)P + ρ(D−3)(D−1)Γ

D−1
(D−2)P

)
−
(
ρD(D−2)Γ

D
(D−3)P + ρ(D−3)DΓ

D
(D−2)P

)
,

ρ(D−4)(D−2);P = ∂P ρ(D−4)(D−2) − ρ(D−4)(D−2)

(
ΓD−4
(D−4)P + ΓD−2

(D−2)P

)
−
(
ρ(D−2)(D−2)Γ

D−2
(D−4)P + ρ(D−4)(D−4)Γ

D−4
(D−2)P

)
−
(
ρ(D−3)(D−2)Γ

D−3
(D−4)P + ρ(D−4)(D−3)Γ

D−3
(D−2)P

)
−
(
ρ(D−1)(D−2)Γ

D−1
(D−4)P + ρ(D−4)(D−1)Γ

D−1
(D−2)P

)
−
(
ρD(D−2)Γ

D
(D−4)P + ρ(D−4)DΓ

D
(D−2)P

)
,



Intrinsic geometry and constructivity methods for Hilbert’s 6th problem 123

ρD(D−3);P = ∂P ρD(D−3) − ρD(D−3)

(
ΓD
DP + ΓD−3

(D−3)P

)
−
(
ρ(D−3)(D−3)Γ

D−3
DP + ρDDΓ

D
(D−3)P

)
−
(
ρ(D−4)(D−3)Γ

D−4
DP + ρD(D−4)Γ

D−4
(D−3)P

)
−
(
ρ(D−2)(D−3)Γ

D−2
DP + ρD(D−2)Γ

D−2
(D−3)P

)
−
(
ρ(D−1)(D−3)Γ

D−1
DP + ρD(D−1)Γ

D−1
(D−3)P

)
,

ρ(D−1)(D−3);P = ∂P ρ(D−1)(D−3) − ρ(D−1)(D−3)

(
ΓD−1
(D−1)P + ΓD−3

(D−3)P

)
−
(
ρ(D−3)(D−3)Γ

D−3
(D−1)P + ρ(D−1)(D−1)Γ

D−1
(D−3)P

)
−
(
ρ(D−4)(D−3)Γ

D−4
(D−1)P + ρ(D−1)(D−4)Γ

D−4
(D−3)P

)
−
(
ρ(D−2)(D−3)Γ

D−2
(D−1)P + ρ(D−1)(D−2)Γ

D−2
(D−3)P

)
−
(
ρD(D−3)Γ

D
(D−1)P + ρ(D−1)DΓ

D
(D−3)P

)
,

ρ(D−2)(D−3);P = ∂P ρ(D−2)(D−3) − ρ(D−2)(D−3)

(
ΓD−2
(D−2)P + ΓD−3

(D−3)P

)
−
(
ρ(D−3)(D−3)Γ

D−3
(D−2)P + ρ(D−2)(D−2)Γ

D−2
(D−3)P

)
−
(
ρ(D−4)(D−3)Γ

D−4
(D−2)P + ρ(D−2)(D−4)Γ

D−4
(D−3)P

)
−
(
ρ(D−1)(D−3)Γ

D−1
(D−2)P + ρ(D−2)(D−1)Γ

D−1
(D−3)P

)
−
(
ρD(D−3)Γ

D
(D−2)P + ρ(D−2)DΓ

D
(D−3)P

)
,

ρ(D−3)(D−3);P = ∂P ρ(D−3)(D−3) − 2ρ(D−3)(D−3)Γ
D−3
(D−3)P

−
(
ρ(D−4)(D−3) + ρ(D−3)(D−4)

)
ΓD−4
(D−3)P −

(
ρ(D−2)(D−3) + ρ(D−3)(D−2)

)
ΓD−2
(D−3)P

−
(
ρ(D−1)(D−3) + ρ(D−3)(D−1)

)
ΓD−1
(D−3)P −

(
ρD(D−3) + ρ(D−3)D

)
ΓD
(D−3)P ,

ρ(D−4)(D−3);P = ∂P ρ(D−4)(D−3) − ρ(D−4)(D−3)

(
ΓD−4
(D−4)P + ΓD−3

(D−3)P

)
−
(
ρ(D−3)(D−3)Γ

D−3
(D−4)P + ρ(D−4)(D−4)Γ

D−4
(D−3)P

)
−
(
ρ(D−2)(D−3)Γ

D−2
(D−4)P + ρ(D−4)(D−2)Γ

D−2
(D−3)P

)
−
(
ρ(D−1)(D−3)Γ

D−1
(D−4)P + ρ(D−4)(D−1)Γ

D−1
(D−3)P

)
−
(
ρD(D−3)Γ

D
(D−4)P + ρ(D−4)DΓ

D
(D−3)P

)
,

ρD(D−4);P = ∂P ρD(D−4) − ρD(D−4)

(
ΓD
DP + ΓD−4

(D−4)P

)
−
(
ρ(D−4)(D−4)Γ

D−4
DP + ρDDΓ

D
(D−4)P

)
−
(
ρ(D−3)(D−4)Γ

D−3
DP + ρD(D−3)Γ

D−3
(D−4)P

)
−
(
ρ(D−2)(D−4)Γ

D−2
DP + ρD(D−2)Γ

D−2
(D−4)P

)
−
(
ρ(D−1)(D−4)Γ

D−1
DP + ρD(D−1)Γ

D−1
(D−4)P

)
,

ρ(D−1)(D−4);P = ∂P ρ(D−1)(D−4) − ρ(D−1)(D−4)

(
ΓD−1
(D−1)P + ΓD−4

(D−4)P

)
−
(
ρ(D−4)(D−4)Γ

D−4
(D−1)P + ρ(D−1)(D−1)Γ

D−1
(D−4)P

)
−
(
ρ(D−3)(D−4)Γ

D−3
(D−1)P + ρ(D−1)(D−3)Γ

D−3
(D−4)P

)
−
(
ρ(D−2)(D−4)Γ

D−2
(D−1)P + ρ(D−1)(D−2)Γ

D−2
(D−4)P

)
−
(
ρD(D−4)Γ

D
(D−1)P + ρ(D−1)DΓ

D
(D−4)P

)
,

ρ(D−2)(D−4);P = ∂P ρ(D−2)(D−4) − ρ(D−2)(D−4)

(
ΓD−2
(D−2)P + ΓD−4

(D−4)P

)
−
(
ρ(D−4)(D−4)Γ

D−4
(D−2)P + ρ(D−2)(D−2)Γ

D−2
(D−4)P

)
−
(
ρ(D−3)(D−4)Γ

D−3
(D−2)P + ρ(D−2)(D−3)Γ

D−3
(D−4)P

)
−
(
ρ(D−1)(D−4)Γ

D−1
(D−2)P + ρ(D−2)(D−1)Γ

D−1
(D−4)P

)
−
(
ρD(D−4)Γ

D
(D−2)P + ρ(D−2)DΓ

D
(D−4)P

)
,

ρ(D−3)(D−4);P = ∂P ρ(D−3)(D−4) − ρ(D−3)(D−4)

(
ΓD−3
(D−3)P + ΓD−4

(D−4)P

)
−
(
ρ(D−4)(D−4)Γ

D−4
(D−3)P + ρ(D−3)(D−3)Γ

D−3
(D−4)P

)
−
(
ρ(D−2)(D−4)Γ

D−2
(D−3)P + ρ(D−3)(D−2)Γ

D−2
(D−4)P

)
−
(
ρ(D−1)(D−4)Γ

D−1
(D−3)P + ρ(D−3)(D−1)Γ

D−1
(D−4)P

)
−
(
ρD(D−4)Γ

D
(D−3)P + ρ(D−3)DΓ

D
(D−4)P

)
,

ρ(D−4)(D−4);P = ∂P ρ(D−4)(D−4) − 2ρ(D−4)(D−4)Γ
D−4
(D−4)P

−
(
ρ(D−3)(D−4) + ρ(D−4)(D−3)

)
ΓD−3
(D−4)P −

(
ρ(D−2)(D−4) + ρ(D−4)(D−2)

)
ΓD−2
(D−4)P

−
(
ρ(D−1)(D−4) + ρ(D−4)(D−1)

)
ΓD−1
(D−4)P −

(
ρD(D−4) + ρ(D−4)D

)
ΓD
(D−4)P .
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Definition 9.2. Interaction potentials.

Define the weak-electromagnetic interaction potentials
ZP ≜ 1√

2
(Γ(D−4)(D−4)P + Γ(D−3)(D−3)P )

AP ≜ 1√
2
(Γ(D−4)(D−4)P − Γ(D−3)(D−3)P )

,


W 1
P ≜ 1√

2
(Γ(D−4)(D−3)P + Γ(D−3)(D−4)P )

W 2
P ≜ 1√

2
(Γ(D−4)(D−3)P − Γ(D−3)(D−4)P )

and the strong interaction potentials
U1
P ≜ 1√

2

(
Γ(D−2)(D−2)P + Γ(D−1)(D−1)P

)
V 1
P ≜ 1√

2

(
Γ(D−2)(D−2)P − Γ(D−1)(D−1)P

) ,

X23
P ≜ 1√

2

(
Γ(D−2)(D−1)P + Γ(D−1)(D−2)P

)
Y 23
P ≜ 1√

2

(
Γ(D−2)(D−1)P − Γ(D−1)(D−2)P

) ,

U2
P ≜ 1√

2

(
Γ(D−1)(D−1)P + ΓDDP

)
V 2
P ≜ 1√

2

(
Γ(D−1)(D−1)P − ΓDDP

) ,

X31
P ≜ 1√

2

(
Γ(D−1)DP + ΓD(D−1)P

)
Y 31
P ≜ 1√

2

(
Γ(D−1)DP − ΓD(D−1)P

) ,

U3
P ≜ 1√

2

(
ΓDDP + Γ(D−2)(D−2)P

)
V 3
P ≜ 1√

2

(
ΓDDP − Γ(D−2)(D−2)P

) ,

X12
P ≜ 1√

2

(
ΓD(D−2)P + Γ(D−2)DP

)
Y 12
P ≜ 1√

2

(
ΓD(D−2)P − Γ(D−2)DP

) .
Definition 9.3. Weak-electromagnetic charges and color charges.

Define the electric weak charge

l ≜
(
ρ(D−4)(D−4), ρ(D−3)(D−3)

)
and the neutral weak charge

ν ≜
(
ρ(D−3)(D−4), ρ(D−4)(D−3)

)
,

which are uniformly called the weak-electromagnetic charges. Define down-type color charges
d1 ≜

(
ρ(D−2)(D−2), ρ(D−1)(D−1)

)
d2 ≜

(
ρ(D−1)(D−1), ρDD

)
d3 ≜

(
ρDD, ρ(D−2)(D−2)

) ,

and up-type color charges 
u1 ≜

(
ρ(D−2)(D−1), ρ(D−1)(D−2)

)
u2 ≜

(
ρ(D−1)D, ρD(D−1)

)
u3 ≜

(
ρD(D−2), ρ(D−2)D

) ,

which are uniformly called the color charges. d1 and u1 are called red charges, d2 and u2 are called blue
charges, and d3 and u3 are called green charges. Similar to Definition 7.2.1 and Definition 8.2.1 , define

left-handed and right-handed weak-electromagnetic charges
lL ≜ 1√

2

(
ρ(D−4)(D−4) + ρ(D−3)(D−3)

)
lR ≜ 1√

2

(
ρ(D−4)(D−4) − ρ(D−3)(D−3)

) ,

νL ≜ 1√

2

(
ρ(D−3)(D−4) + ρ(D−4)(D−3)

)
νR ≜ 1√

2

(
ρ(D−3)(D−4) − ρ(D−4)(D−3)

) ,
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and left-handed and right-handed down-type color charges

d1L ≜ 1√
2

(
ρ(D−2)(D−2) + ρ(D−1)(D−1)

)
d2L ≜ 1√

2

(
ρ(D−1)(D−1) + ρDD

)
d3L ≜ 1√

2

(
ρDD + ρ(D−2)(D−2)

) ,



d1R ≜ 1√
2

(
ρ(D−2)(D−2) − ρ(D−1)(D−1)

)
d2R ≜ 1√

2

(
ρ(D−1)(D−1) − ρDD

)
d3R ≜ 1√

2

(
ρDD − ρ(D−2)(D−2)

) ,

and left-handed and right-handed up-type color charges

u1L ≜ 1√
2

(
ρ(D−2)(D−1) + ρ(D−1)(D−2)

)
u2L ≜ 1√

2

(
ρ(D−1)D + ρD(D−1)

)
u3L ≜ 1√

2

(
ρD(D−2) + ρ(D−2)D

) ,



u1R ≜ 1√
2

(
ρ(D−2)(D−1) − ρ(D−1)(D−2)

)
u2R ≜ 1√

2

(
ρ(D−1)D − ρD(D−1)

)
u3R ≜ 1√

2

(
ρD(D−2) − ρ(D−2)D

) .

Definition 9.4. Define the symmetry conditions of weak-electromagnetic-strong unified rerference-system.

(1) Basic conditions, No.1: G
(D−4)(D−4) = G(D−3)(D−3)

G(D−2)(D−2) = G(D−1)(D−1) = GDD
;

(2) Basic conditions, No.2: {
Γ(D−3)(D−4)P = Γ(D−4)(D−3)P

Γ(D−2)(D−2)P + Γ(D−1)(D−1)P + ΓDDP = 0
;

(3) MNS mixing conditions of leptons, No.1:
ΓD−2
(D−4)P = cD−2

D−3Γ
D−3
(D−4)P

ΓD−1
(D−4)P = cD−1

D−3Γ
D−3
(D−4)P

ΓD
(D−4)P = cDD−3Γ

D−3
(D−4)P

,


ΓD−2
(D−3)P = cD−2

D−4Γ
D−4
(D−3)P

ΓD−1
(D−3)P = cD−1

D−4Γ
D−4
(D−3)P

ΓD
(D−3)P = cDD−4Γ

D−4
(D−3)P

,


cD−2
D−3 = cD−2

D−4

cD−1
D−3 = cD−1

D−4

cDD−3 = cDD−4

;

(4) MNS mixing conditions of leptons, No.2:
ρ(D−2)(D−3) = ρ(D−2)(D−4)

ρ(D−1)(D−3) = ρ(D−1)(D−4)

ρD(D−3) = ρD(D−4)

,


ρ(D−3)(D−2) = ρ(D−4)(D−2)

ρ(D−3)(D−1) = ρ(D−4)(D−1)

ρ(D−3)D = ρ(D−4)D

;

(5) CKM mixing conditions of color charges, No.1:
ΓD−3
(D−2)P = cD−4

D−2Γ
D−3
(D−4)P

ΓD−3
(D−1)P = cD−4

D−1Γ
D−3
(D−4)P

ΓD−3
DP = cD−4

D ΓD−3
(D−4)P

,


ΓD−4
(D−2)P = cD−3

D−2Γ
D−4
(D−3)P

ΓD−4
(D−1)P = cD−3

D−1Γ
D−4
(D−3)P

ΓD−4
DP = cD−3

D ΓD−4
(D−3)P

,

c
D−4
D−2 = cD−4

D−1 = cD−4
D

cD−3
D−2 = cD−3

D−1 = cD−3
D

;

(6) CKM mixing conditions of color charges, No.2:{
ρ(D−2)(D−3) = ρ(D−1)(D−3) = ρD(D−3)

ρ(D−2)(D−4) = ρ(D−1)(D−4) = ρD(D−4)

,

{
ρ(D−3)(D−2) = ρ(D−3)(D−1) = ρ(D−3)D

ρ(D−4)(D−2) = ρ(D−4)(D−1) = ρ(D−4)D

.
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The cmn are all real constants. An externally flat and internally standard weak-electromagnetic-strong unified

reference-system satisfying all the above conditions is called a typical weak-electromagnetic-strong
unified field, or an elementary particle field.

Definition 9.5. Lepton and hadron.

If there is a typical weak-electrolmagnetic-strong unified field such that ρ(D−2)(D−2) = ρ(D−1)(D−1) =

ρDD = ρ(D−2)(D−1) = ρ(D−1)(D−2) = ρ(D−1)D = ρD(D−1) = ρD(D−2) = ρ(D−2)D = 0, it is called a lepton
reference-system, or a lepton field. Otherwise, it is called a hadron reference-system, or a hadron
field.

The electric weak charge of lepton reference-system is called an electric charged lepton, and the neutral

weak charge of lepton reference-system is called a neutrino. They are uniformly called lepton charges, or
leptons for short.

If a hadron reference-system satisfies that its three up-type color charges are constantly zero, and two of

the three down-type color charges are also constantly zero but the other one is not, such a reference-system

is called a single down-type quark.

If a hadron reference-system satisfies that its three down-type color charges are constantly zero, and two

of the three up-type color charges are also constantly zero but the other one is not, such a reference-system

is called a single up-type quark.

The single down-type quark and the single up-type quark are uniformly called the single quarks.

Proposition 9.1. (Color confinement) Single quarks do not exist.

For the single down-type quark, this proposition is obviously true. Without loss of generality, suppose

u1 = u2 = u3 = 0 and d1 = d2 = 0, then ρ(D−2)(D−2) = ρ(D−1)(D−1) = ρDD = 0, so d3 = 0 holds surely.

For the single up-type quark, without loss of generality, consider the case that d1 = d2 = d3 = 0 and

u1 = u2 = 0. In this case, ρ(D−2)(D−1) = ρ(D−1)(D−2) = ρ(D−1)D = ρD(D−1) = ρ(D−2)(D−2) = ρ(D−1)(D−1) =

ρDD = 0, and we need to prove u3 = 0, that is ρD(D−2) = ρ(D−2)D = 0, where

ρMN = ρ0MN = GMM ′ρM
′0

N = GMM ′G00ρM
′

N0 = GMM ′G00KM ′

NPQ

:P
εQ0

= GMM ′G00
(
ΛM

′

NQ:P

:P
− ΛM

′

NP :Q

:P
−KM ′

HPQΛ
HP
N

)
εQ0

and

ΛMNP ≜ 1

2
CMA

(
∂BAN
∂xP

+
∂BAP
∂xN

)
.

It seems probably true, but this paper has not made progress in its proof.

Discussion 9.2. According to the results of calculation of Discussion 9.1 , as well as Definition 9.2 ,

Definition 9.3 and Definition 9.4 , the evolution forms of weak-electromagnetic charges can be obtained as
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below.



lL;P = ∂P lL − glLZP − glRAP − gνLW 1
P

− 1

2

[
cD−2
D−4

(
ρ(D−2)(D−3) + ρ(D−3)(D−2)

)
+ cD−2

D−3

(
ρ(D−2)(D−4) + ρ(D−4)(D−2)

)] g√
2
W 1
P

− 1

2

[
cD−1
D−4

(
ρ(D−1)(D−3) + ρ(D−3)(D−1)

)
+ cD−1

D−3

(
ρ(D−1)(D−4) + ρ(D−4)(D−1)

)] g√
2
W 1
P

− 1

2

[
cDD−4

(
ρD(D−3) + ρ(D−3)D

)
+ cDD−3

(
ρD(D−4) + ρ(D−4)D

)] g√
2
W 1
P ,

lR;P = ∂P lR − glRZP − glLAP ,
νL;P = ∂P νL − gνLZP − glLW 1

P

− 1

2

[
cD−2
D−4

(
ρ(D−2)(D−4) + ρ(D−4)(D−2)

)
+ cD−2

D−3

(
ρ(D−3)(D−2) + ρ(D−2)(D−3)

)] g√
2
W 1
P

− 1

2

[
cD−1
D−4

(
ρ(D−1)(D−4) + ρ(D−4)(D−1)

)
+ cD−1

D−3

(
ρ(D−3)(D−1) + ρ(D−1)(D−3)

)] g√
2
W 1
P

− 1

2

[
cDD−4

(
ρD(D−4) + ρ(D−4)D

)
+ cDD−3

(
ρ(D−3)D + ρD(D−3)

)] g√
2
W 1
P ,

νR;P = ∂P νR − gνRZP .

Denote

l′1 ≜ ρ(D−4)(D−4)

+
cD−2
D−4

2

(
ρ(D−2)(D−4) + ρ(D−4)(D−2)

)
+
cD−1
D−4

2

(
ρ(D−1)(D−4) + ρ(D−4)(D−1)

)
+
cDD−4

2

(
ρD(D−4) + ρ(D−4)D

)
l′2 ≜ ρ(D−3)(D−3)

+
cD−2
D−3

2

(
ρ(D−2)(D−3) + ρ(D−3)(D−2)

)
+
cD−1
D−3

2

(
ρ(D−1)(D−3) + ρ(D−3)(D−1)

)
+
cDD−3

2

(
ρD(D−3) + ρ(D−3)D

)
ν′1 ≜ ρ(D−3)(D−4)

+
cD−2
D−3

2

(
ρ(D−2)(D−4) + ρ(D−4)(D−2)

)
+
cD−1
D−3

2

(
ρ(D−1)(D−4) + ρ(D−4)(D−1)

)
+
cDD−3

2

(
ρD(D−4) + ρ(D−4)D

)
ν′2 ≜ ρ(D−4)(D−3)

+
cD−2
D−4

2

(
ρ(D−2)(D−3) + ρ(D−3)(D−2)

)
+
cD−1
D−4

2

(
ρ(D−1)(D−3) + ρ(D−3)(D−1)

)
+
cDD−4

2

(
ρD(D−3) + ρ(D−3)D

)

.

Further more it is obtained that



l′L = lL

+
cD−2
D−4

2
√
2

(
ρ(D−2)(D−4) + ρ(D−4)(D−2)

)
+
cD−1
D−4

2
√
2

(
ρ(D−1)(D−4) + ρ(D−4)(D−1)

)
+
cDD−4

2
√
2

(
ρD(D−4) + ρ(D−4)D

)
+
cD−2
D−3

2
√
2

(
ρ(D−2)(D−3) + ρ(D−3)(D−2)

)
+
cD−1
D−3

2
√
2

(
ρ(D−1)(D−3) + ρ(D−3)(D−1)

)
+
cDD−3

2
√
2

(
ρD(D−3) + ρ(D−3)D

)
ν′L = νL

+
cD−2
D−3

2
√
2

(
ρ(D−2)(D−4) + ρ(D−4)(D−2)

)
+
cD−1
D−3

2
√
2

(
ρ(D−1)(D−4) + ρ(D−4)(D−1)

)
+
cDD−3

2
√
2

(
ρD(D−4) + ρ(D−4)D

)
+
cD−2
D−4

2
√
2

(
ρ(D−2)(D−3) + ρ(D−3)(D−2)

)
+
cD−1
D−4

2
√
2

(
ρ(D−1)(D−3) + ρ(D−3)(D−1)

)
+
cDD−4

2
√
2

(
ρD(D−3) + ρ(D−3)D

)

.



128 Zhao-Hui Man

Substitute them into the above results of calculation, then it is obtained that



lL;P = ∂P lL − glLZP − glRAP − gν′LW 1
P

lR;P = ∂P lR − glRZP − glLAP

νL;P = ∂P νL − gνLZP − gl′LW 1
P

νR;P = ∂P νR − gνRZP

. (48)

Definition 9.6. The above equations are called the evolution forms of weak-electromagnetic
charges of weak-electromagnetic-strong reference-system. Specially, for a lepton reference-system, they are

called the evolution forms of leptons. l′ and ν′ are called the eigen charges about weak interaction,
correspondingly l and ν are called the eigen charges about mass.

Remark 9.1. For a lepton reference-system, it is seen from the expressions of l′ and ν′ that the three

generations of leptons may be distinguished by charges ρ(D−2)(D−3), ρ(D−3)(D−2), ρ(D−1)(D−3), ρ(D−3)(D−1),

ρD(D−3), ρ(D−3)D, ρ(D−2)(D−4), ρ(D−4)(D−2), ρ(D−1)(D−4), ρ(D−4)(D−1), ρD(D−4), ρ(D−4)D in l′ and ν′.

For example, we can imagine that the definitions of electron and electron-neutrino might be

e ≜ l = (ρ(D−4)(D−4), ρ(D−3)(D−3))

νe ≜ ν = (ρ(D−3)(D−4), ρ(D−4)(D−3))
,

and the definitions of muon and muon-neutrino might be


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D
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)
,

and the definitions of tauon and tauon-neutrino might be


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)
,

where aτ , bτ , aτmn , bτmn are all constants.

The above discussion indicates that the MNS mixing of leptons is determined by geometric properties

of reference-system. It is an issue worthy of further study that how to use this new approach to explain

experiment data.
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Although the above definitions of electron, muon and tauon are just preliminary ideas, it is sure that

when the three generations of leptons and its mixing are constructed in the above way, they will no longer

be artificial postulates like those in traditional theory. Such constructive definitions must become our goal.

Discussion 9.3. According to the results of Discussion 9.1 , as well as Definition 9.2 , Definition 9.3 and

Definition 9.4 , calculate the evolution forms of color charges and it is obtained that
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Discussion 9.4. Similar to Discussion 9.2 , denote
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Substitute them into the results of Discusstion 9.3 , and it is obtained that
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Definition 9.7. The above results are called the evolution forms of color charges.

Remark 9.2. The charges

d′1L, d′2L, d′3L, u′1L, u′2L, u′3L

in the above discussion indicate that the CKM mixing of color charges are also determined by geometric

properties of reference-system. It is also an issue worthy of further study that how to use this new approach

to explain experiment data.

Discussion 9.5. An ontological hadron may participate not only weak-electromagnetic interaction but

also strong interaction, so in epistemology the evolution form of a hadron charge may generally be expressed

as

q;P ≜ (Ad1S +Bd2S + Cd3S +Du1S + Eu2S + Fu3S +GlS +HνS);P ,

where q represents a hadron charge and S represents left-spin L or right-spin R.

10 Summary and supplement

10.1 A supplement to the logical structure of theoretical physics

This paper argues that the research objects of physics have only two kinds, one is the physical realities

that can be actually detected in ontology, the other is the mathematical concepts that can be strictly defined

in epistemology, nothing else.
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1. In order to clarify the logical structure of theoretical physics, the ontology and epistemology of theo-

retical physics have to be clarified first. A convenient way is to construct some philosophical starting points

as following.

(1) Fundamental philosophical starting point.

(a) Ontological fundamental category: existence.

(b) Ontological fundamental principle: the world is existent.

(c) Epistemological fundamental category: cognition.

(d) Epistemological fundamental principle: existence is cognizable.

(2) Natural philosophical starting point.

(a) Ontological fundamental existence: matter in motion and motion of matter, abbreviated as

matter-motion, or matter for short, or reality.

(b) Ontological fundamental principle: the world is existent as matter-motion.

(c) Epistemological fundamental cognition: theory in practice and practice of theory, abbreviated
as theory-practice, or theory for short�

(d) Epistemological fundamental principle: matter-motion is cognized by using theory-practice.

(3) Starting point of physics.

(a) Ontological fundamental object: physical reality.

(b) Ontological fundamental principle: matter-motion is existent as a physical reality.

(c) Epistemological fundamental object: mathematical concept.

(d) Epistemological fundamental principle: a physical reality is cognized by using a mathematical

concept. All the physical assertions of this paper are expressed according to this principle.

(4) Starting point of theoretical physics.

(a) Ontological fundamental physical reality: interaction field and relative motion of field. As

matter of motion, the physical reality manifests itself as an interaction field; as motion of matter, the physical

reality manifests itself as a relative motion of field. They are unified in physical reality.

(b) Ontological fundamental principle: a physical reality is existent as an interaction field and relative

motion of field.

(c) Epistemological fundamental concept: reference-system.

(d) Epistemological fundamental principle: The basic principle of theoretical physics.

In a word, physical significances of an axiomatic mathematical theory are obtained just from the above

starting points.

2. In order to clarify the logical structure of theoretical physics, the logical structure of mathematics also

has to be clarified first. Based on the above starting points, the following viewpoints are reasonable.

(1) Mathematics is the theory-practice about concept. Concept is the fundamental philosophical cate-

gory of mathematics.
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(2) Logics is the theory-practice about spekulation. Spekulation is the fundamental philosophical cate-

gory of logics.

(3) Mathematics is not similar to other disciplines to research which specified concept is used to cognize

which specified reality, but to research both the concept and reality uniformly in the name of concept.

Those above epistemological fundamental principles constitute the ultimate origin of the effectiveness of

applications of mathematics to natural sciences.

(4) Basic principle of mathematics: a concept is established by spekulation, but spekulation
do not alway establish a concept.

(5) A proposition is spekulation about concept. A concept in a proposition is called a class. A class and

a proposition about this class are put together to be called an identification. Concretely, if class x satisfies

proposition P (x), then the identification is denoted by x|P (x), and say the class x meets the identification

x|P (x).

(6) According to (5), further more, a concept can be established by a proposition. Concretely, a concept

X can be expressed as the whole of all the classes which meet identification x|P (x). The identification x|P (x)

is called the intension (connotation) of X. Class X is called the extension (denotation) of x|P (x),

denoted by {x|P (x)}.

If class a meets identification x|P (x), say a belongs to X, and say a is an element of X, denoted by

a ∈ X. Otherwise, say a does not belong to X, denoted by a /∈ X.

(7) Now that intension and extension have been defined, the basic principle of mathematics can also be

expressed as a conclusion that a concept always has an intension, but an identification does not
always has an extension. Thus, it is conditional for an identification to have an extension. So in

epistemology, we have to appoint which identifications have extensions, and call it a convention.

(8) Different ways of such conventions reflect the same essence of the world from different perspectives.

It makes the conventions obtain sufficient legitimacy.

Concretely, in order to establish the foundation of mathematics, no matter the set theory or the category

theory being adopted, we can always establish the following five basic conventions first.

(I) Axiom of extensionality. There exists an identification that has extension, and equivalent identi-

fications have the same extension, which is expressed by the notation ”=”.

(II) Axiom of single element. If identification x|P (x) has extension, denoted by a, then identification

x|x = a also has extension, denoted by {a}.

(III) Axiom of union-class. If both of identifications x|P1(x) and x|P2(x) have extensions, then iden-

tification x|P1(x) ∨ P2(x) also has extension.

(IV) Axiom of sub-class. If any of identifications x|P1(x) and x|P2(x) has extension, then identification

x|P1(x) ∧ P2(x) also has extension.

(V) Axiom of power-class. If identification a|P (a) has extension, denoted by x, then identification

”z|∀w ∈ z, w ∈ x” also has extension.
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From the perspective of concrete construction, except the above five basic conventions, a pragmatic set

theory still requires other conventions of ZFC axiom system. The reason why ZFC system is a good axiom

system is that it has enough many extensions and can deduce enough rich concepts.

From the perspective of abstract structure, except the above five basic conventions, there is no need to
require other universal conventions. It just needs to specifically give conventions to the definition of each

specified category.

In general, set theory and category theory respectively appoint extensions of the identifications in the

two ways of concrete construction and abstract structure, thereby respectively establish the foundation for

mathematics from different perspectives.

Take the concept of real numbers for example. From the perspective of abstract structure, it just needs

to put some abstract conventions together so that defines the complete archimedean total ordered field,

thereby forms an abstract concept of real numbers. From the perspective of concrete construction, it needs to

construct natural numbers from empty set, then construct integers and rationals, finally construct irrational

numbers by Dedekind cut, thereby forms a concrete concept of real numbers.

Strictly, they are two concepts defined respectively in two different ways, but they reflect the same

mathematical intuition and they complement each other. It is such a situation that gives real numbers a

complete description. Similarly, set theory and category theory also complement each other, they together

give mathematics a complete description.

So does theoretical physics. In epistemology, we should not just satisfy to use the abstract way like

traditional theory to discuss energy-momentum and describe gauge fields. We should be able to concretely

construct all the concepts such as energy-momentum and gauge fields. It is precisely because mathematics

has the logical structure mentioned above that the feasibility of achieving such a target is guaranteed. The

theory of this paper has made an effective attempt for this target.

3. In order to achieve the above purpose, we have to make sure that ontological reality and epistemological

concept are not confused.

A concept must have a strict definition, and a reality must can be detected. Difference between them is

obvious. In traditional physical theory, we usually see such a practice that an ontological reality is used as the

connotation to define an epistemological concept. For example, traditional physical theory ususally supposes

that eL is a free electron field and νL is a free neutrino field, which both satisfy the free Dirac equation, so

eL and νL cannot be distinguished by mathematical connotation. However the traditional theory looks eL
and νL as different concepts. This is exactly a practice to define epistemological concepts with ontological

realities as their connotations. Such a practice is harmful, because it is easy to cause confusion of cognition

and thereby conceals the true connotations of the mathematical concepts of eL and νL.

In this paper it is suggested that a physical theory with a clear logical structure should strictly distin-

guish ontological objects and epistemological objects in discussion. It is best to execute deductive logic for

epistemological concepts and to execute inductive logic for ontological objects. It should be noticed that the
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mathematical induction is always expressed in form of deduction, so it should be attributed to deductive

logic.

1. Take some examples as following.

(1) The concepts of time metric and space metric in section 2.2.9.1 , and the concept of actual evolution

in section 2.4.4.2 are all universal geometric properties on geometric manifold. According to the Corollary

3 in section 2.2.5.2 , they can be used to cognize some kinds of ontological universal physical properties.

(2) The concept of gravitational field in section 5.2.1 and the concept of inertial-system in section 6.3.8.2

are both concepts of reference-system. According to the basic principle of theoretical physics in section 1.2 ,

they can be used to cognize some kinds of physical reality.

The above are all deductive logical discussions.

2. Then, concretely, what kinds of universal physical properties and what kinds of physical realities after

all? It can only be dealt with by inductive logics. By ontologically executing inductive logic for physical

realities, the following physical assertions can just be obtained.

(1) Time and space law. The time interval and space interval of physical reality in ontology are cognized

by using the concepts of time metric and space metric in epistemology.

(2) Evolution law. The actual evolution of physical reality in ontology is cognized by using the concept

of actual evolution in epistemology.

(3) Principle of equivalence. The gravitational field as a physical reality in ontology is cognized by using

the concept of gravitational field in epistemology.

(4) Newton’s first law. The physical reality of inertial relative motion and no classical spacetime interac-

tion in ontology is cognized by using the concept of inertial-system in epistemology.

3. In the sense of deductive logics, we say the basic principle in section 1.2 is the unique axiom of Hilbert’s

6th problem for theoretical physics at the most basic level.

4. In the sense of the above cooperation between mathematical deduction and physical induction, we say

the basic principle in section 1.2 is the unique fundamental physical principle for theoretical physics at the

most basic level.

10.2 Summary

1. This paper gives an improved expression of Erlangen program. It enhances the flexibility of applications

of Erlangen program.

2. This paper generalizes Riemannian manifold to geometryic manifold. On geometric manifold, the

Riemannian geometry is completely brought into the geometric framework of the improved Erlangen program.

3. This paper strictly defines the concept of reference-system and generalizes the concept of intrinsic geo-

metric, so that the traditional intrinsic geometry based on the first fundamental form becomes a subgeometry

of the intrinsic geometry of this paper.
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4. This paper defines the concept of simple connection, which reflects more bending properties of manifold

than Levi-Civita connection.

5. In this paper it is suggested that a research for a kind of mathematical intuition is regarded as a

complete one only if it is from both the ways of abstract structure and concrete construction. This viewpoint

is carried out and practiced in the process of constructing the foundation of theoretical physics in this paper.

The basic framework of theoretical physics is strictly developed by constructivity methods of mathematics

under a unified view of time and space, and based on a unique fundamental principle. All of those redundant

principles, equations, and postulates at the most basic level in traditional theories are turned into theorems

which hold automatically in the theory of this paper, so that various relative motions and interactions can

be described in a unified form.

6. In this paper it is suggested that the research objects of physics have only two kinds, one is the physical

realities that can be actually detected in ontology, the other is the mathematical concepts that can be strictly

defined in epistemology, nothing else. It is best to carry out deductive logic for epistemological objects

and carry out inductive logic for ontological objects, and strictly distinguish ontology and epistemology

in discussion. A physical assertion should be expressed as a normalized language structure like “a physical

reality is cognized by using a mathematical concept”. The theory of this paper practices the above viewpoints,

so the logical structure of theory is more rigor and clearer than traditional theory. This paper gives a feasible

solution to the problem that traditional physical theory for a long time confused and mixed ontology and

epistemology.

7. Except the concept of reference-system on manifold, this paper presents some ideas such as that time

metric is the total space metric, actual evolution direction is the gradient direction, propagator and wave

function reflect the distribution density of actual evolution directions, typical gauge potentials are described

by simple connection, etc., as well as evolution lemma, and they all play key roles in the construction of

theory.

8. Concepts such as various charges, gauge potentials, energy-momentum, etc. are defined by construc-

tivity methords in this paper, so that their connotations become more concrete. These are supplements to

traditional physics.

There is an obvious difference between the theory of this paper and the traditional theory.

(1) The traditional theory starts from a very large symmetry group, and reduces symmetries in the way

of some kind of breaking to approach the target geometry.

(2) The theory of this paper starts from the smallest symmetry group {e}, and adds symmetries in the

way of some kind of symmetry conditions to approach the target geometry.

These two ways must lead to the same destination. They both go towards the same specific geometry.

However the way of this paper has more advantages.

(1) The theory of this paper is based on intrinsic geometry. It has a more strong ability of describing

shapes. And the theoretical form is more fundametal, which fits in with the geometric essence precisely.
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Compared with the abstract way of dicussing the degeneration of group (i.e. symmetry breaking), the

construcive way of adding symmetry conditions to intrinsic geometry in this paper is more suitable for the

case of complicated group structure. It is easier for the theory of this paper to clarify the essence of many

things. Those characteristics which are artificially postulated by traditional theory can naturally appear in

the way of intrinsic geometry, such as the constructions of concepts of electric charged leptons and neutrinos,

the constructions of concepts of down-type color charges and up-type color charges, the chirality asymmetry

of charges, the MNS mixing of leptons, the CKM mixing of color charges, etc.

(2) In the theory of this paper, typical gauge fields and gravitational fields are unified in the viewpoint

of spacetime. They are completely consistent and perfectly coordinated. Typical gauge fields are described

by the intrinsic geometry about internal space, gravitational fields are described by the intrinsic geometry

about external space, and they are unified in intrinsic geometry.

9. Important issues and directions to be further studied.

(1) The discussions of this paper do not involve angular momentum at all. It needs further study for this

aspect.

(2) This paper strictly restricts the scope of discussions to the relative motion and interaction with no

more than two reference-systems. It does not involve those theories at a higher level with more than two

reference-systems. Therefore, with the current degree of development of this theory, some problems, such as

the origin of rest-mass of weak interaction gauge field in section 7.2.4 and the relation between zero-spin

neutrio pair and the peak [1,8] observed by the LHC near 125 GeV, can be just given qualitative judgements.

It needs further development of theory and exploration of experiment.

(3) Further research of the complex-valued evolution equation in section 6.3.7.1 will surely depend on

the degree of development of the theory in section 2.4.14.2 . In order to grasp the main line of geometric

thought, section 2.4.14.2 just gives the most basic, the most core and the most representative concepts

and framework, without developing further more. These contents still need to be developed deeply, so that

achieving the degree of being able to concretely calculate the scattering problem.

(4) Proposition 9.1 has not been fully proved yet and needs further study.

(5) The MNS mixing of three generations of leptons and the CKM mixing of three generations of color

charges in Discussion 9.2 and Remark 9.1 have been constructed. It is worthy of further research for

physicists that how to explain experiment data in this new way.
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