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About me

• Senior Lecturer (i.e. Associate Professor) in Music Technology at the University of 
Huddersfield, UK (2010 – Present).

• Leader of the Applied Psychoacoustics Lab (2013 – Present).
• Senior Research Engineer at LG Electronics, Korea (2006 – 2010).
• PhD in surround sound psychoacoustics, University of Surry, UK (2002 – 2006).
• BMus in Sound Recording (Tonmeister), University of Surrey (1998 – 2002).
• Freelance sound engineer (2002 – Present).
• Assistant sound engineer at Metropolis studios, London, UK (2000 – 2001).
• Intern sound engineer at Aspen Music Festival, Colorado, USA (1999, 2000).
• Assistant sound engineer at Sound Hill studios, South Korea (1997 – 1998).
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• ITU-R BS.1116-compliant listening room.
• 3D formats (22.2, Dolby Atmos, Auro-3D, etc.).

Applied Psychoacoustics Lab (APL)
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PracticeResearch

Today’s talk and demo
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Vertical stereo 
perception

Phantom image 
elevation effect

3D capture 
techniques

3D rendering 
techniques

With 9-channel 3D demos
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Background

• What’s the optimal way of recording for 3D formats?
• How do we perceive sounds with vertical stereophony?
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30°
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Background

Changes in ICLD, ICTD or ICCC

Changes in
ILD, ITD, IACC 
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• Horizontal spatial perception
• Inter-Channel cues translated into Inter-Aural cues
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Background

• Vertical spatial perception in 
the median plane.

Vertical localisation solely 
relies on spectral cues.

NO interaural
changes

Changes in
ICLD, ICTD, or
ICCC
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Background

• Vertical spatial perception at 
an off-centre azimuth.

Vertical localisation mainly 
relies on spectral cues & 
some interarual cues.

7
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Background

• Vertical spatial perception 
with two vertical 
stereophonic layers.

Localisation is affected by 
spectral cues, interaural 
cues and the phantom image 
elevation effect.

8
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Vertical localization of octave band phantom sources
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Main layer

Height layer
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500
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2k 4k

8k
16k BB
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• Each frequency band has its inherent vertical image position (Lee 2016).

Lee, H (2016) ‘Perceptual Band Allocation (PBA) for the Rendering of Vertical Image Spread with a Vertical 2D Loudspeaker 
Array’ Journal of the Audio Engineering Society , 64 (12), pp. 1003-1013. ISSN 1549-4950

http://eprints.hud.ac.uk/29791
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PAPERS PERCEPTUAL BAND ALLOCATION (PBA) FOR RENDERING VERTICAL IMAGE SPREAD

The above-mentioned differences suggest that the rela-
tionship between frequency and its perceived image height
is associated not only with the physical height of sound
source (as already found in previous studies [12, 13]), but
also with the nature of the image being real or phantom.
The stereophonic loudspeaker configuration used in the cur-
rent experiment produced a “phantom” center image for
each band, whereas Cabrera and Tiley’s experiment was
conducted with a single loudspeaker placed in the cen-
ter at each physical height, thus producing a “real” center
image.

The elevation of horizontally oriented phantom center
image was first reported by de Boer [23] and later con-
firmed by Damaske and Mellert [24], Frank [25], and Lee
[26]. It is generally suggested that as the base angle of a
stereophonic loudspeaker pair increases from 0◦ to between
180◦ and 240◦, the perceived image is elevated from front to
overhead. Blauert [27] explains that this effect is caused due
to the spectral energy distribution of ear-input signal, which
varies depending on the loudspeaker base angle, based on
his “directional bands” theory [15]. For example, more en-
ergy around 8 kHz and less around 4 kHz in the frequency
spectrum of ear-input signal would mean that the result-
ing phantom image is elevated more towards the directly
overhead position according to Blauert suggesting that the
1/3-octave 8 kHz and 4 kHz bands are mapped to above
and front perceptions, respectively.

Although Blauert’s theory seems to be valid for the eleva-
tion of broadband or signals containing frequencies above
about 3 kHz, it cannot explain the reason for the eleva-
tions of individual low frequency bands such as the 250
Hz and 500 Hz bands, which were found in the current
study (Fig. 2). In [26] the current author proposed a new
hypothesis suggesting that the low frequency phantom im-
age elevation is perceived due to the brain’s cognitive as-
sociation between the acoustic crosstalks of horizontally
arranged loudspeaker signals and the torso reflections of
a real source elevated in the median plane. The basis for
this is the fact that the acoustic crosstalks and torso re-
flections have similar natures. As Algazi et al. [28] found,
the low frequency component of head-related transfer func-
tion (HRTF) for a source elevated in the median plane is a
feature of torso reflection, which is the main cue for ele-
vation localization. Acoustic crosstalks also mainly feature
low frequencies due to the head-shadowing effect. As the
loudspeaker base angle increases, the delay between the
ipsilateral and crosstalk signals increases and reaches its
maximum of around 0.7ms at the base angle of 180◦. Sim-
ilarly, the maximum torso reflection delay occurs when the
source is elevated to directly above and it is also around 0.7
ms according to Algazi et al.’s analysis. Therefore, it could
be suggested that the low frequency content of a phantom
center image produced with a specific acoustic crosstalk
delay would be perceived to be elevated at the position of
a real source in the median plane that produces a torso
reflection delay corresponding to the crosstalk delay. Fur-
ther experiments are currently ongoing in order to verify
the above hypothesis and the results will be presented in a
future paper.
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Fig. 5. Spectral magnitude difference of the left-ear head-related
transfer function (HRTF) of the height loudspeaker layer signal to
the left-ear HRTF of the main layer signal; calculated using MIT’s
KEMAR head-related impulse response database.

3.2 Vertical Image Spread Rendering by PBA
First, the results from Experiment 2 suggest that the PBA

is able to increase the perceived magnitude of vertical im-
age spread (VIS) of a broadband signal presented from the
main loudspeaker pair. This is important for vertical stereo-
phonic upmixing, which is the main application of the pro-
posed method. The results also showed that various degrees
of VIS could be rendered by applying different band-to-
loudspeaker mapping schemes. The stimuli intended for a
larger vertical spread were indeed perceived to be have a
significantly larger VIS than those for a smaller spread. It
is initially considered that this was mainly due to their dif-
ferences in the upper boundary median location rather than
the lower one for the following reason. For all stimuli, the
63 Hz band defined the lower boundary as shown in Fig. 3.
Although the median vertical location of the band varied
slightly for different loudspeaker layer presentations, this
had no statistical significance and therefore all the stim-
uli would have had similar perceived lower boundary of
the image. On the other hand, the “height only,” “PBA-3,”
and “PBA-1,” which were the three most spread stimuli
in both predicted and perceived results, all had the 8 kHz
band presented from the height layer as the upper boundary,
whereas the other stimuli had the 4 kHz or 500 Hz upper
boundary band. As presented in Fig. 2, the 8 kHz band from
the height layer was localized significantly higher than any
other bands regardless of their presenting layer.

However, the upper boundary position alone does not
seem to explain the reason why the “height only” and “PBA-
3” were perceived to be more spread than the “PBA-1.” A
possible explanation for this can be provided based on the
differences between the ear-input spectrum of the main
layer signal and that of the height layer signal. Fig. 5 shows
the spectral magnitude difference of the height layer to the
main layer for the left ear-input signal, measured using the
MIT’s KEMAR Head-Related Impulse Response database
[29]. As can be seen, the height layer HRTF has emphases

J. Audio Eng. Soc., Vol. 64, No. 12, 2016 December 1009

Main layer vs. Height layer in HRTF

10

Main layer 
dominant

• Delta HRTF (Height layer – Main layer) for the left ear (Lee 2016).
– From MIT’s KEMAR HRIR database

Height layer 
dominant

1-2kHz, 4-8kHz

0.5-1kHz, 2-4kHz

Lee, H (2016) ‘Perceptual Band Allocation (PBA) for the Rendering of Vertical Image Spread with a Vertical 2D Loudspeaker 
Array’ Journal of the Audio Engineering Society , 64 (12), pp. 1003-1013. ISSN 1549-4950

http://eprints.hud.ac.uk/29791
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Vertical Stereo Perception
& 

3D Microphone Techniques

11
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Vertical interchannel crosstalk

• What is vertical interchannel crosstalk?
– A (delayed) direct sound captured by a height microphone that aims to capture ambience.

12

Recording Reproduction

Ambience

30°

Crosstalk
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Vertical interchannel crosstalk

• What is vertical interchannel crosstalk?

– A (delayed) direct sound captured by a height microphone that aims to capture ambience

– Perceptual effects: Localisation shift, loudness, vertical image spread, etc. 

13
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Vertical Interchannel Time Difference

• Question 1: Can the image be localised at the ear-height by 
applying time delay between the vertically arranged microphones?

14

e.g. Omni mic for height
(no level diff but only time 
diff)

30°?

Delay
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Vertical Interchannel Time Difference

15

• Interchannel time difference (ICTD) is a very unstable cue for vertical 
localisation (Wallis and Lee 2015).

• The precedence effect does NOT operate vertically.

ICTD = 0ms ICTD = 1ms ICTD = 10ms

Wallis, R. and Lee, H. (2015) ‘The Effect of Interchannel Time Difference on Localisation in Vertical Stereophony’ Journal 
of the Audio Engineering Society , 63 (10), pp. 767-776. ISSN 1549-4950

http://eprints.hud.ac.uk/25888
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Vertical Localisation Threshold

• Question 2: How much level attenuation of vertical crosstalk is required for the 
image to be “localised” around the ear-height?

16

Recording Reproduction
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Vertical Localisation Threshold

• Localised threshold (Lee 2011, Wallis and Lee 2017)
– Up to ICTD of 10ms, the height channel level should be attenuated by at least 7dB

compared to the main channel level.

17

-7dB

Lee, H (2011) ‘The Relationship between Interchannel Time and Level Differences in Vertical Localisation and Masking’. In: 
131st Audio Engineering Society Convention

http://eprints.hud.ac.uk/13506
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Vertical Localisation Threshold

• Localised threshold (Lee 2011, Wallis and Lee 2017)

– The height microphone should be angled so that its ICLD to the main microphone becomes 

at least -7dB.

18

Recording Reproduction

Ambience
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Lee, H (2011) ‘The Relationship between Interchannel Time and Level Differences in Vertical Localisation and Masking’. In: 
131st Audio Engineering Society Convention

http://eprints.hud.ac.uk/13506
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Vertical Masking Threshold

• Question 3: How much level attenuation of direct sound is required for the 
perceptual effects of vertical crosstalk to be “completely inaudible”?

19

Recording Reproduction

Ambience

30°

Crosstalk

0dB

Lee, H (2011) ‘The Relationship between Interchannel Time and Level Differences in Vertical Localisation and Masking’. In: 
131st Audio Engineering Society Convention

http://eprints.hud.ac.uk/13506
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Vertical Masking Threshold

• Masked threshold (Lee 2011)
– Up to ICTD of 10ms, the height channel level should be attenuated by at least 10dB to 

make the crosstalk inaudible.

20

-10dB

Lee, H (2011) ‘The Relationship between Interchannel Time and Level Differences in Vertical Localisation and Masking’. In: 
131st Audio Engineering Society Convention

http://eprints.hud.ac.uk/13506
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Vertical Masking Threshold

• Masked threshold (Lee 2011)
– The height microphone should be angled so that its ICLD to the main microphone becomes 

at least -10dB.

21

Recording Reproduction
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Lee, H (2011) ‘The Relationship between Interchannel Time and Level Differences in Vertical Localisation and Masking’. In: 
131st Audio Engineering Society Convention

http://eprints.hud.ac.uk/13506
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Omni vs. Cardioid for height

22

• Height mic polar pattern: Omni vs. Cardioid
• Multichannel 3D RIR recorded using a 9-channel Main Mic Array
• Convolved with various mono sources
• Venue: St.Paul’s concert hall (RT=2.1sec) in Huddersfield, UK

VS.
1m

1m

Side view

1m

1m

Side view
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Demo: Omni vs. Cardioid for height

• Omni height: source-related effect (upwards localisation
shift, loudness increase & colouration due to comb-
filtering).

• Backward cardioid: environment-related effect (perceived 
source distance, vertical image spread, engulfment).

• Backward cardioid has more headroom to increase height 
ambience level without affecting localisation, loudness and 
tone colour.

23
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Vertical Decorrelation

• The effect of vertical decorrelation on vertical image spread (VIS) is audible, but 
not as large as that of horizontal decorrelation (Gribben and Lee 2017). 

24

Horizontal Vertical

Gribben, C. and Lee, H. (2017) ‘A Comparison between Horizontal and Vertical Interchannel Decorrelation’ Applied Sciences , 
7 (11), p. 1202. ISSN 2076-3417

http://eprints.hud.ac.uk/33959
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Vertical Microphone Spacing

• The effect of vertical microphone spacing on spatial 

impression (Lee and Gribben 2014)

25

Upward-facing
Cardioids for 
height channels

Lee, H. and Gribben, C. (2014) ‘Effect of Vertical Microphone Layer Spacing for a 3D Microphone Array’ Journal of the 
Audio Engineering Society , 62 (12), pp. 870-884. ISSN 15494950

http://eprints.hud.ac.uk/23149
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Recording Setup

1m
0.25m

3m

3m

3m

+25°-25°

+135°-135°

Height mic
(cardioid)

Main 
mic.

Top view

26

PCMA

Lee, H. and Gribben, C. (2014) ‘Effect of Vertical Microphone Layer Spacing for a 3D Microphone Array’ Journal of the 
Audio Engineering Society , 62 (12), pp. 870-884. ISSN 15494950

http://eprints.hud.ac.uk/23149
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Recording Setup

90° 60°

0.25m

3m

+1.5m

+1.0m

+0.5m

+0m

2m

3m

Side view
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Upward 
facing 

cardioids

Lee, H. and Gribben, C. (2014) ‘Effect of Vertical Microphone Layer Spacing for a 3D Microphone Array’ Journal of the 
Audio Engineering Society , 62 (12), pp. 870-884. ISSN 15494950

http://eprints.hud.ac.uk/23149
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Vertical Microphone Spacing

• Vertical microphone spacing does not have a significant effect on perceived spatial 
impression.

• 0m spacing (vertically coincident) produced greater spatial impression for percussive 
sources.

28Lee, H. and Gribben, C. (2014) ‘Effect of Vertical Microphone Layer Spacing for a 3D Microphone Array’ Journal of the 
Audio Engineering Society , 62 (12), pp. 870-884. ISSN 15494950

http://eprints.hud.ac.uk/23149


© Hyunkook Lee 2019

PCMA-3D Microphone Array

29

1 – d m

1 – 3m

0.25m

Top View

Horizontally Spaced, 
Vertically Coincident

1m

• Original concept of PCMA 
(Perspective Control Microphone 
Array) (Lee 2011, 2012)

– Perceived distance control by virtual 
microphones at each pick up point.

– Combine blue and red microphones 
with a varying mixing ratio à Virtual 
microphone pointing towards a 
different direction à controls D/R 
ratio à changes listener’s 
perspective.

-25° +25°

-155° +155°

Lee, H (2012) ‘Subjective Evaluations of Perspective Control Microphone Array (PCMA)’. In: 132nd Audio Engineering 
Society Convention, 26-29 April 2012, Budapest, Hungary

http://eprints.hud.ac.uk/13564
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PCMA-3D Microphone Array 

• Application of PCMA for 3D capture (Lee and Gribben 2014)
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• d depends on the desired diffuseness of the rear channels:

For maximum diffusenese, beyond critical distance recommended.

• The upper cardioids can be angled directly towards the ceiling: 

this still allows enough suppression of the vertical interchnanel
crosstalk. 

Separation between 

Source and Environmental 
components !

Lee, H. and Gribben, C. (2014) ‘Effect of Vertical Microphone Layer Spacing for a 3D Microphone Array’ Journal of the 
Audio Engineering Society , 62 (12), pp. 870-884. ISSN 15494950

http://eprints.hud.ac.uk/23149
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Demo: Siglo De Oro Choir

• Recorded in 11.0 using the 
PCMA-3D concept.

• Pure Audio Blu-ray
– Auro-3D 9.0 96kHz
– Dolby Atmos 48kHz
– DTS 5.0 192kHz
– LPCM 2.0 192kHz

• To be released by Delphian
Records on 18 May.

31Pure Audio Production Sheet 

Audio Files

Please send audio files as multi-mono, 24Bit .wav files.

Continuous audio stream (PCM), including a (minimum) pre-roll of 3 sec at the start.

Cover Artwork

JPEG-file, 72 dpi, 800 x 800 pixels or 800 x 690 pixels.
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Demo: Siglo De Oro Choir

32

• Recorded at Merton College Chapel in Oxford, UK.
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Demo: Siglo De Oro Choir

• PCMA-3D microphone arrangement for 11.0 (7+4)

33
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• Microphones used: Schoeps CCM4 (main) and CCM41 (height).

Demo: Siglo De Oro Choir

34

Choir
(CCM4)

Ambience
(CCM41)

Frontal array
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• Microphones used: Schoeps CCM4 and CCM41.

Demo: Siglo De Oro Choir

35
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• Microphones used: Schoeps CCM4 and CCM41.

3D Recording of Siglo De Oro Choir

36

Rear Ambience
(CCM4)

Height Ambience
(CCM41)

Choir
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Demo: Zulu Ensemble in 9.0

• Recorded at St. Paul’s at the University of Huddersfield.

37
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Benefit of Height Channels

• For typical ambience signals, there 
is little sense of localisation from 
the physical height speaker 
positions.

• Pitch-Height Effect
– Lower frequencies tend to be
localised lower regardless of the 
physical height of the source.

38
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Benefit of Height Channels

• Spectrum of typical acoustic 
reverberation
– High frequency roll-off.
– Pitch-height effect!
– Not localised at the physical height 

speaker position.

• Main benefits of height channels for 
ambience
– Perceived depth
– Vertical image spread
– Openness

39
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Frequency Dependency of Localisation Threshold

• Localised threshold depends on frequency. 
• Results for octave-band pink noises (Wallis and Lee 2016)

Pitch-height effect!
- LF bands from height channels are 

localised low inherently.
à requires less level reduction.

Wallis, R. and Lee, H. (2016) ‘Vertical Stereophonic Localisation in the Presence of Interchannel Crosstalk: the Analysis 
of Frequency- Dependent Localisation Thresholds’Journal of the Audio Engineering Society , 64 (10), pp. 762-770.

http://eprints.hud.ac.uk/29790
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Frequency Dependency of Localisation Threshold

• Band-dependent application of localisation threshold for musical sources (Wallis 

and Lee 2017).

– Reducing only high frequencies (e.g. 8kHz band) can still localise the image at the same 

perceived height of the main layer.

41Wallis, R. and Lee, H. (2017) ‘The Reduction of Vertical Interchannel Crosstalk: The Analysis of Localisation Thresholds for 

Natural Sound Sources’ Applied Sciences , 7 (3). ISSN 2076-3417

http://eprints.hud.ac.uk/31533
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ORTF-3D by Schoeps

• Vertical concept based on a finding by Lee and Gribben (2014).
– Vertically coincident, horizontally spaced.

42

Source

Ambience

Lee, H. and Gribben, C. (2014) ‘Effect of Vertical Microphone Layer Spacing for a 3D Microphone Array’ Journal of the 
Audio Engineering Society , 62 (12), pp. 870-884. ISSN 15494950

http://eprints.hud.ac.uk/23149
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ESMA-3D

43

• Equal Segment Microphone Array for 360-deg recording (for VR).
• 50cm x 50cm square, ideal size for accurate localisation in a quadraphonic 

reproduction (Lee 2016).
• Vertically coincident (Cardioid main + supercardioid height.)

Lee, H (2016) ‘Capturing and Rendering 360º VR Audio Using Cardioid Microphones’. In: AES Conference on Audio for 
Augmented and Virtual Reality, 30 Sep - 1 Oct 2016, Los Angeles, USA

http://eprints.hud.ac.uk/29582
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MARRS app for mic technique simulation

• Object-oriented mic technique 
simulation tool (Lee, Johnson 
and Mironovs 2017).

• Free download from iOS and 
Android app stores (Search 
MARRS).

• Web version:

marrsweb.hud.ac.uk

44
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ESMA-3D

• Comparison against FOA and Dummy Head (Millns and Lee 2018).

45

Millns and Lee Comparison of 360° Microphone Arrays for VR 

 

AES 144th Convention, Milan, Italy, 2018 May 23–26 
Page 7 of 9 

 
Figure 5. Median and notch edge plots for the source/ensemble distance test. 

 

 
Figure 6. Median and notch edge plots for the environmental width test. 
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Figure 6. Median and notch edge plots for the environmental width test. 

Millns and Lee Comparison of 360° Microphone Arrays for VR 

 

AES 144th Convention, Milan, Italy, 2018 May 23–26 

Page 6 of 9 

Results suggest that distance perception for the 
dummy head is affected by source azimuth angle. As 
the sound source moves away from the centre, an 
increase in distance perception can be seen for the 
single source conditions (no.1-3). Figure 5 shows 
source no.1 (azimuth 0°) was rated the nearest and 
source no.3 (azimuth 90°) the furthest. This trend 
continues with ensemble conditions, where no.4, with 
two central sound sources (0° and 180°), was rated 
nearer than no.5, with a quadraphonic arrangement. 
Source condition no.6 was the nearest rating for the 
dummy head, this could be due to the condition 
lacking 90° sound sources and instead including a 0° 
sound source. 

4.3 Environmental Width 

Significant difference was found for four source 
conditions (no.2, no.3, no.4 and no.6 from Figure 6.). 
Pairwise analysis of the microphone conditions only 
revealed significant difference between the dummy 
head and the Max rE FOA. However, a general trend 
can be seen in Figure 6 where the dummy head was 
rated the widest, ESMA in middle and FOA the 

narrowest, with the exception of source condition 
no.3. 
 
The results in Figure 6 uphold the trend seen in the 
previous two tests, that dummy was rated highest and 
FOA the lowest. This again could be due to the 
potentially high channel coherence of the FOA 
microphone producing a high IACC value. Hidaka et 
al. [18] found that a high IACC value suggests a 
narrow sound image. 

4.4  Environmental Depth 

No source conditions in the environmental depth test 
exhibited any significant difference between the 
microphone techniques. Subjects ratings were 
inconsistent across the source conditions and no trend 
can be discerned (Figure 7). The reason for such 
inconsistency could be because environmental depth 
is not a familiar attribute to the subjects and perhaps 
also hard to hear. Rumsey [13] proposed this attribute 
in his scene-based paradigm, but states that the 
attribute is not based on any elicitation test and that 
environmental width tends to dominate it 
perceptually.

 

 
Figure 4. Median and notch edge plots for the source shift/ensemble spread test. 

Millns, C. and Lee, H (2018) ‘An Investigation into Spatial Attributes of 360° Microphone Techniques for Virtual Reality’. In: 
AES the 144th International Convention, 23 – 26 May 2018, Milan, Italy.
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VR Soundscape Library
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Demo: Organ 

• Recorded at Huddersfield
Town Hall.

• Capture direct sounds with 
both main and height 
microphones.

• Tall instrument e.g. organ;  
Elevated sources, e.g. Choir 
on platforms.
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MAIR Library and Renderer

• Over 2000 Microphone Array Impulse Responses (MAIRs) captured for 13 source positions 

(Lee and Millns 2017). www.hud.ac.uk/apl/resources
• 12 Main arrays, 9 Height configurations.

• 15 Ambience configurations.
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MAIR Library and Renderer

• Renderer allows mic array mixing and binaural/multichannel output.
• Takes outputs from a DAW session, or browse individual files.
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• Virtual mic 
array 
comparison 

• Binaural & 
multichannel 
playback

DAW MAIR Renderer

Lee, H. and Millns, C. (2017) ‘Microphone Array Impulse Response (MAIR) Library for Spatial Audio Research’. In: Audio 
Engineering Society 143rd international convention, 18-21st October 2017, New York

http://eprints.hud.ac.uk/33676
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Phantom Image Elevation Effect
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presented the sound. That is, low frequency noise signals
tended to be localized at a height around the listener’s ear
height, whereas high frequency ones or broadband signals
containing high frequency components above 7 kHz were
localized more accurately near the physical loudspeaker
position. It was also shown in [13, 14] that the pitch-height
effect operated for both octave-band noise and musical
signals.

The current paper investigates a novel method for render-
ing vertical image spread (VIS) named “Perceptual Band
Allocation (PBA),” which exploits the pitch-height effect
mentioned above. The PBA aims to control the perceived
spread of a phantom image created between vertically ar-
ranged loudspeakers by flexibly mapping frequency bands
decomposed from an original signal to either the lower or
upper loudspeakers depending on their perceived heights.
With the PBA, the frequency spectrum of the original sig-
nal is reconstructed at the ear without comb-filtering since
no identical frequency is presented from both loudspeak-
ers. This could be an advantage over conventional image
widening methods based on phase alteration, considering
that comb-filtering introduced vertically tends to be per-
ceptually unpleasant [16].

In the author’s previous study [17], simple 2-band PBA
scenarios have been subjectively tested with an Auro-3D
[18] loudspeaker setup in the context of 2D (5-channel)
to 3D (9-channel) ambience upmixing, using multichannel
ambience signals recorded in a reverberant hall for various
musical sources. The results demonstrated that the PBA-
upmixed stimuli could produce a slightly greater or similar
magnitude of 3D listener envelopment (LEV) compared
to original 9-channel 3D recordings as well as original 5-
channel recordings.

In the present study the ability of the PBA to render dif-
ferent degrees of VIS is investigated using octave-band pink
noise stimuli. In contrast with previous localization studies
using loudspeakers vertically arranged in front of the lis-
tener, the current study used a frontal two-dimensional (2D)
stereophonic loudspeaker configuration, thus testing the
vertical localization of “phantom” images rather than “real”
images. This study required two experimental stages. First,
the original signal was decomposed into octave-bands and
the perceived height of each band was measured through
a listening test (Experiment 1). Second, each octave-band
was allocated to either the lower or upper loudspeaker layer
to render different degrees of VIS, based on the results of the
first experiment (Experiment 2). This paper will describe
the experimental procedure and results for each experiment,
followed by discussions and conclusions.

1 EXPERIMENT 1: VERTICAL LOCALIZATION
OF PHANTOM IMAGES

The aim of the first experiment was to measure the per-
ceived vertical location of each octave band signal filtered
from broadband pink noise. The results were to be used for
the rendering of various degrees of vertical image spread
(VIS) in the second experiment.

Fig. 1. Loudspeaker setup used for Experiment 1.

1.1 Experimental Design
1.1.1 Physical Setup

The listening tests were conducted in a dry listening room
at the University of Huddersfield (8.3m × 5.4m × 3.4m;
RT = 0.2s). Fig. 1 shows the loudspeaker setup used for
the tests. Four Genelec 8040A loudspeakers (Frequency re-
sponse: 48 Hz – 20 kHz (±2 dB), Crossover frequency:
3 kHz, Distance between the woofer and tweeter: 14 cm)
were arranged in a frontal two-dimensional (2D) fashion.
Two loudspeakers at the listener’s ear height (main layer),
with 1.78 m spacing between them, were configured with
the standard 60◦ angle from the listening position. The
middle position between the woofer and tweeter of each
loudspeaker was 1.2 m high from the floor, which was also
set as each subject’s ear height in the listening test. Two
height layer loudspeakers were placed directly above the
main loudspeakers so that they were elevated by 30◦ as ref-
erence to the listener’s ear position, which made the vertical
distance from the floor to the middle position of the height
loudspeaker 2.2 m. The height loudspeakers were tilted
towards the listening position in order to ensure the on-
axis frequency response. The main and height loudspeakers
were aligned in terms of time delay and sound pressure level
at the listening position. The frontal 2D stereophonic con-
figuration was chosen in line with some of the current 3D
reproduction formats utilizing a pair of front height chan-
nels, such as “Auro-3D” [18], “2+2+2” [19], and “Dolby
Prologic IIz” [20]. Additionally, the 2D layout is consid-
ered to be also useful for loudspeaker arrangements for
large sized televisions.

The loudspeakers were visually hidden to the listeners
by using an acoustically transparent curtain. Vertically ori-
ented number labels ranging from 0 to 300 with the interval
of 10, representing the height from the floor in cm, were
indicated on the curtain as reference points that the subject
could use in measuring the height of a perceived image.
A too wide gap between each visual label might poten-
tially give rise to a coarse quantization bias in localization
judgment. However, from the author’s preliminary test, the
10 cm interval in the vertical scale, which was also used
in Roffler and Butler [11, 12], was considered to be small
enough to avoid such a bias. Due to a small spacing between
the acoustic curtain and the loudspeakers, the position on
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Pitch-Height Effect for Phantom Source

• Pitch-height effect for horizontal phantom image (Lee 2016)
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Octave band pink noise

• Overall, the pitch-height effect operates in two separate regions.
• Reset at 1kHz à Back localisation (Blauert’s Directional bands)
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Phantom Image Elevation
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θ 

• Investigation into source dependency (Lee 2017)
– 11 different source types; speaker angle from 0° to 360° with 30° intervals.

Loudspeaker arrangement Response method

Lee, H (2017) ‘Sound Source and Loudspeaker Base Angle Dependency of the Phantom Image Elevation Effect’ Journal 
of the Audio Engineering Society , 65 (9), pp. 733-748. ISSN 1549-4950
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• Sound source dependency

– Responses are most linear and consistent for source with a broad 

and flat spectrum.

Perceived elevation angle = Loudspeaker base angle / 2

Lee, H (2017) ‘Sound Source and Loudspeaker Base Angle Dependency of the Phantom Image Elevation Effect’ Journal 
of the Audio Engineering Society , 65 (9), pp. 733-748. ISSN 1549-4950
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• Sound source dependency

– Responses are most inconsistent for sources with narrow spectrum 

or steady-state nature.

Lee, H (2017) ‘Sound Source and Loudspeaker Base Angle Dependency of the Phantom Image Elevation Effect’ Journal 
of the Audio Engineering Society , 65 (9), pp. 733-748. ISSN 1549-4950
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Phantom Image Elevation

• Frequency dependency (Lee 2016)

– 500Hz and 8kHz: the most effective bands for the ‘above’ perception 

among all octave bands.
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Phantom Image Elevation

• A new theory (Lee 2017)
– At low frequencies, the brain interprets the spectral notch caused by acoustic crosstalk as 

that caused by the shoulder reflection by a real source elevated in the median plane.
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Phantom Image Elevation

• A new theory (Lee 2017)
– At low frequencies, the brain interprets the spectral notch caused by acoustic crosstalk as 

that caused by the shoulder reflection by a real source elevated in the median plane.
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Fig. 10. First notch frequency in the ear-input spectrum of the left
ear signal measured as a function of the median plane elevation
angle (dotted grey line) and as a function of the horizontal stereo-
phonic base angle (solid black line). The MIT’s KEMAR dummy
head HRIR database was used for the measurements. The notch
frequency is determined with the FFT bin resolution of 43 Hz.

real sources when they produce a spectral notch at an iden-
tical frequency below 3 kHz.

The basis for this hypothesis is as follows. As mentioned
in Sec. 0, for a sound source in the median plane, a torso
reflection produces a spectral notch in the HRTF below
3 kHz when it is combined with the direct sound at the
ear [8, 9]. Algazi et al. [9] showed that such a notch varies
in frequency as a function of torso reflection delay, which
is elevation-dependent. The torso reflection delay tends to
increase as the elevation angle increases, and reaches its
maximum when the source is in the “above” region. For
example, according to Algazi et al.’s measurement data us-
ing the KEMAR dummy head, the torso reflection delay is
around 0.5 ms at 0◦ median plane elevation, whereas that
reaches the maximum around 0.75 ms at about 60◦ median
plane elevation. A similar relationship can be also observed
between the loudspeaker base angle in horizontal stereo-
phonic reproduction and the delay of the acoustic crosstalk
(contralateral) signal. That is, the acoustic crosstalk de-
lay increases as the loudspeaker base angle increases, with
the 180◦ base angle producing the maximum delay. In this
case, however, the notch produced in the resulting ear-input
spectrum is due to the combination of the acoustic crosstalk
delay and the torso reflection delays of both ipsilateral and
acoustic crosstalk signals.

In order to show the relationship between the loudspeaker
base angle of a phantom source and the median plane eleva-
tion of a real source with respect to the first notch frequency
(fN) produced in the ear-input spectrum, Fig. 10 plots fN

measured as a function of the median plane elevation angle
(dotted grey line) and that as a function of the horizon-
tal stereophonic base angle (solid black line). The MIT’s
KEMAR HRIR database was used for the measurements,
and the FFT bin resolution was 43 Hz. Table 5 presents the

Table 5. The angle of the median plane elevation that best
matches each of the horizontal loudspeaker base angles of 60◦,

120◦, 180◦, 240◦, and 300◦ with respect to the first notch
frequency in the ear-input spectrum, measured using the MIT’s
KEMAR dummy head HRIR database. The notch frequency is

determined with the FFT bin resolution of 43 Hz.

Phantom source Real source

Loudspeaker Median plane
base angle fN elevation angle fN

60◦ 1507 Hz − 10◦ 1507 Hz
120◦ 861Hz 20◦ 904 Hz
180◦ 646 Hz 60◦ – 120◦ 646 Hz
240◦ 861 Hz 20◦ 904 Hz
300◦ 1680 Hz − 20◦ 1680 Hz

median plane elevation angles at a 10◦ resolution that best
match the five loudspeaker base angles of 60◦, 120◦, 180◦,
240◦, and 300◦ with respect to the fN. The HRTF of the best
matching elevation for each base angle is also shown in the
bottom row of Fig. 9 for a visual comparison.

It was found that the fN for the 180◦ base angle condition
(646 Hz) matched that for multiple median plane elevation
angles ranging between 60◦ and 120◦. This tends to agree
with the subjective results showing that the 180◦ base an-
gle produced the median perceived region of “above” with
some spreads from “above front” to “above back.” For the
other base angles, however, the elevation angles predicted
based on fN did not match the subjective results. For both
the 60◦ and 300◦ base angles, the best fN-matching median
plane elevation was at a negative angle (–10◦ elevation for
the 60◦ base angle; fN = 1507 Hz, and –20◦ for the 300◦;
fN = 1680 Hz). For both the 120◦ and 240◦ base angles
(fN = 861 Hz), the best matching elevation was 20◦ (fN =
904 Hz). From this, it might be further hypothesized that the
total degree of elevation for a broadband phantom image
would be determined based on the perceptually weighted
combination of the crosstalk-related spectral notch cue at
low frequencies and the spectral magnitude distribution cue
at high frequencies (i.e., the directional bands), depending
on the frequency spectrum of the sound source as well as the
loudspeaker base angle. For instance, the high-frequency
cue was perhaps more responsible for the subjective results
showing that the 60◦ and 120◦ base angles respectively pro-
duced the “front high” and “above front” median responses.
This is because the notch cue alone may only have elevated
the phantom image to around –10◦ and 20◦ for the two base
angles, respectively, based on the current hypothesis. On the
other hand, for the 180◦ base angle, the fN cue might have
a similarly or more important contribution to the perceived
elevation than for the other base angles since the notch-
predicted elevation angle (between 60◦ and 120◦) agrees
with the perceived region of “above.”

A verification for the above hypothesis is currently un-
derway by the author. As a first step, the role of acoustic
crosstalk for the elevation effect at low and high frequen-
cies was examined in an individualized binaural listening
environment using headphones. This allows the acoustic
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Fig. 11. The ear-input spectra of a phantom center source from
the 90◦ loudspeaker base angle for four different subjects, taken
from the SADIE HRIR database.

crosstalk elements in the ear-input signals to be easily re-
moved or manipulated. For an initial listening test, five
subjects judged the perceived position of a phantom center
image resulting from loudspeakers at the 180◦ base angle,
which was binauralized using their own BRIRs measured
in the same listening room that was used in the current
study. The binaural stimuli created using white noise, rain,
and thunder were manipulated such that the crosstalk sig-
nals were totally removed, low-pass filtered or high-pass
filtered at 3 kHz. Each subject repeated the test five times
in a randomized order. Preliminary results from the test [37]
showed that the crosstalk below 3 kHz was necessary for
producing a statistically significant “above” and “outside-
the-head” perception, whereas the crosstalk above 3 kHz
produced a significant “inside-the-head” perception in the
“above” or other regions. Similar results were obtained for
octave band pink noise signals centerd at 500 Hz and 8 kHz;
the crosstalk was necessary for the 500 Hz band to be exter-
nalized in the above region, whereas the responses for the
8 kHz band were equally split between “above inside the
head” and “above outside the head” regardless of the pres-
ence of the crosstalk. This supports the currently proposed
hypothesis on the role of crosstalk-related low-frequency
cue on the elevation effect. This study requires further tests
with more subjects and also for an anechoic condition in or-
der to examine the externalization effect observed with low
frequencies. Full results from this study will be presented
in a future publication.

3.3.4 Inter-Subject Variability in Ear-Input
Spectrum

It is worth noting that pinnae-related ear-input spectrum
can have a substantial inter-subject variability due to differ-
ent pinnae sizes and shapes. This is demonstrated in Fig. 11,
which plots the ear-input spectra of a phantom source result-
ing from the 90◦ loudspeaker base angle for four different

subjects taken from the SADIE HRIR database3. The large
individual differences observed at frequencies above 3 kHz
indicate that the effect of pinnae-related cue on the phan-
tom image elevation effect might be subject-dependent. For
example, the spectrum for the subject 003 appears to have
a minimal magnitude difference between 4 kHz and 8 kHz
compared to the other subjects. This seems to suggest that
for this subject the directional band weighting claimed by
Blauert would not be an effective cue for the elevation ef-
fect. In addition, the subjective result showing the response
spread across “above front,” “above,” and “above back”
might also be associated with the inter-subject variability
in pinnae-related spectrum.

On the other hand, the crosstalk-related notch frequen-
cies in the low frequency region appear to be relatively
consistent across all of the four subjects in Fig. 11. This
seems to be due to similar ear-to-ear distances of the sub-
jects. In general, it could be said that the ear-to-ear and
ear-to-torso distances would not have dramatic individual
differences compared to the differences in the external ear
shape. In this respect, the low-frequency notch cue might be
suggested to be more predictable than the high-frequency
spectral balance cue. However, based on the new hypothesis
discussed in the previous section, it is also considered that
individual differences in the crosstalk and torso reflection
delays due to different ear-to-ear and ear-to-torso distances
would likely produce an inter-subject inconsistency in the
perceived elevation of a phantom source resulting from a
given base angle. The subject-dependency of the phantom
image elevation effect will be investigated exclusively in a
future study by testing a number of subjects who have sub-
stantially different ear-to-ear and ear-to-shoulder distances
as well as different external ear shapes.

Additionally, a study by Katz and Parseihian [38] sug-
gests that an accurate presentation of the HRTF for the
target source positon might not always be necessary for
an accurate localization. In their binaural listening exper-
iment, subjects were asked to choose their most and least
“preferred” HRTFs from 46 different individual HRTFs. It
was found that the most preferred HRTFs that the subjects
chose were not necessarily their own HRTFs and that their
localization accuracies improved when they used the most
preferred HRTFs rather than the least preferred ones. This
result seems to indicate complex cognitive nature of the hu-
man localization mechanism, which still requires further re-
search. In the context of the current study, it would be inter-
esting to conduct a similar binaural experiment where one
compares his or her own and some other people’s HRTFs. It
would be examined whether the phantom image elevation
effect could still be perceived with a pinnae-related spec-
tral balance or crosstalk-related notch that is different to
the subject’s own. It would also be worth investigating if
the elevation perception could even be enhanced by using
someone else’s HRTF with particular characteristics.

3 https://www.york.ac.uk/sadie-project/binaural.html
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Phantom Image Elevation

• A new theory (Lee 2017)
– Low frequencies: spectral notch due to acoustic crosstalk.
– High frequencies: spectral energy balance (i.e. boosted bands).
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• Verification (Lee 2016)
– Individualised binaural simulation with 5 subjects (5 repetitions).
– Crosstalk on and off / high-passed and low-passed.
– LF crosstalk à Above localisation outside the head.
– HF crosstalk à Above localisation inside the head.
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Ambience microphone technique

• Exploiting the phantom image elevation effect (Lee 2017)
• A centre ambience microphone fed into both side (rear) L and R speakers adds 

“aboveness” to the ambient image, while the wide microphones provide horizontal spread 
of the image.
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Ambience microphone technique

• Band-dependent MS decoding for side or rear channels (Lee 2016).
• Use mid signals for 500Hz and 8kHz bands for the elevation effect.
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Virtual Hemispherical Amplitude Panning (VHAP)

• An efficient 3D panning method 
exploiting the phantom image elevation 
effect.

• Requires only 4 ear-height 
loudspeakers at 0°, 90°, 180° and 270°.

• Trade-off between the phantom 
elevation effect and interaural
differences.

62Lee, H., Johnson, D. and Mironovs, M. (2018) ‘Virtual Hemispherical Amplitude Panning (VHAP): A Method for 3D Panning 
without Elevated Loudspeakers’ In: Audio Engineering Society 144st international convention, 23-26 May 2018, Milan, Italy.
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VHAP VST plugin
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• Freely available from 
www.hud.ac.uk/apl/resources
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Frequency-based Vertical Processing
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Perceptual Band Allocation (PBA)
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• Each frequency band has its inherent vertical image position (Lee 2016).

Lee, H (2016) ‘Perceptual Band Allocation (PBA) for the Rendering of Vertical Image Spread with a Vertical 2D Loudspeaker 
Array’ Journal of the Audio Engineering Society , 64 (12), pp. 1003-1013. ISSN 1549-4950

http://eprints.hud.ac.uk/29791


© Hyunkook Lee 2019

240

120

140

160

180

200

220

260

100

(a) Main only

1k

5
0
0

8k

250

16k

2k

4k

(c) PBA-1

250
2k

16k
5
0
04k

8k

(b) Height only

63

125
1k

(d) PBA-2

63

2k

16k4k

8k

63

125
250

500

1k

(e) PBA-3

2k 16k

4k 8k
250

5
0
0

63

125
1k

(f) PBA-4

63

125

250
2k

4k

125

2k 16k
500

1k

4k 8k

63

250

H
ei

gh
t f

ro
m

 th
e 

flo
or

 (c
m

)

125
1k

16k

8k

500

• It is possible to produce different degrees of vertical image spread by allocating each band to a 
different loudspeaker layer (Lee 2016).

Perceptual Band Allocation (PBA)
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2-Band PBA
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• Simple PBA with 2 band split (low and high bands) (Lee 2015).

Lee, H (2015) ‘2D to 3D ambience upmixing based on perceptual band allocation’ Journal of the Audio Engineering Society , 
63 (10), pp. 811-821. ISSN 1549-4950\
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2-Band PBA process

• Low and high pass filtering
– 4ch ambient signals captured by the Hamasaki Square
– At three different crossover frequencies: 0.5, 1 and 4kHz

• LF signals to main channels, HF signals to height channels 
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3D LEV – Overall plots
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• PBA upmixing sounded more enveloping than 9-channel 
original Hamasaki-Cube (within the experimental condition).
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• For questions or more information, please email me and visit the websites 
below.

• Free software and databases are available from the APL website.
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