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1. Executive summary 

Deliverable D6.1 describes CUTLER’s approach for the analysis of the social impact of 

public administration policies related to the water element in waterfront cities. It 

discusses the necessary methodology that would reflect the opinion of the society with 

regard to policy implementation in such cities. In this regard, we propose an extensive 

approach to detect the trends and provide historical analysis from news articles 

comments, Twitter feeds, and events. More specifically, the approach includes the 

components of information filtering, extraction and analytics. Filtering techniques are 

essential to remove irrelevant data before information extraction and analytics. The 

information extraction techniques will be used to obtain the most relevant information 

from news articles, event logs, and social media feeds. The analytics process will apply 

text mining, spatio-temporal analysis, and sentiment analysis methods to induce relevant 

knowledge about social behavior, trends, and opinion.  
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2. Introduction 

The advent of news and social media platforms provides a rich source of accessible data 

about citizens and society. In particular, it captures online behavior of users who 

communicate or interact on a diversity of issues and topics. It is the intent of CUTLER 

project to focus on novel methods to sense and predict the social consequences of 

policies related to the water element, which are based on the multi-dimensional data 

harvested from various online and social media platforms. The analytics for sensing 

social consequences relate to the objective of detecting trends and opinions that will 

allow soliciting citizens’ complaints, desires, novel ideas and practical suggestions about 

the policy-making.  

More specifically for any given policy, it is important to analyze the opinion and 

sentiment of public from past evidences. The news articles which describe similar 

policies in the past is a good source to assess public opinion, as citizens often discuss 

their opinion in the comments section of articles. This analysis is not limited to a 

particular location, as the policy maker would be interested in the impression of a topic 

worldwide, e.g., if Antwerp city intends to implement roof gardens, they would be 

interested to understand the positive and negative aspect of roof gardens in cities all 

over the world.  

Furthermore, for policy makers, it is important to understand the local dynamics and 

trends in the region of interest where the policy needs to be implemented. Hence, we 

propose to use the Twitter feeds (e.g., social media trend in local municipal area), and 

social events (GDELT data1) taking place in the local area. The event based spatial 

information could be an important asset in characterizing the social environment of 

associated regions over time (e.g., the categories of events in Cork might assist the Cork 

County Council to decide what kind of activities they need to organize in Camden Fort 

Meagher). 

 

                                                
1
 https://www.gdeltproject.org/ 

https://www.gdeltproject.org/
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Figure 1: WP6 Architecture 

Towards this objective, we aim to develop and employ state-of-the art algorithms and 

methods for data collection and filtering, information extraction and data analytics as 

shown in Figure 1. The request from the end-user (policy maker) could be dynamic in 

nature; hence, to identify the type, language, geospatial, and temporal component of the 

given query, the query analyzer module should employ natural language processing 

techniques. The role of the data collector component is to request the appropriate data 

from the CUTLER social & web data crawlers and data indexes. The data analysis 

modules (Filtering, Extraction and Analytics) are the central focus of this deliverable, and 

are organized as per two major goals: to perform historical analysis and trend detection. 

For historical analysis and trend detection, various methods and algorithm could be 

employed. More specifically: 

The information filtering component will use heuristics and supervised labeling to filter 

out the irrelevant data. Moreover, filtering techniques will be applied on the unstructured 

data to obtain relevant news articles containing comments; and identify events and 

social media feeds relevant to the specific area of interest.  

The extraction component will use information extraction techniques to extract the 

most relevant information from news articles, event logs, and social media feeds. The 

extraction component consists of several subcomponents that allow the extraction of 

news comments, geo-coordinates, time-stamps, topics and other relevant thematic 

information from social events.  

In the analytics process, the goal is to cluster and associate a variety of attributes 

coming from news platforms and social media to induce relevant knowledge about social 

behavior, trends, and opinion. Hence, text-mining methodologies will be used. Opinion 

mining will be combined with dynamical sentiment dictionaries. Sentiment analysis 

techniques will be used to capture people’s opinion or attitude towards a particular topic 
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of interest. Furthermore, location- and time-aware mining methods will be used for 

spatio-temporal insights and trend detection.  

The rest of this deliverable describes the analysis methods with respect to filtering, 

extraction and analytics, in Sections 3, 4 and 5, respectively.  
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3. Information Filtering 

The Web 2.0 revolution has given users of the Internet a whole pool of options to create 

events and voice their opinion such as Social Media platforms and reviews and 

comments under blog posts and news articles. Over time, the textual and event data 

provided by them has become more and more important to analysts and researchers in 

order to gain insights into a number of subjects. In CUTLER, we aim to analyze such 

data sources to help policy makers in decision-making.  However, in order to convert 

large, diverse sets of data into useful and sensible data, on which analysis can properly 

be performed, information filtering techniques are essential. In the following, we describe 

how we filter the irrelevant data from major data sources: a) news articles, b) tweets, and 

c) events.  

3.1 News Filtering 

In the case of news article comments the insights include emotions and opinions of 

users, which can be used to get constructive criticism or approval of certain aspects or 

merely to get an overview over the public’s reception. In deliverable D3.1 “Requirements 

for data crawling, integration and anonymization”2, we have described the process of 

crawling news articles using News API3 with respect to user query. However, not all 

articles received from the API are relevant for analysis purposes, and hence we have to 

filter the articles with respect to the following criteria: 

 The main objective is to analyze the comments (public opinion) on the articles; 

hence, we filter all the articles that do not contain comments. This is achieved by 

the detection of Comment related tags in the DOM structure of news articles. 

 The policy makers might prefer/avoid certain media companies; hence, the 

news with such specific criteria would be filtered. 

 Duplicates and spam articles need to be filtered to reduce excessive noise. 

This would be achieved by Jaccard correlation and heuristics spam term 

identification from the HTML source. 

3.2 Tweet Filtering 

In Twitter, we extract data by using the search API4 , which is used to find tweets 

associated with custom queries based on specific keywords or hash tags (related to 

CUTLER pilot cities). However, the crawled tweets may contain lots of noise that could 

hamper the analysis process; hence, we filter the tweets based on the following criteria: 

 For sentiment analysis, we are interested in the tweets which relate to particular 

policy content; hence, the pure multimedia tweets, or extremely short tweets 

without any language content need to be removed. 

 The fetched tweets may be from multiple languages. The language attribute of 

the streaming data source signifies the language of the tweet. The language 

                                                
2
 http://mklab.iti.gr/cutler/lib/exe/fetch.php?media=wiki:deliverables:cutler_d3_1_del_2018-06-

29_v06_certh_reqs_data_collection_integration_privacy.pdf  
3
 https://newsapi.org  

4
 https://developer.twitter.com/en/docs/tweets/search/overview.html  

http://mklab.iti.gr/cutler/lib/exe/fetch.php?media=wiki:deliverables:cutler_d3_1_del_2018-06-29_v06_certh_reqs_data_collection_integration_privacy.pdf
http://mklab.iti.gr/cutler/lib/exe/fetch.php?media=wiki:deliverables:cutler_d3_1_del_2018-06-29_v06_certh_reqs_data_collection_integration_privacy.pdf
https://newsapi.org/
https://developer.twitter.com/en/docs/tweets/search/overview.html
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identification is provided by Twitter itself; however, we need to cluster the data 

using theses identifiers, before applying specific sentiment analysis mechanisms. 

 The tweeters may be corporate. Generally corporate tweeters may have a 

particular intention. That may include propagating news, marketing products, 

business, lifestyle etc. Authorship information can be used to identify the details 

of such corporate tweeters. Since we are interested in detecting trends from 

citizens’ opinions, tweets of the above nature need to be removed (the website 

www.twibes.com provides the authorship details of such tweeters). 

 Evolution-aware filtering: The topics and their relevant keywords or hash tags 

change all the time and by no means can we guarantee that the current user-

defined list of keywords and hash tags will be complete in the future. Manually 

updating the list is not realistic and can cause potential information loss due to 

delay. Thus, an automated dynamic updating mechanism based on trend 

detection is needed for the tweet filtering and this will be discussed more 

specifically in Section 5.4. 

3.3 Event Filtering 

GDELT5 is a project, which monitors news from all over the world and in more than 100 

languages in order to gather data about current events. As part of the project, events are 

indexed in a 15-minute timeframe and can be retrieved with different methods. The 

indexed data comprises features such as date, number of mentions, average sentiment 

and geolocations. A schema of the indexed data can be found in the GDELT GitHub 

repository6. 

However, depending on the chosen method of retrieval, not all data can be retrieved. 

Below is a list of options for retrieval with quick summarizations and sample 

visualizations. 

Although the official documentation mentions BigQuery as an option, the data is 

currently not available on BigQuery, leaving the following options: 

 GDELT raw data files; 

 GDELT DOC API; 

 GDELT GEO API. 

Next, we briefly state the advantages and the disadvantages of each option and show 

how to retrieve data with each of them respectively. 

3.3.1 GDELT Raw Data Files  

The GDELT Raw Data Files are indexed every 15 minutes. The structure of the data 

files is summarized in the GitHub Repository7. 

The raw data files are directly available to be downloaded via the API. There also 

already exists a convenient API, which can be used to retrieve the data indexed in the 

                                                
5
 https://www.gdeltproject.org/  

6
 https://github.com/linwoodc3/gdelt2HeaderRows/tree/master/schema_csvs 

7
https://github.com/linwoodc3/gdelt2HeaderRows/blob/master/schema_csvs/GDELT_2.0_Events

_Column_Labels_Header_Row_Sep2016.csv  

http://www.twibes.com/
https://www.gdeltproject.org/
https://github.com/linwoodc3/gdelt2HeaderRows/tree/master/schema_csvs
https://github.com/linwoodc3/gdelt2HeaderRows/blob/master/schema_csvs/GDELT_2.0_Events_Column_Labels_Header_Row_Sep2016.csv
https://github.com/linwoodc3/gdelt2HeaderRows/blob/master/schema_csvs/GDELT_2.0_Events_Column_Labels_Header_Row_Sep2016.csv
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files into a CSV, JSON, pandas DataFrame or a GeoDataFrame, which additionally 

contains location data. The raw data files contain the most complete information about 

events. The downside of the raw file approach however is that it does not allow any 

filtering before the retrieval except for the timespan. All data within that timespan would 

have to be retrieved and then be filtered on the client side. Considering the high volume 

of the event data (c.a. hundreds of gigabytes per day), storing all data in the CUTLER 

infrastructure may not be feasible. 

Figure 2 shows an exemplary plot of all events in a 15-minute timeframe (contained in 

one raw data file). Each dot shows the geo-location of its corresponding event, and its 

color indicates the number of mentions (the darker the color, the higher the number of 

mentions). 

 

Figure 2: Example plot showing all events indexed in a 15-minute timeframe by their 

number of mentions. 

3.3.2 GDELT DOC API  

The DOC API allows querying the event dataset by different modes, where the data is 

filtered on the server side. The modes also restrict the type of data which can be 

retrieved. However, the DOC API does not provide geolocations. 
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Figure 3: Sample plot showing the sentiment around events in Antwerp in the past 3 

months
8
. 

• Data can be retrieved using different “modes” such as ToneChart and Number 

of mentions in a given timeframe 

• 3 Month Window: Searches can be performed in an arbitrary timeframe within 

the past 3 months 

• 65 translated languages: Non-English news can be translated to English 

automatically 

• Offers own visualizations, which can be embedded via iFrames. 

• Data can also be extracted in JSON or CSV format. 

• Retrievable data restricted by chosen mode. 

 

3.3.3 GDELT GEO API  

The GEO API adds geolocation data to the provided results. Queries can be performed 

similar to the DOC API but the modes are different and accustomed to geospatial data 

and therefore also return different attributes. However, data is not available 3 months in 

the past but only for the past 24 hours9. 

• Data can be retrieved using different ’modes’ such as PointData, where an event 

is mapped to a concrete location. 

• 24 Hour Windows: Queries can only be performed on data from the past 24 

hours 

 

                                                
8
 https://github.com/Institute-Web-Science-and-Technologies/CUTLER-dev/ 

9
 https://blog.gdeltproject.org/gdelt-geo-2-0-api-debuts/ 
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Figure 4: Sample plot showing all events in the Antalya ADM1 district on August 20th, 

2018. 

• 65 translated languages: Non-English news can be translated to English 

automatically 

• Offers own visualizations, which can be embedded via iFrames. 

• Data such as Tone, which the DOC API returns, is not returned by the GEO API. 

• Data can be extracted into GeoJson, which can be processed with geopandas10. 

Here is the exemplary Python code to retrieve data using the DataPoint mode: 

In [1]: gdf.iloc[0] 

Out[1]: 

count 

2707 

geometry 

POINT (30.6956 36.9081) 

html 

<a href="https://www.sozcu.com.tr/2018/yazarla... 

name 

Antalya, Antalya, Turkey 

shareimage 

https://i.cnnturk.com/ps/cnnturk/75/0x0/5b775f... 

Name: 0, dtype: object 

                                                
10

 http://geopandas.org/ 
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4. Information Extraction 

Extracting relevant information is an essential component of big data analysis. In this 

section, we described our opinion extraction methodology with rendering, rule-based 

classification, and random forest classifier to extract relevant comments from news 

articles. Furthermore, we elaborated the geospatial information extraction method to 

detect the geo-coordinates from Tweet data. 

4.1 Opinion Extraction Methodology 

The aim is to retrieve comments from news articles about a certain topic, which can be 

queried for by keywords and within a certain timeframe. 

The pipeline of the opinion extraction component is shown in Figure 5. The procedure is 

based on scrapy11 spider instances, which serve as worker processes and handle the 

rendering of the page and the comment retrieval. 

 

Figure 5: The pipeline of opinion extraction. 

Newsapi.org12 is a JSON API, which allows querying for news articles and blogs from 

over 300,000 sources. Newsapi is free to use with attribution for non-commercial 

projects and offers news articles, which are up to a month old for free and news articles 

up to 6 months old in a paid version. With the free version up to 1,000 requests per day 

can be made. 

The challenges lying here are thus: 

 How to efficiently retrieve the relevant content of a webpage given a URL; 

 How to tell whether a chunk of text on the webpage is a comment from a reader. 

 

                                                
11

 https://scrapy.org/ 
12

 https://newsapi.org/ 
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The retrieval of comments from pages is a good fit for parallel or distributed processing 

as there is no data dependency. 

4.1.1 Rendering with a Headless Browser 

Rendering the page with a headless browser is needed, as the DOM tree needs to be 

evaluated in order to retrieve the comments and some of the content of the webpage is 

loaded dynamically. For example, some webpages require users to scroll down and then 

the comment section is shown. 

In order to mimic the behavior of real users, the newsCrawler uses Selenium 13  in 

combination with the geckodriver14 of Mozilla to render the pages. This allows executing 

small scripts such as scrolling down or setting timeouts. The rendering in combination 

with the network usage required to retrieve the page content is probably the 

performance bottleneck of the crawler. Yet unsolved is the problem that some pages 

give out the comments in pages and the user has to click a button in order to have more 

comments shown. 

4.1.2 Rule-based Classification of User Comments 

The central problem in the comment retrieval part is that there is no general template but 

rather many different templates and also third-party solutions, such as spot.im 15  or 

disQus16, where an iFrame with comments is loaded into a webpage. This is not solved 

directly by the newsCrawler but rather the entire comment section is retrieved via xPath 

heuristics. For the vendors spot.im and disQus, which are the most prominent third-party 

solutions for comment functionality, fixed heuristics are applied to retrieve the 

comments. For other cases, based on heuristics, the id and class attribute of the html 

tags is searched for occurrences of the word ’comments’. Then the whole text of the 

comment section is retrieved. 

4.1.3 Machine Learning-based Classification of User Comments 

In this section, we explain how to classify comments with a binary classifier. In the next 

step, the pieces of text in the comment section are classified by a binary classifier to 

distinguish between comment and non-comment data and to filter out the comments. 

Before the classification is done, the text chunks are pre-processed. Firstly, the text 

chunks are tokenized, and the punctuation is removed. Secondly, domain-specific stop 

words are removed. These ones are words, which appear often in comment sections, 

such as “Register” or “Share”. 

After the preprocessing, we use annotated comments and non-comments to train a 

random forest classifier. The annotated comments and non-comments are randomly 

sampled from the results that we know for sure and are retrieved from the rule-based 

classification explained in the previous subsection. The classifier currently uses the 

following features to identify comments: 

                                                
13

 https://www.seleniumhq.org/ 
14

 https://github.com/mozilla/geckodriver 
15

 https://www.spot.im/ 
16

 https://disqus.com/ 
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 Word frequency: the prevalence of words frequently found in comments (not 

including the domain specific stop words); 

 Length: The length of the text chunk. Comments tend to be longer than small 

chunks such as “Sign in”. 

The pre-trained random forest classifier can be used to classify unseen texts, once they 

undergo the same preprocessing and feature engineering. The performance of the 

classifier on test data can achieve AUC-ROC 0.90~0.95. The pre-trained classifier can 

be exported as a binary file and is able to be integrated in the CUTLER platform. 

4.2 Geospatial Information Extraction  

Being able to associate a piece of text (e.g. twitter post) with a geographic location, often 

in the form of a latitude-longitude pair or a geographic entity, is also known as 

geotagging. Geotagging is a valuable means of geospatial information extraction and 

can be used both for filtering out content that is geographically irrelevant (outside a 

region of interest) and for generating geographic analytics (e.g. frequency of mentions 

per location). Building an accurate and robust geotagging component is a very 

challenging problem, which is further exacerbated in applications where the text to be 

geotagged is sourced from social media. The main challenges arising in such a setting 

range from the brevity and informal nature of social media text to different ways of 

referring to or implying reference to a certain location. Moreover, building a “universal” 

geotagging solution, i.e. a solution that can geotag a piece of text to any location on 

earth is even more challenging and costly in terms of computing resources. 

Within CUTLER, we are going to leverage a well-researched and developed approach 

that has been shown to perform very well over a number of datasets (Kordopatis-Zilos et 

al., 2017) I . The approach relies on the construction of a large-scale geographical 

Language Model (LM) from a geotagged corpus of text annotations, which acts as the 

training set for the model. The goal of LM is to generate a probabilistic geographic 

model, which, given an arbitrary piece of text, produces probability estimates that the 

input text was generated (or originates) from specific locations across the globe.  

More specifically, the employed LM is based on calculating tag occurrence probabilities 

from processing a massive number of geotagged items from the training corpus, which 

in our case is the set of approximately 40M geotagged Flickr images from the 

YFCC100M dataset (Thomee et al., 2016) II . Given the generated model, it is then 

possible to estimate the location (in terms of latitude and longitude coordinates) for a 

new text item. The metadata used to build the LM are the tags and titles of the items in 

the training corpus. The initial LM is further refined through feature selection and 

weighting. Finally, the location estimation system employs two more steps - multiple grid 

aggregation and similarity search- in order to achieve even more accurate estimation in 

finer granularities. Details of those steps are provided in the reference article 

(Kordopatis-Zilos et al., 2017).  

The proposed approach has been comprehensively evaluated in public benchmarks, 

notably in the MediaEval 2015 Placing Task, where it achieved the highest accuracy 

among participating approaches. An in-depth exploration of the method’s performance 

characteristics is included in a dedicated workshop paper (Kordopatis-Zilos et al., 

2016)III. Despite the fact that the bulk of evaluation has been done on text metadata 
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coming from Flickr images and videos, the method has also been tested on Twitter 

content, with promising results. These are reported in (Middleton et al., 2018)IV. Some 

example outputs are provided in the following table. 

 

Tweet Lat/Lon City, Country Conf. Evidence 

RT @MrSer21: #Blackout 

#Milano Luce salta in zona 

Udine, Bicocca, Via Padova, 

Crescenzago, 

Sondrio/Centrale. 

45.51,9.25 Sesto San Giovanni, 

Italy 
0.596 via padova, 

milano, 

crescenzago 

Sismos do Nordeste: Novo 

tremor de terra sentido em 

Paramoti-CE em 02/... 

-4.1,-39.24 Canindé, Brazil 1.0 paramoti 

@5Mumsie Im fine. But yes 

the flood was way worse 

here than they expected. 

Large chunks of manhattan 

went under water durin the 

surge 

40.76,-73.98 Manhattan, United 

States 
0.969 manhattan 

I'm at Copy Solutions (1 New 

North Road, Symonds St, 

Auckland) 

-36.86,174.76 Auckland, New 

Zealand 
0.637 auckland, 

symonds st 

Bandırma da hafif deprem. 40.35,27.97 Bandırma, Turkey 1.0 bandırma 

 

In terms of implementation, the proposed approach will be integrated in the CUTLER 

framework based on its publicly available Java implementation17. This is a Maven project 

that provides the necessary code for the training of the LM and the location estimation of 

input text items. Apache Hadoop is deployed internally for the processing of large text 

files. For the deployment of the system, the file that contains the trained model of the LM 

on YFCC100M is required; this is provided by CERTH. The input to the system is a text 

file with one input text per line. The output is a file that contains the results for each input 

text item in the corresponding line. The results include: (i) the estimated location in terms 

of latitude-longitude, (ii) the name of a nearby city and country, (iii) the confidence score 

of the provided estimation, and (iv) the evidence that led to the estimated location. In 

order to fully load in-memory the default LM for the module, 4 GB of RAM are required. 

It is also worth noting that the underlying LM can be extended by leveraging data from 

large-scale open geotagged resources, such as Foursquare18, OpenStreetMap19 and 

GeoNames 20 . Such resources contain more fine-grained geographic information for 

different areas around the world, which can be exploited in order to build a more 

accurate LM. Data from these sources can prove very valuable for the location 

estimation process, in particular for cases where rare toponyms, not included in 

                                                
17

 https://github.com/MKLab-ITI/multimedia-geotagging 
18

 https://developer.foursquare.com/ 
19

 https://www.openstreetmap.org/ 
20

 https://www.geonames.org/ 

https://github.com/MKLab-ITI/multimedia-geotagging
https://developer.foursquare.com/
https://www.openstreetmap.org/
https://www.geonames.org/
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YFCC100M corpus, are used in the input text. However, including fine-grain data from 

these resources considerably increase the requirements of the module in terms of 

available RAM. To this end, a typical setup is based on a default global LM and 

additionally fine-grained LMs for selected geographical areas. The overall block diagram 

that describes the different processing steps and data sources used by the module is 

depicted in Figure 6. 

 

 

Figure 6: Geotagging module block diagram. 
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5. Data Analytics 

For the analytics component, first we describe the text mining methods we could use to 

cluster the news articles and comments. Next, we discuss the features of correlation and 

constructiveness to be used for ranking most relevant comments from citizens. 

Furthermore, we will describe the sentiment analysis methods, the data sparseness 

issues, and how we plan to tackle the language dependent issues for different CULTER 

Pilots. Finally, we propose the use of spatio-temporal mining and network structure 

analysis to detect the relevant trends from social media and event data.  

5.1 Data Clustering 

A search query in the CULTER platform might return hundreds or thousands of entries, 

making it difficult for the end users to better visualize the results and quickly locate the 

content they want.  Clustering can be applied to the results to automatically group the 

returned entries into a list of meaningful categories according to their similarity and 

dissimilarity. Clusters of entries are then ranked using different ranking functions which 

will be illustrated in Section 5.2. In this subsection, we illustrate related clustering 

methods and existing tools that are to be integrated in the CUTLER platform. 

Llewyn et al.V  have compared different approaches of clustering, where a baseline 

approach consisting of most frequent uni-grams is tested against cosine distance 

clustering, k-means clustering and Latent Dirichlet Allocation topic modeling (LDA). The 

best results are found to be yielded by LDA topic modeling, which is also used in Khabiri 

et al.’s workVI, who use the aforementioned two-step process (clustering and ranking) to 

summarize comments under YouTube videos. 

5.1.1 Document Clustering  

We can integrate existing tools to perform search result clustering in CUTLER, such as 

Carrot21. Carrot is an Open Source document clustering engine written in Java and 

distributed under the BSD license. Carrot2 uses LingoVII (an approach based on SVD, 

singular value decomposition) and STC VIII  (Suffix Tree Clustering) to do document 

clustering. We can also add other algorithms to it in order to enhance the performance. 

For the integration, Carrot2 has native JAVA API and existing implementation of APIs in 

other languages, such as PHP5, C#, Ruby and cURL. We can also deploy carrot2 in one 

docker and communicate with REST API. For communication with other components of 

the CUTLER platform and retrieving data from ElasticSearch 22 , Carrot² has built-in 

support for Lucene index. Since ElasticSearch is also based on Lucene, we assume it 

would reduce the work of integration. However, this needs to be further investigated.  

5.1.2 Thematic Clustering with Topic Modeling  

There has already been a significant amount of work on topic modelling in the context of 

news article comments. Throughout the contributions, LDA-based approaches (below 

LDA for abbreviation) have been widely used and reported to have the best clustering 

                                                
21

 https://project.carrot2.org/ 
22

 https://www.elastic.co/products/elasticsearch 
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performance among all approaches. LDA-based approaches are unsupervised thus do 

not need labelled input data. They outperform similarity-measure based methods, which 

can be used as a baseline for evaluation. Barker et al. report better results than LDA 

with their graph-based approachIX. However, this method is supervised and therefore 

needs a significant amount of labelled data. Considering that CUTLER would need real-

time analysis of social data, an LDA-based approach for thematic clustering is a viable 

option given the queries can be arbitrarily user defined. The topics of the comments will 

be drawn from the entire set of news articles and comments, which are to be 

summarized. This models the idea that comments do not necessarily talk about the 

article they are issued under but also topics, which the reader has found out about in 

different articles or in other comments, which might also stem from a different article. 

This relationship is acknowledged also by Ma et al.X, who report improved results, when 

topics are not only derived from the news article they were issued under. 

The drawback of LDA-based approaches is that the number of topics has to be known or 

predefined before the clustering. When multiple news articles are to be summarized this 

is an issue as the number of news articles and also the number of topics discussed can 

greatly vary. Nevertheless, there are ways of relieving this issue. For example, Ma et al. 

use Gibbs sampling, which was proposed by Griffiths et al. XI, to find the optimal number 

of topics. Griffiths et al.’s Harmonic Mean Method is said to have "simplicity and relative 

computational efficiency" XII, which is important when we want to provide an automatic 

summarization tool in CUTLER.  

5.2 Ranking Opinions 

In order for the end users to better visualize the opinions and make decisions, in the next 

step we rank comments that are retrieved and clustered according to their 

 Correlation with the main article; 

 Constructiveness. 

5.2.1 Correlation of User Comments 

The correlation of a comment quantifies to which extend the comment is related to the 

main article. Sometimes comments are not related to the main article, rendering them 

useless for analysis of comments on the topic of the article. However, evaluating 

correlation of a comment is not a trivial task for machinesXIII. One could easily imagine 

something like using cosine similarity to measure the distance between the comment 

and the main article; if a comment has a high similarity to the article it is likely about the 

same topic. However, there is an issue with only using such a similarity measure for text 

correlation, which Cai et al. describe as "Burstiness". It describes how two pieces of 

textual data can be about the same topic but one of them targets a more specific issue. 

For example, one text is about a rocket launch and the other about the return of the 

rocket. While both target the same subject, they might be different judging by a similarity 

measure such as cosine similarity. Cai et al. also present an approach to account for 

correlation between comments and the commented article based on topic-level and 

word-level correspondence measures. Furthermore, their work presents a way of 

detecting spam, which can be very useful when it comes to selecting comments worth 
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analyzing. Basis of spam detection as modeled in the paper is the cosine similarity 

between article and comment. 

5.2.2  Constructiveness of User Comments 

The constructiveness of a comment quantifies whether it is formulated in a constructive 

manner, makes suggestions and could serve as a start of a further meaningful 

discussion. For example, below are three comments related to the same main article 

which is about the topic “global warming”23: 

a) Walk through Hackney as you pass the gridlocked cars. Most of them with one person. 

Why are you in that car? Make public transport free. The age of the car as leisure is over. 

Encourage a cycling culture. This morning I cycled along the London cycle super 

highways: passed the embankment, the London Eye, Big Ben, Buckingham Palace, Bird 

Cage Walk, Hyde Park corner. All relatively safe due to (mostly) segregated bike lanes. If 

we can do this in London we can do this anywhere. (...) 

b) I planted some olive trees in the spring and they’ve got olives on them already. If they 

ripen I’ll know global warming is real. 

c) Next stop Mars .....eh Elon? 

Clearly (a) is the most constructive comment among the three, while (b) is merely 

sarcastic, and comment (c) only corresponds to the article very superficially and does 

also probably not spark an on-topic discussion. Related work includes V. Kolhatkar and 

M. Taboda’s two papers XIV  XV  about constructiveness in news article comments, in 

which they give the formal definition of constructiveness and methods to identify 

constructiveness. They have proposed to use a machine learning approach to classify 

constructive commentsXVI. 

Their notion of identifying constructiveness is furtherly elaborated in a second paper, 

which uses New York Times picks - comments made out to be of special value by a 

human moderator - as positive training examples for the classification. The paper also 

proposes features indicating a high constructiveness, some of which having been 

adopted from a work by Park et al.XVII. Park et al. have mentioned a list of criteria for 

comment constructiveness, which also take user history into account. 

V. Kolhatkar and M. Taboda also present an annotated Text Corpus24, which consists of 

1,043 annotated comments belonging to 10 articlesXVIII. The comments are annotated by 

toxicity and a subjective perception of constructiveness and could be used as training 

data. Napoles et al. focus on "good conversations" in their take on the Yahoo News 

Annotated Comments Corpus25. In order to evaluate how good a conversation is, they 

take a list of features into account, both on thread-level, meaning a comment thread as a 

whole, and on comment-level, meaning single comments. Exemplary features accounted 

for are Persuasiveness, Sentiment and ToneXIX. N. Wanas et al. present a take on rating 

posts in any sort of online discussion, which also applies to news article comments. 

Features in categories like relevance and originality are suggested to indicate a high 

value of a postXX. 

                                                
23

https://www.theguardian.com/commentisfree/2018/jul/09/the-guardian-view-on-climate-change-
a-global-heatwave 
24

 https://github.com/sfu-discourse-lab/SOCC 
25

 https://github.com/cnap/ynacc 
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There have also been a few works on sentiment analysis of news article comments. For 

example, Zhao et al. evaluate feature selection methods, feature representations and 

learning methods in terms of their performance on discourse dataXXI. Another Example is 

the work of D. Pérez-Granados, et al., which focuses on discussion under Columbian 

news articles and takes a notion of quality of the data into account XXII.  

We summarize the list of useful features that can be explored in the classification 

problem: 

 Comment length: it is likely, that a constructive comment is longer than a non-

constructive one; 

 Length per sentence:  similar to Comment length; 

 Readability scores: indicating the sophisticated- and well-wordiness of a 

comment; 

 Named Entity Features; 

 Argumentation Features: as proposed by Kolhatkar et al. 

5.3 Sentiment Analysis 

Citizens’ opinion or attitude towards policies such as the urban development plans in the 

area around the water element or reconstruction of existing facilities are important for 

policy makers to know. Sentiment analysis techniques will be used to capture the public 

sentiment. These are presented below. 

5.3.1 Data Sparsity Challenge 

Because we mainly consider data from micro blogs (tweets) and comments, hence the 

challenge here is the data sparsity problem which is partly due to the large variety of 

short and irregular forms introduced to tweets because of the 140-character (now 280) 

limit of Twitter, or the limit of individual news websites. Saif et al.XXIII have proposed to 

use two different sets of features to alleviate the data sparseness problem: the semantic 

feature set and the sentiment-topic feature set. The semantic feature set consists of 

semantically hidden concepts extracted from Tweets. The sentiment-topic feature set 

consists of sentiments associated with latent topics in the Tweets. Evaluation has shown 

that using both sets of features can greatly boost the performance of sentiment on the 

Stanford Twitter Sentiment dataset and outperform other existing approaches. 

5.3.2 Language Specific Challenges 

The CUTLER platform is to be built for the four pilot cities in the CULTER project: 

Thessaloniki in Greece, Antwerp in Belgium, Antalya in Turkey and Cork in Ireland. The 

major language spoken in the four cities are Greek, Dutch, Turkish and English, 

respectively. Among them, English is the most well studied language in the NLP 

community and sentiment analysis community specifically. Thus, most existing tools for 

sentiment analysis are for English. This poses challenges when we need to analyze the 

sentiments of the other three languages. A naïve approach would be to first translate to 

English and then apply sentiment analysis algorithms for English. This two-step 

approach however relies on translation which can potentially lose information, thus can 

only be used as a baseline. In the following, we address the issues with the other three 

languages. 
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5.3.2.1 Greek Language 

While there have been numerous advances in the area of sentiment analysis over the 

recent years, the problem still remains particularly challenging in languages where 

linguistic resources (text corpora including annotations) are scarce, as is the case of the 

Greek language. This challenge is further exacerbated in cross-domain problem 

settings, e.g. cases where the domain of the text to be analyzed is considerably different 

compared to the one of the training corpora. To address this challenge, within CUTLER 

we will leverage our recent work that led to resources ranging from a manually 

annotated lexicon, to semi-supervised word embedding vectors and annotated datasets 

for different tasks, with an emphasis on cross-domain sentiment analysis (Tsakalidis et 

al., 2018)XXIV. 

In particular, three main linguistic resources will be leveraged: a) a manually annotated 

lexicon (``GrAFS'') that was generated using the online version of Triantafyllides' Lexicon 

(Triantafyllides, 1998) XXV , b) automatically generated sentiment lexicons catered for 

Twitter content, and c) corresponding word embeddings representations. 

GrAFS lexicon. The lexicon by Triantafyllides is one of the largest and widely 

recognized general dictionaries existing for the Modern Greek language, comprising 

46,747 lemmas. To determine words that could possibly contain sentimental load, we 

used the search facilities of the electronic version of this lexicon, which resulted in the 

collection of 2,324 words. Those were then manually annotated with respect to their 

expressed sentiment and affect by four annotators (two computer scientists and two 

linguists). Every annotator was first asked to annotate each word as objective, or 

strongly or weakly subjective. If subjective, then the annotator would assign a polarity 

label to the word (positive, negative, both) and rate it with respect to its effect on an 

integer scale from 1 (does not contain this affect at all) to 5 along Ekman’s six basic 

emotions (anger, disgust, fear, happiness, sadness, surprise). Further details on 

cleaning and aggregating the manual annotations are provided in the reference paper. 

As a final step, the lexicon was expanded using all inflected forms of the words, reaching 

a total of 32,884 unique inflected forms. 

Twitter-specific sentiment lexicons. To address the needs of social media text 

analysis, we created two Twitter-specific lexicons that have the potential to capture a 

larger portion of sentiment-related keywords as expressed in social media, including 

misspellings, abbreviations and slang. The first of the lexicons, called Keyword-Based 

Lexicon (KBL) was collected using 283 common Greek words as input to the Twitter 

Streaming API for a period of 2 months. This resulted in a set of 15 million of posts, 

which were associated with a sentiment using the GrAFS lexicon. Once a sentiment 

class was assigned for each post, then a sentiment score was computed for each uni-

gram and bi-gram using the concept of Pointwise Mutual Information (PMI). The second 

lexicon, called Emoticon-Based Lexicon (EBL) was created in a similar way, but instead 

of keywords, the input to the Streaming API comprised happy and sad emoticons. 

Twitter-specific word embeddings. To leverage the recent advances in semantic word 

representations in the Greek language, we applied word2vec using the skip-gram 

architecture (Mikolov et al., 2013)XXVI in our corpus of 15M tweets that was used for 

creating KBL 26 . Standard text pre-processing is first applied and all unigrams of 

                                                
26

 The Python package gensim was employed https://pypi.python.org/pypi/gensim. 
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frequency of at least 5 were considered, using a 5-token window around every word and 

created word embeddings of length n=300. 

The aforementioned resources were comprehensively evaluated in three tasks, 

sentiment analysis, emotion intensity analysis and sarcasm detection, and let to 

promising results in all three of them, with particularly beneficial impact on the task of 

cross-domain sentiment analysis (about 25% relative improvement in terms of accuracy 

compared to the best n-gram model). Detailed results are provided in the reference 

paper (Tsakalidis et al., 2018). As a result, the presented methodology forms a strong 

basis for sentiment analysis of Greek text in CUTLER and also allows for further 

improvements by further enriching and refining the available resources (e.g. by 

increasing the size of KBL and EBL, by incorporating additional sources of Greek text 

that are more similar with the text of interest for CUTLER, etc.). 

5.3.2.2 Dutch Language 

Related work in the field of sentiment analysis in Dutch language includes the paper of 

Van Atteveldt et al. XXVII. Van Atteveldt et al. have presented a system for automatically 

determining whether these relations are positive or negative by using techniques from 

Sentiment Analysis. The underlying technique is a machine learning approach trained on 

the manually annotated news coverage of the Dutch 2006 elections, collecting lexical, 

syntactic, and word-similarity based features and using the syntactic analysis to focus on 

the relevant part of the sentence. They have claimed that the performance of their model 

is significantly better than the baseline and can be generalized to apply to other 

scenarios. 

Available resources for our future study in the CUTLER project on this topic include the 

SemEval-2016XXVIII dataset which is annotated and verified by trained Dutch linguists. In 

addition, we can utilize existing open source NLP tools such as spaCy27 which supports 

Dutch language. The spaCy Dutch model is based on multi-task CNN and is trained on 

the Universal Dependencies and WikiNER corpus. It supports the identification of 

persons, locations, organizations and miscellaneous entities.  

5.3.2.3 Turkish Language 

Related work in the field of sentiment analysis in Turkish language includes the papers 

of Gural et al.XXIX and Amasyalı et al.XXX. Gural et al. have proposed an unsupervised 

learning framework where they customize the SentiStrength sentiment analysis library 

by translating its lexicon to Turkish. Amasyalı et al. have proposed to use the active 

learning approach to accelerate the sentiment analysis of text in Turkish.  

Available resources for our future study in the CUTLER project on this topic include the 

SemEval-2016XXXI dataset which is annotated by two Turkish linguists. Also, we have 

received annotated data from SAMPAS. A collection of stop words in Turkish is provided 

public28. 

                                                
27

 https://spacy.io/ 
28

 https://github.com/stopwords-iso/stopwords-tr 
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5.4 Trend Detection 

Not only being able to access more and accurate information is important for policy 

makers, but also in-time information. On the social aspect, understanding what is 

happening and predict which topic is emerging next on the social media is thus a crucial 

task. Trend detection provides a method to detect the changes of topics thus enabling 

the policy makers to quickly react based on e.g., the trend of citizens’ complaints, 

desires, novel ideas and practical suggestions about policies. However, due to the high 

dynamicity of the Web, a few challenges lie ahead. For example: 

 The amount of real-time valuable data. In order to have high performance 

trend detection results, only having historical data is not enough. The more 

quickly we can get real-time data, the more valuable the result is for the policy 

makers since topics can vastly change in one second and policy makers always 

want up-to-date trends. Moreover, the quality of the data is also important in 

order to make sure that the algorithm is not biased by spams and malicious 

information. This is partially solved by the aforehead-mentioned information 

filtering methods. 

 The relevance of the detected trends. Tons of new topics are emerging every 

day yet clearly not all of them are of interest to policy makers in CUTLER, and 

irrelevant information might interfere their workflow. Understanding what the 

policy makers are really interested in is a very challenging task for an automated 

system like CUTLER. We tackle this issue in subsection 5.4.2. 

 The evolution of topics. Topics on social networks do not stay the same and 

keep changing. For example, the same topic might grow or shrink; two topics 

might merge into a new topic; a community talking about one topic might split into 

two or more communities talking about different subtopics. This poses a 

challenge as when to start and stop tracking becomes crucial. Again, we try to 

tackle this by analyzing the decay and growth model of the networkXXXII, as well 

as the underlying network structure of the community as studies have shown the 

coevolution of the community structure and trending topicsXXXIII. 

5.4.1 Spatial-Temporal Characterization of Events 

Numerous social events that take place in urban areas are good indicator of the local 

traditions and surroundings. This event based spatial information could be an important 

asset in characterizing the social environment of associated regions over timeXXXIV. The 

crowd behavior and activities are one of the main aspects to characterize the locality or 

culture of urban areas, and social events are vital source of such spatial information. In 

CUTLER, we aim to imply a process to make sense of the geographic areas based on 

the events, i.e., to be able to provide policy makers the capability to generate the event 

based visual makeup of urban areas with the preferred time stamp.  

Several events that take place across time are good indication of the social atmosphere 

and composition of urban areas. It might not only be the future events, but rather the 

makeup or the “feeling” of a neighborhood based on the past events that best capture 

the intention of a user. For example in CUTLER use case of Cork, the characteristics of 

neighborhood of might assist the Cork County Council to decide what kind of activities 
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they need to organize in Camden Fort Meagher. There are several web services and 

social network communities (Facebook, Foursquare etc.) which provide the information 

about events and current affairs with respect to location; however, most of the existing 

websites offer structured list based interfaces to browse the individual events. In 

CUTLER, our focus lies not in specific events, but rather how these events composite 

the temporal makeup of geographic area of interests, i.e., we go beyond the 

conventional list-based event websites, and propose to access the event database with 

regional and temporal overview. We would use the event related information (title, meta-

data, and description) for the thematic categorization of events; the category labels 

would be trained based on the requirements of the specific CUTLER pilot. We would 

apply the geospatial tags to for the spatial characterizationXXXV, and the time of the event 

for temporal modelingXXXVI. The association between theme, location and time would be 

a feature for end-user visualization. 

5.4.2 Analyzing Network Structure for Social Trends 

It is important to notice that participants on social media platforms interact with each 

other in complex ways, and the content they provide is highly influenced not only by their 

own personalities but also their friends, the community they are in, etc. Thus, they 

cannot be viewed as isolated entities and analyzed as single points as in non-network 

models. By modelling the structure of social networks (e.g., Twitter, Facebook) as 

graphs we can use abundant tools available in the field of graph theory and network 

science. Usually users are modelled as nodes in a network, and relationships (e.g., 

follower-followed, retweet-retweeted) are modelled as links or edges. One can 

characterize a node not only by who it is, but also who are its neighbors, and where it is 

located in the network. In terms of machine learning, we do not only consider a node’s 

local features, but also investigate its neighborhood’s features and the network as a 

whole. 

For CUTLER, trend detection can benefit from network analysis in the following three 

ways: 

 Centrality analysis; 

 Role analysis; 

 Analysis of the coevolution of community and trending topics. 

 

5.4.2.1 Centrality analysis 

 

The centrality of a node quantifies how centric the node is in the network. With centrality 

measures one can identify the important players in the network. CUTLER could use 

node level centrality analysis to monitor trending topics since information on the Web 

spreads faster to nodes with high centrality values. Commonly used node centrality 

measures are: 

 Degree: The total number of links of the given node.  

 Indegree: The number of in-links of the given node.  

 Outdegree: The number of out-links of the given node.  

 Local clustering coefficient: The probability that a pair of neighbors of the 

given node are connectedXXXVII (edge directions are ignored). 
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 Betweenness centrality: the number of shortest paths going through the given 

node.  

 Eigenvector centrality: the values in the first eigenvector of the adjacency 

matrix of an undirected network. 

 PageRank: The stationary probability at the given node in a converged random 

surfing process in a directed networkXXXVIII. 

We could also imagine the use of time-aware centrality measures as the network is a 

dynamic structure and often changes over time. A common problem of these measures 

is that they do not consider which nodes are interesting to the policy makers thus the 

relevance of the detected trends is not guaranteed. This can be solved by adding a bias. 

For example, instead of using the standardized PageRank, we could use the 

personalized PageRank once we know where the end users (policy makers) are or what 

their interest is. 

 

5.4.2.2 Role analysis 

Users behave in different ways on the Web. A user’s behavior is reflected in her 

surrounding network structure, and thus we can examine the structural features of a 

node to study the user. For instance, we can group users with similar behavior into a role 

and examine the common pattern appearing in their neighborhood. Users with a similar 

neighborhood pattern can then be classified into the same roleXXXIX XL. In other words, 

roles are higher levels of user behavior. For CUTLER, one might imagine that identifying 

users who act as information “hubs”, or users who are softly connected to different 

communities and often act as bridges for information to spread. Worth mentioning, “bots” 

(e.g., automated content posters) behave vastly different compared to normal users, and 

probably provide content that is not of general interest. Thus, the forehead-mentioned 

information filtering can also benefit from role analysis. 

Structural features of nodes can be extracted by only looking at the structure (e.g., the 

adjacency matrix) of the network, compared with features that require information on 

additional attributes of nodes or links (e.g., users’ geolocations as node attributes, or 

message contents as link attributes in a user interaction network)XLI. In CUTLER, it 

would be useful to take both kinds of features into consideration in order to improve the 

role analysis performance. 

 

5.4.2.3 Coevolution of community and trending topics 

As mentioned before, detecting relevant trending topics is important to the CUTLER use 

cases.  Based on the heuristics that if topics are discussed by the same community, they 

have higher likelihood to be relatedXLII, we can perform trend detection by monitoring the 

underlying community that talk about the topics that the policy makers are interested in, 

and so the detected new trends are more likely to be relevant to the old topic, because 

both topics are discussed by the same community. 

However, we should also pay attention to the evolution of community structure since 

network changes can be triggered by information diffusionXLIII. Empirical studies with 

social media data have shown that the community structure and the change of trending 
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topics often interplay with each other. Thus, we should also track the changes of network 

structure from time to time. 
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6. Conclusions 

D6.1 presented our approach to detect the trends and opinion of the society with regard 

to policy implementation. In this regard, we proposed an extensive methodology of 

information filtering, extraction and data analytics to detect the trends and provide 

historical analysis from news articles comments, Twitter feeds, and social events.  

The information filtering component included rule-based classification, supervised 

labeling, geospatial categorizing, language identification, and use of GDELT API’s to 

filter out the irrelevant data from News articles, Tweets and GDELT events. In the 

extraction component, we described our opinion extraction methodology with rendering, 

rule-based classification, and random forest classifier to extract relevant comments from 

news articles. Furthermore, we elaborated the geospatial information extraction method 

to detect the geo-coordinates from Tweet data. In the analytics component, first we 

described the text mining technique we would use to cluster the news articles and 

comments in related themes. Next, we discussed the central features of correlation and 

constructiveness to be used for ranking most relevant comments from citizens. We 

described the sentiment analysis methods, the data sparseness issues, and how we 

plan to tackle the language dependent issues for different CULTER Pilots. Finally, we 

proposed to use spatio-temporal mining, and the network structure analysis to detect the 

relevant trends from social media and event data.  

The architecture and methods presented in D6.1, forms the basis of WP6 development 

and will be used for relevant social data analysis to support the decision making of policy 

makers.  
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