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At present, the Koninklijke Bibliotheek (KB), National Library of the Netherlands assigns the resource description 
(also referred to as “generation of metadata” or “creating bibliographic records”) by hand and partially by adopting 
the data we acquire through other channels. In part due to the growth in electronically generated material (“born 
digital”) and the growth in website storage, we expect a growing need for the retention of increasing numbers of  
publications in the coming years. For this reason we explore to optimise the options for manual description of  
publications. Two current developments offer opportunities: the growing volume of publications available in entirely 
electronic format, and the fact that smart technologies, for example artificial intelligence (AI) applications such as 
machine learning, are expanding the possibilities for having electronic texts be interpreted automatically (by  
computer).

In this white paper we describe the state of our initial explorations of the options for automated generation of meta-
data of publications. We first present an overview of the ways in which organizations and enterprises outside the KB 
are using smart technologies to analyse and describe sources such as news articles, books, television broadcasts and 
photographs. We then discuss how we within the National Library are currently describing titles in order to indicate 
where in the process we see opportunities for automated attachment of metadata. In the third chapter we discuss 
the result of our own experiments with the automated assignment of keywords to publications. We conclude with the 
lessons we have learned so far and discuss our next steps. 

Our mission is to ensure that our network organisation uses the power of the written word to help make the  
Netherlands smarter, more competent and more creative. This is why we are sharing our findings not only within the 
KB, but with all interested parties who are working with or have an interest in these or related developments. Only by 
sharing knowledge and working together can we enable everyone to read, learn and research. 

INTRODUCTION 

How can we use smart technologies to simplify the description of publications? This is  
one of the research questions on the KB Research Agenda that we intend to answer in the  
coming years.1  

Metadateren
resource description. Also referred to as “generation of metadata” or “creating  
bibliographic records”
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GENERATION OF  
METADATA  
elsewhere
The automatic analysis of media content is something that has seen numerous 
applications over recent years. At present, perhaps the most familiar in the  
areas of artificial intelligence and machine learning are the voice-controlled 
digital assistants on mobile phones. Current smartphones are now capable of 
converting a spoken question into text and then analysing it for commonly 
used terms, persons, locations or concepts. 

Automated
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Until recently, this type of application was mainly used by major tech companies, but thanks to the 
availability of larger and larger data sets, open source software and advances in computing power, 
we are beginning to see these technologies applied in other domains. In this chapter we will review a 
number of these applications in neighbouring sectors of the KB, National Library of the Netherlands 
and describe what we have already done in this area.

Media
Journalists are already using various software applications in various ways to analyse their articles 
and photos to improve their findability. Leading American journal Forbes works with a content  
management system that assesses the content of an article as the journalist writes it in order to  
suggest possible keywords.2 Getty uses a similar application to assist editors working on a story with 
finding appropriate photos for that story.3 The New York Times partners with Google Cloud on an  
application that both digitises and generates automatic descriptions for the photos in the NYT photo 
archive.4 In the Netherlands, media conglomerate RTL uses speech recognition and image recognition 
applications to index TV content.5  

Alongside simplifying the production process and the search process for editorial content, a number  
of media parties are also working on consumer applications. One feature that has been worked on 
extensively in recent years is the “recommender”, which recommends similar or related articles,  
series or music based on the content of programs or news reports. Familiar examples are the  
recommendations that Spotify and Netflix make on the basis of music previously listened to or series 
and films previously viewed. There are also recommenders that make recommendations on the basis 
of text content. In the Netherlands, the country’s leading financial newspaper Het Financieele Dagblad 
is doing this in their online edition6, and Blendle is also doing this in its personalized newsletter.7   
Additionally, the Dutch public broadcasting network NPO (Nederlandse Publieke Omroep) is working 
on a recommender to recommend television programs on the basis of what it is calling the “public 
value” of a program.8 

We are also seeing similar applications used by book publishers; in the Netherlands, Bookarang is one 
example. Where recommenders in webshops are limited to statistics based on simple transactions 
(“People who bought this book also bought…”), Bookarang is capable of making recommendations on 
the basis of the content of book. The same technology is also used by AKO, a Dutch retail chain, and the 
Online Bibliotheek (Online Library).9  WPG Uitgevers, an indepent group of media companies, has worked 
with Driven by Data to create a similar application, the Thrill Seeker, specifically for readers seeking  
recommendation in the thriller genre.10  This recommender is unique in its transparency: the reader is  
offered insight into why the recommender is making its recommendation, and the components behind 
the recommendation. This may be subgenre, content of story, emotional arc, presence of certain  
keywords, or overall theme. Finally, while Google’s Talk to Books is not strictly a recommender, it does 
use similar technologies and enables the user to formulate a question on the basis of which the Google 
machine learning algorithms search for a quote from a book found in the Google Books index.11 

Heritage
Within the heritage sector, there are currently interesting movements underway for the automatic  
analysis of digitised and original digital heritage material. The National Archive has conducted a trial 
experiment with the classification of incoming e-mails, and is also working with Huygens ING and the 0 
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(Network of War History Resources) within the TRIADO research project on a number of trials including automatic  
classification of documents from the CABR (Central Archive for Special Dispensation of Justice (Centraal Archief  
Bijzondere Rechtspleging)).12 The subject of the documents are determined using deep learning technologies.13  
Naturalis Biodiversity Center is using the same type of machine learning technologies for the automatic classification  
of images of insects.14 On this they are working with a number of other organisations including Waarneming.nl and 
Observation.org; in the project, volunteers upload their images of insects along with descriptions. This data is used as 
training material for developing an algorithm, known as the “classifier”, which will be able to independently identify  
insects based on the descriptions provided by the volunteers.15 KB is also working together with partners in both the 
academic and private sectors on similar research, not only within academic research projects but also in the context of 
our researcher-in-residence programme, the result of which we share in our KB Lab: https://lab.kb.nl/.16  As one  
example, together with Frank Harbers of the University of Groningen we have explored the potential for automatic  
assignment of journalistic genres to historical newspaper articles, and we are working further on this in a joint project 
called NEWSGAC17 with a number of other partners, including CLARIAH and the eScience Center. With Thomas Smits 
(Utrecht University) and Melvin Wevers (KNAW Humanities Cluster), we explored the potential for image recognition 
applications to, for example, classify images in historic newspapers as photos, drawings and cartoons, as well as the 
potential for processing these images for content.18 With Puck Wildschut (Radboud University) we experimented with 
recognising individual novels and charting their relationships.19  

The institution in the Netherlands that is perhaps most advanced in this is the Netherlands Institute for Media  
Culture, Sound and Vision (Nederlands Instituut voor Beeld en Geluid). Drawing on their many years of experience in 
national and European research projects, since 2018 they have been able to go beyond the experiment and implement 
automatic description of TV and radio programmes in their production process.20 They have implemented speech 
recognition software for converting TV and radio programmes into text, automatic speaker labelling for assigning 
names to the text generated, and facial recognition for identifying persons in television programmes.21 Finally, on the 
basis of the text generated, they assign subjects to the programmes on the basis of a keyword system (thesaurus) 
used by Sound and Vision.22 This last application would appear to be the most interesting for developments within the 
domain of library sciences.

Libraries
Ever since digital texts first began becoming available in the nineteen-fifties, the library sciences sector has seen  
the potential for automatic title description as a means of simplifying the description process for publications. For a 
good overview of the developments in these early years, read any article by Robert David Stevens (University of  
Manchester) or Karen Spärk Jones (Cambridge University Computer Laboratory). In this white paper, we will restrict 
ourselves to the most recent developments. For our purposes, good sources are the International Federation of  
Library Associations and Institutions (IFLA), the Ligue des Bibliothèques Européennes de Recherche (LIBER), the 
Dublin Core Metadata Initiative (DCMI) and Semantic Web in Libraries (SWIB).

With respect to simplifying the description process for publications, we see two developments: firstly, an assessment 
of the potential for automatically assigning keywords from an independently maintained thesaurus. At the 2018 IFLA 
conference, the German National Library prevented a good overview of their progress in this area. At present they are 
using commercial software that relies on a support vector machine algorithm to identify patterns in texts and then 
assign keywords based on these patterns.23 The German National Library is aware of potential errors and the users’ 
interest in obtaining complete and correct information, which is why they present the automatically generated  
keywords in their catalogue in a separate field with the label: maschinell ermittelt (“machine-generated”).
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There are also plans in the Netherlands for using commercial software to assign keywords and other metadata. As 
one example, Bookarang (referred to above) is working with NBD Biblion to explore the possibilities.24 Together they 
are working on a tool to generate a resource description, including keywords and a review, from the PDF of a book. 

The Swedish National Library is using a similar approach with their own, self-developed software.25 An initial insight 
was that the data set for training material was too limited in scope, point highlighted by Joseph Busch in his paper 
“Categorization Ethics: Questions about Truth, Privacy and Big Data”. 26The Norwegian National Library has tried to 
solve this problem by automatically generating a number of documents.27 Norway is also leading the field with efforts 
towards the smart analysis of multimedia collections, both for library clients and internal processes.28 

The Finnish National Library has put a great deal of energy into the creation of Annif: an open-source system for  
generating keywords on the basis of a proprietary thesaurus and training data.29 Annif uses a number of different 
open-source tools for natural language processing and machine learning packages like Maui, FastText and Gensim.  
It is being actively developed, and has a growing user group.30 

Along with automatic assignment of keywords from a proprietary thesaurus, we see a second development: 
various libraries are exploring the options for adding extra metadata to make it easier for users to find publications.  
For example, since 2016 the National Library Board of Singapore has been working on recognizing and labelling  
names of persons from texts using Named Entity Recognition (NER). In 2017 subjects were also generated from texts 
using controlled databases such as Wikidata and Geonames, which means that now a number of collections can be 
searched using an integrated interface.31 The George A. Smathers Library of the University of Florida has chosen a 
similar approach but with a focus on special collections. Here, metadata fields have been expanded to include the 
thesaurus of the digital JSTOR collection, as well as geographic location data; this increased searchability and  
findability.32 The KB has also experimented significantly in these areas. For example, Theo van Veen, Juliette Lonij 
and Willem Jan Faber have been working hard in recent years on identifying entities such as names and places in 
historical newspapers using Named Entity Software. These entities are then linked to databases such as DBpedia and 
Wikidata. The extra information that this has produced has been placed in an internal, experimental environment on 
Delpher.nl. Users can now search for characteristics of a person even where those characteristics are not specifically 
named in the newspaper.33  We have also seen a similar approach in the JSTOR Text Analyzer tool.34 In this tool users 
can load a text and have the system analyse it, extract relevant entities and on the basis of the results make  
suggestions for relevant articles in the JSTOR database.
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OPTIONS FOR  
AUTOMATION 

Generating metadata and 

within the KB
Following our inventory of the options for automatic metadata assignment,  
in this chapter we describe how we in the KB, National Library of the  
Netherlands are currently describing the publications and assigning metadata. 
Here we will indicate where in the process we are exploring the options for 
smarter generation of metadata.
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Brief description of process
Within the KB we generate metadata in a number of ways. Some of the processes are conducted  
externally (see the very highly generalized diagram at the next pages). Of all the publications received 
by the KB, approximately 70% already have a record in the Shared Automated Catalogue System  
(Gemeenschappelijk Geautomatiseerd Catalogiseersysteem (GGC)). The bulk of these records consist 
of metadata originating from publishers and supplied via the Centraal Boekhuis35: this is the 
“ONIX-metadata”.36  A very small number of records originate from other organisations; for example, 
up to a few years ago the university libraries also catalogued in the GGC. 

The metadata in the records supplied by the Centraal Boekhuis are not complete. For example, the 
data has not yet been linked to a thesaurus, and in some cases additional data concerning the content 
to be added. NBD Biblion37  and the KcatlogiB are enriching and verifying the metadata. If there is no 
metadata available yet, the KB’s catalogers generate a new record. Along with generating metadata 
during the cataloguing process, new metadata is also generated in other processes. 
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Quality of metadata
For the KB, the quality of the metadata is important because we consider sustainable storage important and because 
we as a national library want to ensure that reliable information about author and title is available for at least every 
Dutch publication (the National Bibliography). At least in reference to Dutch titles, the National Bibliography must be 
qualified as the definitive reference file in the national and international library sector and within the academic world. 

The goal of description or generation of metadata is to allow users to properly find, identify, select, obtain and explore 
information.38 Metadata includes (but is not limited to) identifiers, title information, information on author, publication 
type and carrier, information about the metadata itself and administrative information such as location, annotations 
and subject cataloging. The KB defines metadata in accordance with the internationally recognized Resource  
Description and Access (RDA) standard.39  

Description remains necessary. It is possible to search the full text of digital publications, but by no means is every 
publication already available in digital format. Metadata makes it easy for a user to find multiple publications on 
the same subject, in multiple languages or in any other available spellings. A subject may not be set out in so many 
words in the publication itself, but it may still be very important within that subject area. Keywords make such  
publications easily findable for the user. Additionally, with metadata a user can easily find multiple editions of a  
publication or determine the most recent edition. Finally, metadata adds context to a publication.40 A reliable National 
Bibliography can only be considered authoritative with good, verified metadata and a verified link to multiple thesauri. 

Subject cataloging
Subject cataloging refers to making the material aspect of a publication accessible using keywords or classifications. 
The biggest added value of subject cataloging is when verified keywords, terms and codes can be used from a  
thesaurus or classification, because this makes it possible to create groups that give the user a view to all  
publications that may be relevant to him or her. 

Subject cataloging improves the quality of the descriptive and bibliographic metadata. Manually adding this  
metadata is a time-consuming activity, which is why the KB assign only non-fiction by subject with its own Dutch- 
language thesaurus: the “Brinkman subjects”.41 This is a thesaurus that is used for subject cataloging a significant 
portion of the National Library collection. Children’s books also have specific characteristics and genres assigned 
from a thesaurus for cataloguing purposes for the Central Children’s Books Database (Centraal Bestand  
Kinderboeken (CBK)).42 Fiction, however, is only assigned a Brinkman subject keyword for genre or form. In the  
case of subject cataloging for fiction, these terms come primarily from NBD Biblion.

Options for automatically generating metadata
The research into options for automatically generating metadata looked at where the biggest needs are and what 
would deliver the most efficiency for the KB. Improvement of the supplied metadata by consulting with external  
organisations in the chain was outside the scope of this exploration, although the KB did discuss with various parties 
on various initiatives relating to the automatic generation of metadata, as described in the preceding chapter.  
This can produce better and more complete metadata, even though we will always wish to exert a certain degree  
of editorial monitoring in order to guarantee the quality of our metadata. 
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Existing processes that already automatically generate metadata also fell outside the scope of this exploration. This 
refers to, for example, the processing of born digital publications and digitised material that generates various types 
of metadata, such as technical (i.e. file format, check value) and administrative metadata. 

We looked at which types of metadata could be generated automatically and which cannot, such as links with a 
thesaurus, annotation and administrative data. We describe the results of this research in the following chapter. 
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The first exploration that we conducted ourselves was focused on  
subject cataloging by means of the automatic assignment of keywords. 
For this exploration we used the Brinkman subjects. At present Brinkman 
subjects are assigned manually. A cataloger has the publication on his 
or her desk and makes an assessment of the keywords to be assigned. 
Because we also increasing have these publications in fully digital  
formats, we investigated the extent to which we could train the  
computer to make automatic suggestions for these types of Brinkman 
subjects, referred to by the research team as “Brinkeys”. 

AUTOMATIC  
ASSIGNMENT 
of keywords

Results:
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ICT With Industry Workshop
We took the first steps towards this during the ICT with Industry Workshop in January 2019. This  
was a workshop organized by the Dutch Research Council (NWO, the Nederlandse Organisatie voor  
Wetenschappelijk Onderzoek) and held at the Lorentz Center in Leiden, where private sector and civil 
society organisations met to work out a case in collaboration with academic partners.43 The team of 
researchers working on the KB case had a variety of backgrounds and areas of expertise, and varied in 
level from Master’s students to senior researchers. Iris Hendrickx, a researcher affiliated with  
Radboud University in Nijmegen, was the academic leader of the project. The results that we describe 
in this chapter are based on the report that the team drafted after the conclusion of the workshop.44 

Our goal for the week was to explore various methods for the automatic allocation of keywords to  
digital publications. Because we worked with publications outside the walls of the KB, National Library 
of the Netherlands, we experimented with dissertations issued as open access publications and saved 
in the KB’s Digital Depot. Because we had difficulty extracting the publications from the Digital Depot, 
with the permission of the university libraries we reacquired the dissertations from the digital archives 
of the relevant universities: Groningen, Delft, Rotterdam, Leiden, Utrecht and Wageningen. There was 
also metadata available from these sources, albeit of extremely varying nature and quality. 

ICT with industry workshop participants from left to right: Martijn Kleppe (KB), Rob Koopman (OCLC Research), Karin Goes (VU),  
Shenghui Wang (OCLC Research), Areumbyeol Kim (VU), Myrthe Reuver (Radboud Universiteit), Iris Hendrickx (Radboud Universiteit),  
Sara Veldhoen (KB), Alex Brandsen (Universiteit Leiden), Hugo de Vos (Universiteit Leiden), Sepideh Mesbah (TU Delft), Hugo Huurdeman 
(UvA), Richard Zijdeman (IISG).
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Challenges
Being able to work with this data presented a number of challenges:

• The linking of the resource descriptions from the GGC to the dissertations was no 
simple task, because based on the data sources a va¬¬riety of identifiers had been 
assigned (i.e., titles and codes). Where known, we used the ISBN, and where this 
was unknown we used the author’s name (surname) in combination with the title. 
For these latter two identifiers we used “string distance”, because the lexical  
comparison is prone to causing errors as a result of special characters, accent 
marks, etc.

• While some of the dissertations were in Dutch, for the most part they were  
written in English, and this presented a problem in that the Brinkman subjects  
are in Dutch. A great deal of time and effort went into translating the terms and title 
words in an attempt to resolve this.

• The Brinkman subjects are, in principle, hierarchical, which is a usable  
characteristic for automating subject interfacing. However, the depth of the  
hierarchy was extremely unreliable, as the visualization below shows.

• A link was made between the Brinkman subjects and Wikidata, because the latter 
exhibited more connections between the subjects and additionally is available in 
multiple languages.

Visualization hierarchy 
Brinkman keywords
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Approach
Over the course of the week, a number of different approaches were tried. Firstly, to get an idea of how difficult the 
problem is, the “naïve” baselines were used; then, we investigated a number of more advanced methods, and finally 
we released two tools from external parties developed for this application onto the data. 

In the first naïve baseline, we looked at the lexical overlap between title words and Brinkeys. If there are any exact 
matches to Brinkeys in the title, these are identified as a subject or potential subject. To check this, titles in English 
have to be translated, because the thesaurus is in Dutch. Translating the titles for this was no easy task, and we were 
surprised to find it produced lower scores than expected. 

For the second naïve baseline, we looked at the lexical overlap between Unikeys (subjects as assigned by universities) 
and Brinkeys. Here again, we had to work with translations of English terms, and so we encountered the same  
problems and considerations that came along with that. This method scored lower than the previous method, which 
is in part explained by the fact that the Unikeys were not assigned according to a verified vocabulary. Additionally, it is  
likely that the cataloguers based themselves on the title, which would by definition lead to a high overlap.

The first method that we investigated was Naive Bayes, a simple machine learning algorithm that predicts a Brinkey on the 
basis of the words that appear in the title and/or a summary. In contrast to the other methods, this method always assigns 
exactly one object. This method produced very poor results and was quickly set aside in favour of the second method.

That second method was Word Embeddings, a fairly recent technology based on neural networks that places the  
meaning of words in a continuous virtual “vector space”. This allows you to search by word or text string for other words 
(in this case: Brinkeys) that are most related in terms of meaning. With a few adjustments, this works for multiple  
languages simultaneously, which allowed the English dissertations to be linked to the Dutch-language Brinkeys.  
This method produce promising results and there are a great many ideas for adapting it and investigating it further.

The third method was FastText: not specifically developed for this task but rather a general tool for the classification 
of texts.45 The input consisted of title, summary, Unikeys and the name of the institute where the research was carried 
out. This method scored fairly highly. 

 

The first tool that we investigated was Annif: an existing solution developed by the Finish national library.46 This tool 
offers the possibility to use your proprietary thesaurus of keywords.47  Under the hood we find a combination of  
existing modules for natural language processing and machine learning. These modules can be combined in  
various ways, and the tool also allows the use of your own thesaurus as a list of possible subjects. We ran this tool 
on our data set with TF-IDF48 as weighting factor and using Snowball.49 As input, we entered the title and summary (if 
available) of each dissertation to produce ten subject predictions on the basis of the input. Doing this, the scores did 
not come out particularly high, but that could improve significantly with the input of more data and experimentation 
with other configurations. 

 

We also investigated Ariadne, a tool recently developed by the OCLC (Online Computer Library Center) for searching 
and interpreting bibliographical information on the basis of text characteristics.50 This approach achieved the highest 
scores (by far), although we still know fairly little about the exact methodology behind it and the material used to train 
the system.
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Results and demo
In order to demonstrate the results, the team built a demo that is available on the KB Lab: http://lab.kb.nl/tool/ 
brinkeys-tool. In the demo, you can drag an example dissertation to the “analysis box”, which will then display the 
Brinkman subjects that the system would assign to the dissertation and the Brinkman subjects actually assigned by 
the catalogers of the KB.
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Due to the explorative structure of the exploration, the results presented above cannot be interpreted in a definitive  
and unambiguous way; there were a great number of variations in the experiments. It is, however, clear that Ariadne 
performs particularly well. This is a tool specifically developed for this type of task, and additionally it was pre-trained on 
a large volume of academic literature. The disadvantage of this tool, however, is that unlike Annif it is not open source, 
which means we do not have enough of a grip on the details of its functioning and functionality. The FastText classifier 
also scored reasonably high, and can be used within Annif as an alternative backend. In any event, we can conclude from 
these high scores that it is certainly possible to automatically assign subjects in a meaningful way. 

We also evaluated the systems. This was generally determined on the basis of precision and recall.51 In this case our 
focus was on recall: if the system outputs a list of twenty possible Brinkeys, are the correct Brinkeys according to our 
thesaurus among them? We think that a system with a high recall can help the catalogers to find the right subjects 
fast. In addition, we also measure precision: suppose that a system assigns three subjects completely autonomously; 
how often are these assignments correct?

Method

Baseline 1 (overlap titel - Brinkey)

Baseline 2 (overlap Unikey - Brinkey)

Methode 1 (Naive Bayes classifier)

Methode 2 (Multi-lingual word embeddings)

Tool 1 (Annif)

Methode 3 (FastText classifier)

Tool 2 (Ariadne)

At1

16.9

11.6

3.5

16.7

24.8

40.3

56,9

At10 At20

Recall

At1

30.5

14

6.5

6.6

16.7

16.2

29.2

At3

Precision
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This initial exploration produced good results and valuable insight. However, 
we still have a long way to go before we arrive at a system that can be used in 
practice. In this chapter we identify the most important lessons from our  
exploration and the next steps.

NEXT STEPS
Lessons and  
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Data, data, data
The most important aspect of experiments like these is the data being used. We experienced this at 
various levels; firstly, in the availability of the training data. As already described, we obtained this 
through various sources, which entailed various challenges in the area of data harmonisation as well 
as in the creation of the test set. Because in the Netherlands there are multiple parties working on 
similar analyses of publications, for our language area it may be worth exploring the possibilities of 
the construction that HathiTrust in the USA offers.52 This group not only saves digital publications  
permanently, but also (through its research centre) makes them available for various applications  
relating to text and data mining.53 

DaAn additional factor was that the amount of data was fairly limited, certainly when you consider that 
there were over 2200 different Brinkeys assigned, some of which only appear very sporadically. Also, 
the workshop only involved the use of titles and summaries, and not yet the full text. We can see from 
the performance of Ariadne that there is certainly room to further develop the system.

Finally, the results were evaluated on the basis of correspondence to the subjects in the catalogue. 
It may be that another system would suggest different Brinkeys that are just as appropriate, or even 
more appropriate, to the dissertation. To analyse this, we would ideally want to have a number of ex-
perts look at a number of these lists in order to further refine the training material.

Further action
On the basis of these lessons, we are currently working on a number of potential follow-up steps. 
Firstly, we are exploring Annif’s potential with other types of data. Annif’s advantages are that it is 
open source, combines multiple techniques, and has multiple applications. The results with disser-
tation texts were promising, but we do not yet know how this will work with other types of content 
This is why we are now looking at the results that Annif produces when we work, for example, with 
summaries or full texts of books. We are interested in whether the quality of the suggested Brinkman 
subjects improves when a complete book is analysed, or whether the analysis of a portion of a book is 
sufficient. 

Another direction we are currently looking at is the automatic addition of metadata to the texts on the 
website of the Digital Library of Dutch Literature DBNL.54 On this website you will find texts from Dutch 
literature, linguistics and cultural history from the earliest time to the present. The DBNL digitises 
texts at a very high level of quality; these texts are then incorporated in their entirety into an XML-TEI 
format, and have a margin of error of less than 0.005%. A great deal of attention is also being devoted 
to enriching the texts, which ensures good access. There are references to relevant information, such 
as information about authors, titles, place names and data. This manually added metadata can be 
used as training and testing material.
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In the next step of our exploration, we will assess the options for automatically assigning both content-related and 
structural metadata to these texts. For the content-related metadata we intend to use Named Entity Recognition to 
extract information from the texts. This information is then be linked to a thesaurus, taking into account multiple  
meanings (disambiguation) and spelling variants. The structural data relates to markers of structural elements such 
as headings, page numbers, poetry, tables, etc. With some titles (usually prose), the structure is clear, but this  
becomes somewhat more complicated with study books and periodicals. The question is whether we can  
automatically assign any or all of this type of information. 

With this exploration and future explorations we hope to boost knowledge on the potential and limitations of  
automated generation of metadata both now and in the near future. The principle here is that this should facilitate 
the work of catalogers, rather than fully replacing them. The human perspective, expertise and skill will remain  
necessary for guaranteeing the quality that we as the KB, National Library of the Netherlands represent. 
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