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This is my timey-wimey detector.
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Introduction

1.1 Accretion in Strong Gravity

Gravity is one of the four fundamental forces of nature. We can understand gravity in
the weak-field limit, that is, in flat and weakly-curved spacetime, with Newtonian and
post-Newtonian approximations. However, strong-field gravity is far more difficult to
examine, since it is not replicable within our solar system. In the general relativistic
framework, compact objects like black holes and neutron stars are dense enough to
significantly bend spacetime in their vicinity. To measure relative sizes for comparing
phenomena around neutron stars and black holes, we use the gravitational radius (r, =
GM/c?), alength unit that scales with the mass of the compact object. For a 10 Mg,
black hole, 11y = 14.7km; for a 1.4 My neutron star, 1ry = 2.1km. The strong-field
gravitational regime is invoked when an r, is within two orders of magnitude of the
size of the massive object (see Baker et al. (2015) for a comparison of tests in different
gravitational regimes).

Accretion is one of most efficient mechanisms with which to generate energy in
the universe. Low-mass X-ray binaries (LMXBs; Figure 1.1) are unparallelled labo-
ratories to probe accretion in strong gravity. In an LMXB, the compact object is in
a binary system with a low-mass stellar companion, and the companion overflows its
Roche lobe. The overflowing matter is gravitationally attracted towards the compact
object, but it has angular momentum. Since it cannot directly accrete, it forms a
disk around the compact object, which removes both energy and angular momentum
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and thus enables the matter to accrete. Most X-ray binaries are transients, and they
go into outburst, or periods of high activity and increased emission (by many orders
of magnitude). Outbursts tend to last weeks to months, and recurrence times are on
the order of years to decades. In outburst, there is a high mass accretion rate, and
viscous heating in the accretion disk causes the accreting plasma to glow brightly in
the X-rays as it falls down the potential well of the compact object. The X-rays are
dominated by emission processes from deep within the strong-field regime.

Companion star

Compact object

Figure 1.1: An artist’s illustration of an LMXB, with key components labelled. The low-mass
companion star is comparatively not luminous in X-rays, so we can assume that the observed X-
ray emission is coming from the accretion disk, hot inner flow/corona, and compact object (if it is a
neutron star). Image adapted from NASA /CXC/M. Weiss.

To all previous, existing, and planned X-ray telescopes, LMXBs appear as point
sources, since they are both very small and very far away. The inner part of the
accretion disk is less than or equal to nanoarcseconds in angular size, so spatial

resolution of the black hole event horizon or neutron star surface would require even

1

finer resolution.” Since we cannot directly image the inner regions of LMXBs to

study them closely, we turn to spectroscopy and timing to understand them better.

1For a 10 M black hole, its event horizon (2rg4) is ~30km, which at a distance of 6 kpc, would
have an angular diameter of ~ 1 picoarcsecond as seen from Earth. A canonical neutron star with
a diameter of 24km at the same distance would have an angular diameter of just less than a pi-
coarcsecond. For comparison, the Event Horizon Telescope will have an angular resolution of 25—
300 microarcseconds (Fish et al. 2016), which is ~ 10 million times larger.
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In the following sections, we will discuss phenomena and analysis techniques specific
to stellar-mass black holes and neutron stars.

1.2 Black Holes

Black holes are the most compact objects in the universe. Due to this compactness,
they significantly warp spacetime and play host to extremes of physics that are not
found elsewhere in the universe.

According to the No-Hair Theorem, the only observable properties an astrophysical
black hole can have are mass and spin (since electric charge would dissipate in an
astrophysical setting; Israel 1968; Misner et al. 1973). The event horizon of a black
hole is a mathematical surface, the size of which scales linearly with the mass of the
black hole for a given spin. Barring exotic theories like Hawking radiation (Hawking
1975), non-accreting black holes are not visible via electromagnetic radiation. In
order to study the motion of matter in the strong gravitational regime, we therefore
must observe black holes when they are actively accreting. As studied in astronomy
and astrophysics, black holes generally belong to one of two families, stellar-mass and
supermassive. In this thesis we consider stellar-mass black holes, which are the end
product of core-collapse supernovae of the most massive stars (initially 220 Mg). A
comparison of the known masses of stellar-mass black holes (and neutron stars) is
shown in Figure 1.2.

In the following sections we will review the spectral and timing properties of
accreting stellar-mass black holes.

1.2.1 Spectral properties

X-ray spectroscopy, in which we analyze the distribution of energies of the incom-
ing photons, has long been a tool to deduce the time-averaged (over an exposure)
physical properties of the system. Using X-ray spectroscopy, we can determine the
physical components in an LMXB (see Figure 1.1; for reviews, see Done et al. 2007
and Gilfanov 2010): i) a thermally-emitting, optically thick, multi-colour blackbody
accretion disk; ii) a hot Comptonizing region of optically thin thermal or non-thermal
electrons that up-scatter a source of seed photons; and iii) reflection of high-energy
photons emitted by the Comptonizing region that have been reprocessed by the ac-
cretion disk before reaching the observer. See Figure 1.3 for an example spectrum
with the three components labelled. Depending on the configuration of the Comp-
tonizing region, it is sometimes referred to as a hot inner flow if it is in the plane
of the accretion disk between the inner edge of the disk and the black hole, or as a
corona if it is halo-like above the disk and black hole. The most prominent spectral
signature of this reflection is the fluorescent iron line at 6.4-6.7 keV in the rest frame
(e.g., Ross & Fabian 2005; Miller 2007; Dauser et al. 2013). Due to classical Doppler
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Compact object masses (in M)

Known Neutron Stars #

Figure 1.2: An illustration of the known masses of stellar-mass compact objects. The merged
neutron star product is labeled with a question mark, since it is not presently known whether a
neutron star or black hole was formed. Image adapted from LIGO-Virgo/F. Elavsky /Northwestern
University.

boosting of the emission from azimuthal sections of the accretion disk, the iron line
has a double-horned profile in the spectrum. This profile is then redshifted by spe-
cial and general relativistic time-dilation effects and unevenly amplified in intensity
by relativistic beaming (Figure 1.4; see Reynolds & Nowak 2003 for a review). The
contribution from multiple radii in the disk smears the summed profile. The pre-
cise shape of the iron line profile imparts information like the size and location of
the Comptonizing region, the velocity, ionization, and gravitational redshift of the
material in the accretion disk, and the spin of the black hole.

General relativity predicts that the inner edge of accretion disk lies at the in-
nermost stable circular orbit (ISCO), which is 114 in the Kerr metric for a prograde
maximally rotating black hole, and 6,4 in the Schwarzschild metric for a non-rotating
black hole, and 9r, in the Kerr metric for a retrograde maximally rotating black hole
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Figure 1.3: An example (hard-state) energy spectrum of an accreting black hole LMXB in outburst.
The accretion disk multi-colour blackbody component, Comptonized component, and reflection com-
ponent are labelled. Image from Gilfanov (2010).

(Misner et al. 1973). In the systems we observe, the ISCO is likely somewhere in
between, depending on the spin of the black hole.

Over the course of an outburst, the energy spectrum of a black hole LMXB changes
(see, e.g., Miyamoto et al. 1991; Nowak 1995; Belloni 2004; Done et al. 2007; Belloni
2010). These different spectral states are classed as hard (when the spectrum dom-
inated by hard X-ray Comptonized emission), intermediate (both Comptonized and
soft blackbody emission), and soft (when the spectrum is dominated by soft X-ray
blackbody emission). As a further identifier, ‘high’ and ‘low’ are sometimes used,
referring to X-ray flux or count rate.

The hardness evolution is typically plotted in a hardness-intensity diagram (Figure
1.5), in which the hardness ratio (a ratio of the flux in a hard energy band to the
flux in a soft energy band) is plotted versus the X-ray flux or count rate in a broad
energy band. The outburst starts when the source rises out of quiescence into the
low-hard state, labelled ‘A’ in Figure 1.5. In the low-hard state, there is a low photon
count rate and the spectrum is dominated by hard Compton up-scattered photons.
The systems then evolve upward to the hard state (technically the high-hard state,
labelled ‘B’) , where spectral shape remains the same but the flux increases. Then
the system maintains roughly the same count rate, but the distribution of photons
changes dramatically through the hard- and soft-intermediate states (‘C’ and ‘D’,
respectively). This transition through the intermediate states to the soft state happens
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Figure 1.4: A diagram of the different effects on the iron line profile, shown versus the ratio of the
observed energy to the emitted energy. The two lines in the top three panels represent two different
disk radii. Image adapted from Fabian (2013).

on the order of days to weeks, and the transition is often not smooth, as evidenced
by the zig-zags between ‘C’ and ‘D’ in Figure 1.5. In the soft state (‘E’), the soft
X-ray emission from the accretion disk dominates the spectrum. Finally, while in
the soft state, the count rate decreases, and then the source moves back through the
intermediate states to the low-hard state at a lower overall count rate than in the rise.
Most outbursting black hole LMXBs follow similar tracks in the hardness-intensity
diagram.

The spectral evolution through the hardness-intensity diagram tracks the chang-
ing accretion flow. In quiescence, the hydrogen in the disk is not ionized, and there
is a low mass accretion rate. In a truncated disk scenario, the accretion disk would
extend inwards until ~10?-10*r,, and the region between the accretion disk and
compact object would have a geometrically thick, optically thin, hot inner accretion
flow (Esin et al. 1997; Frank et al. 2002; Done et al. 2007). Then to spur the source
into outburst, a disk instability mechanism occurs where cascading ionization of the
disk hydrogen increases viscosity, which thus drastically increases the mass accretion
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Figure 1.5: A hardness-intensity diagram of the black hole GX 339-4 during its 2012 outburst,
sometimes also called a ‘turtle head’ diagram. This data was taken using the RXTE PCA (see
Section 1.4.1 for more on RXTE). Five spectral states are labelled A-E, corresponding to the low-
hard (‘A’), high-hard or hard (‘B’), hard-intermediate (‘C’), soft-intermediate (‘D’), and high-soft
(‘E’) states. Observations from the soft-intermediate state of this outburst, near ‘D’, are used in
Chapter 2. Image adapted from Nandi et al. (2012).

rate and luminosity (Lasota 2001). While the system is in the hard state, the Comp-
tonization strongly dominates the spectrum, with little-to-no disk blackbody (Figure
1.6; e.g., Gierlinski et al. 1999; Garcia et al. 2015). Additionally, a reflection compo-
nent is often seen in the spectrum with a reflection fraction of ~0.2-0.3 (Garcia et al.
2015) to ~0.4-0.5 (Gilfanov et al. 2000). As the mass accretion rate increases, the
truncated disk scenario has the disk inner radius moving inwards towards the ISCO
(Done et al. 2007). In the intermediate states, the Comptonizing region dissipates
as the disk emission increases (e.g., Gierlinski et al. 1999). In the soft state, the
disk dominates the X-ray emission (Figure 1.6) and the inner edge of the disk is at
the ISCO. In the decline of the outburst, the disk emission and mass accretion rate
die down (and the inner edge of the disk possibly truncates), and the Comptonizing
region either re-forms or takes over again (Nowak et al. 2002). In the final low-hard
state, the Comptonizing region again dominates the X-ray emission.

Some black hole LMXBs have radio jets, which are collimated beams of relativistic
particles commonly observed via synchrotron emission in the radio to sub-mm bands
(see Fender et al. 2004 and Homan & Belloni 2005 for reviews). Black hole LMXBs
with jets are sometimes called ‘microquasars’. The jets are not constant, and their
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Figure 1.6: Example spectra in the hard state (blue) and soft state (red) from Cygnux X-1. Image
from Done et al. (2007), adapted from Gierliriski et al. (1999).

properties correlate with the spectral state of the black hole. In the hard state, the jet
is ‘on’ and the emission is persistent (e.g., Gallo et al. 2003). In the hard-intermediate
state, the jet enters the ‘ballistic’ regime, in which the emission is not constant and
the material in the jet is clumpy (see Fender et al. 2004 and references therein). Then,
in the soft-intermediate state, the jet turns off and no radio emission is detected (e.g.,
Fender et al. 2009). In the soft state, the jet is not present (e.g., Corbel et al. 2001).
Then in decline of outburst, the jet turns back on in the intermediate states, and
there is a strong jet again in hard state.

Since the jet occurs in both the rise and decline of the outburst but only in the
hard-intermediate and hard states, we infer that the radio jet does not correlate with
the count rate or luminosity (a proxy for the accretion rate), just the spectral state (a
proxy for the physical geometry of the system). Furthermore, the presence of the jet
correlates with the presence of stronger Comptonization in the spectral states, so it is
thought that the two could be physically connected. For example, the Comptonizing
region could be the base of the jet, as suggested by Markoff et al. (2005).

So, spectroscopy has informed a significant amount of what we know about the
time-averaged properties and physics processes of LMXBs. However, since traditional
X-ray spectroscopy only measures the time-averaged energy distribution of the ob-
served photons, it cannot probe rapid changes in these systems. As we will discuss
in the next section, there is rapid variability in the X-ray emission from black hole
LMXBs, and the variability also changes with outburst evolution.
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1.2.2 Timing properties

When actively accreting, the X-ray emission from black hole LMXBs can be highly
variable on a wide range of timescales (for reviews, see McClintock & Remillard 2006;
van der Klis 2006b). Timing analysis naturally gives the timescale of the variable emis-
sion, but it does not directly give the physical processes responsible for it. The timing
features in black hole LMXBs are low- and high-frequency quasi-periodic oscillations,
in addition to noise processes like observed Poisson noise and intrinsic broadband
noise. We use power spectra, the modulus squared of the Fourier transform of a light
curve, to assess the timing properties of a light curve. A power spectrum tells us the
amount of variability in a light curve at each Fourier frequency (see van der Klis 1989
for a detailed explanation of power spectral analysis). While technically the power
spectrum (or power density spectrum) represents the mean amplitude of variability
of the underlying process and the periodogram is the frequency distribution of the
variability that is measured with timing analysis, astronomers typically refer to the
measured frequency distribution itself as a power spectrum.

For an X-ray light curve z(t) expressed in counts per time bin, it has a Fourier
transform X (v) that can be computed by the discrete Fourier transform,

X, = xy exp (2wink /N) (1.1)
0

2

E
Il

for each frequency bin n and each time bin &, where the frequency in each frequency
bin f,, = n/(Ndt), N is the number of consecutive bins in the light curve, dt is the
sampling time step of the light curve, and n = 1,2,3,.., N/2. The power spectrum
P(v) is defined as

P(v)=|X()*| . (1.2)

The three normalizations for power spectra are absolute rms-squared, fractional rms-
squared, and Leahy (Leahy et al. 1983), respectively computed by

2dt

P(W)aps = P(v) X N (1.3)
P(1)rae = P(1) X N2<i’“;2 (1.4)
P()1eany = P(v) x (1.5)

N{x)

where (x) is the mean count rate of the light curve. Power spectra are typically
averaged over many sequential segments of a light curve to reduce the statistical
noise, and they can also be re-binned in frequency. The integral of the fractional
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rms-squared power spectrum (either over the whole set of positive Fourier frequencies
or over a smaller range of consecutive Fourier frequencies) is the variance. The square
root of the variance is the fractional rms (‘root mean square’), which measures the
overall amount of variability in a power spectrum in a given frequency range. For
more technical details of the mathematics of the power spectrum, we refer to van der
Klis (1989) and Uttley et al. (2014).
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Figure 1.7: Power spectra from different sources showing typical timing properties of a black hole
LMXB in outburst as it transitions through the spectral states in the first half of the outburst,
progressing left to right and top to bottom. As determined by the shape and rms of the noise in
Heil et al. (2015b), panels 1-7 are in the hard state, panels 8-11 are in the hard-intermediate state,
panels 12-15 are in the soft-intermediate state, and panels 16-18 are in the the soft state. There are
Type C QPOs in panels 8-11, and Type B QPOs in panels 13-15. Image from Heil et al. (2015b).

Quasi-periodic oscillations (QPOs) have been seen in the X-ray light curves of
accreting black holes and neutron stars since the mid 1980s (van der Klis et al. 1985).
QPOs from black hole binaries are broadly classed in two categories, low-frequency
(~0.1-30Hz) and high-frequency (2 100Hz). Low-frequency QPOs in black hole
LMXBs are further subdivided into three categories, based on their spectral and
timing properties: Type A, Type B, and Type C (Remillard et al. 2002; Casella
et al. 2005). Type A QPOs appear in the soft-intermediate and soft states with weak
broadband noise and with a very weak, broad QPO peak at around 8 Hz. Type B

10
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QPOs appear fleetingly in the soft-intermediate state, and have weak broadband noise
with a very strong QPO at around 6 Hz and relatively weak QPO harmonic. Type
C QPOs appear in the hard and hard-intermediate states, sit on top of a significant
broadband noise component, and have a QPO with a relatively strong QPO harmonic.
The Type C QPO centroid frequency tends to vary significantly over the frequency
range ~ 0.1-15 Hz, with the higher frequencies typically found in softer spectral states.
A diagram of characteristic power spectra throughout the spectral states in the first
half of an outburst is shown in Figure 1.7. Type Cs are the most common type of
low-frequency QPO detected, followed by some Type Bs and very few Type As (Motta
et al. 2015). Type B and C QPOs tend to be mostly comprised of medium-to-hard
X-ray emission (= 5keV). Type B QPOs are analyzed in Chapters 2 and 5.

Figure 1.8: An artistic depiction of an accreting black hole with a precessing hot inner flow. The
configuration of the hot inner flow relative to the inner accretion disk is shown at 0, 0.25, and 0.5 of
a QPO cycle (respectively, left to right). We see that the emission from the hot inner flow sweeps
around the inner accretion disk illuminating and heating it. Image adapted from ESA/ATG medi-
alab/A. Ingram.

High-frequency QPOs, which are found at frequencies above about 100 Hz, occur
at frequencies consistent with Keplerian motion at the inner edge of the accretion disk
(e.g., Remillard et al. 1999a,b; Strohmayer 2001; Kluzniak & Abramowicz 2001). In
black holes, high-frequency QPOs are not commonly observed and have historically
had rather poor signal-to-noise. The high-frequency QPOs that have been observed
are seen when the source is in the soft state (Belloni et al. 2012). Black hole high-
frequency QPOs are somewhat analogous to kHz QPOs in accreting neutron stars
(though not entirely; see, e.g., Motta et al. 2017), the latter of which are frequently
seen with high signal-to-noise in a variety of sources (discussed in more detail in
Section 1.3.2).

The most ubiquitous feature in a power spectrum of an accreting compact object
is flat Poisson noise. Poisson noise is due to the counting statistics of X-ray timing
observations. For a power spectrum with absolute rms-squared normalization, the
expected Poisson noise level is 2(z), for fractional rms-squared, the expected Poisson
noise level is 2/(x), and for Leahy normalization, the expected Poisson noise level is

11
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2. When plotted as power x frequency,? the Poisson noise has a power-law index of
+1. Poisson noise dominates the power spectrum at high frequencies.

Broadband noise, or band-limited noise, is weakly-peaked low-frequency intrinsic
noise (S 10Hz) that appears in the hard and hard-intermediate states. It was first
observed in the early 1970s and is often modelled with a broad Lorentzian (or combi-
nation of broad Lorentzians) and/or a broken power-law (Terrell 1972). Broadband
noise is most prominent in the hard and hard-intermediate states (see panels 1-12
in Figure 1.7) and is thought to be due to accretion fluctuations propagating inward
through the accretion disk (Lyubarskii 1997; Arévalo & Uttley 2006; Uttley et al.
2011; Rapisarda et al. 2016). There is also general low-frequency noise in the soft
spectral states that tends to be modelled with a power-law.

Low-frequency QPO models

The physical origin of low-frequency QPOs is unclear. Models of low-frequency QPOs
generally fall under one of two categories: intrinsic variability and geometric variabil-
ity.

Intrinsic models invoke an intrinsically quasi-periodic process causing overall lumi-
nosity variability in one or more spectral components. Examples of intrinsic models
include trapped oscillations in the inner accretion disk (Nowak & Wagoner 1991),
standing shockwaves in the accretion flow (Chakrabarti 1996), Rayleigh-Taylor grav-
ity waves in the inner accretion flow (Titarchuk 2003), or Comptonized oscillations
in the base of a jet (Giannios et al. 2004). Geometric models produce variations in
the observed luminosity due to geometric variations in the system. Two examples of
geometric models are general relativistic Lense-Thirring precession (Stella & Vietri
1998) and an oscillating shock causing a moving corona (Sukové et al. 2017). Often,
theoretical geometric models have a periodic geometric variation that is made to be
quasi-periodic in appearance due to accretion rate fluctuations.

Evidence points towards a geometric origin due to the dependence of QPO prop-
erties on geometric parameters of the system. Schnittman et al. (2006) found a cor-
relation between QPO amplitude and the inclination of the binary orbit with respect
to our line of sight for a sample of 7 sources with Type C QPOs. Larger studies of
this nature were carried out simultaneously by Motta et al. (2015) and Heil et al.
(2015a) and found a clear correlation between the QPO rms and the inclination of
the binary orbit with respect to our line of sight. Furthermore, van den Eijnden et al.
(2017) found a correlation between the sign of the energy-dependent QPO phase lags
and the binary orbit inclination. Interestingly, Type B and Type C low-frequency
QPOs show opposite trends in the QPO rms-inclination correlation, indicating that
they have different origins.

2Power x frequency is often plotted against frequency to make it easier to determine the relative
contribution of the variability at each frequency to the total variability in the light curve.
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One geometric model gaining traction is general relativistic Lense-Thirring pre-
cession of the entire Comptonizing region (Figure 1.8; Stella & Vietri 1998; Ingram
et al. 2009). Lense-Thirring precession, also known as frame dragging, is a conse-
quence of the Kerr metric, which describes the spacetime outside a rotating black
hole (see Misner et al. 1973). It arises when the orbital plane of a test particle orbit
is misaligned with respect to the spin axis of the black hole, and the orbital plane
precesses around the spin axis of the black hole. The frequencies for standard Lense-
Thirring precession of test particles in orbit at the inner edge of the accretion disk
around a stellar-mass black hole are marginally higher than the low-frequency QPOs
that are observed. However, in this model, the entire hot inner flow precesses like a
rigid body in and out of the plane of the accretion disk (Figure 1.8), which causes the
precession to occur at a lower frequency, matching the range of observed frequencies
of low-frequency QPOs. Hydrodynamical simulations have shown that this is possible
if the orbital axis of the inner accretion disk is misaligned with the spin axis of the
black hole Fragile & Anninos 2005; Fragile et al. 2016).

The most recent evidence of Lense-Thirring precession is a modulating iron line
energy, from a precessing hot inner flow reflecting alternately off the blue-shifted and
red-shifted sides of the accretion disk (Fragile et al. 2005; Ingram & Done 2012).
Ingram et al. (2016, 2017) applied this model to Type C QPOs, which have strong
harmonics, where the harmonic comes from the underside of the precessing flow illu-
minating the disk as well. In addition, Sobolewska & Zycki (2006), Axelsson et al.
(2014), and Axelsson & Done (2016) found via rms spectra that the Type C QPO
and its harmonic were originating from the Comptonized component (in Axelsson &
Done 2016, they found that the QPO and harmonic could be produced from differ-
ent parts of an inhomogeneous Comptonizing region). Finally, new simulations from
Liska et al. (2017) show that it is possible to get a precessing corona-like base of a
radio jet to give low-frequency QPOs in the X-ray light curve. This work, published
after Stevens & Uttley (2016), supports the physical interpretation in Chapter 2 that
a wobbling tall jet-like Comptonizing region could be responsible for the Type B QPO
we analyzed.

On the other hand, it might not be possible to have sufficient misalignment be-
tween the black hole spin axis and inner disk axis for Lense-Thirring precession to
occur with strong-enough modulation to generate QPOs in the X-ray light curves.
Much of the iron line spectroscopy and continuum fitting literature assumes that the
disk is not truncated in the hard state and extends inward to the ISCO, and that
the orbital plane of the disk is fully perpendicular to the black hole spin axis (e.g.,
Steiner et al. 2011). Likewise, Maccarone (2002, 2015) found that if there were a
misalignment when the LMXB formed, it would not last long-enough in the LMXB’s
lifetime to explain the number of observed sources with low-frequency QPOs.

Each model for the origin of low-frequency QPOs can predict QPO-phase-dependent
changes to the energy spectrum. In order to break degeneracies between QPO mod-
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els, we want to measure the spectral-timing behaviour of the QPO using a growing
arsenal of techniques.

1.2.3 Spectral-timing techniques

Spectral-timing analysis is a new pathway to understanding X-ray data that simulta-
neously examines its spectral and temporal properties to deduce underlying causal re-
lationships between different emitting components. The foundation of spectral-timing
analysis is in the understanding that photon arrival time and photon energy should
not be analyzed separately, since they are intrinsically connected by the underlying
physics. Since spectral analysis gives the physical process and timing analysis gives
the timescale, the combination can link the physical processes to timescales to better
understand the emission region. For a full description of spectral-timing techniques
with recipes and examples, see Uttley et al. (2014). Here we give a brief overview.

The cross-spectrum is a type of Fourier analysis that compares two light curves
and measures the components that are correlated between the two. On an intuitive
level, it finds the timescale(s) where two independent quantities  and y vary together.
For two independent X-ray light curves z(t) and y(¢) that have the Fourier transforms
X (v) and Y (v), the cross-spectrum C(v) is defined as

Clv) =XW)Y"(v), (1.6)

where * denotes the complex conjugate. The cross spectrum is complex, and thus
it has an amplitude and a phase at each Fourier frequency. The cross-spectrum
amplitude is the cross-spectral version of the power spectrum. It is computed as

A(v) = VRW)2 +1(v)?, (1.7)

where R(v) is the amplitude of the real component and I(v) is the amplitude of the
imaginary component of the cross spectrum C(v). It measures the amount of corre-
lated variability at each Fourier frequency. The cross spectrum is typically averaged
over segments, and can be binned in frequency (just as with the power spectrum).
The same normalizations from equations 1.3-1.5 can be applied to the cross spectrum
amplitude using \/(z)(y) as the mean count rate, where (r) and (y) are the mean
count rates of light curves z(t) and y(t), respectively. We note that the mean of the
Poisson noise in the cross spectrum is zero, since Poisson noise is by definition not
correlated between independent light curves, but the scatter on the Poisson noise does
contribute to the cross spectrum by a minor amount (Vaughan & Nowak 1997). For
an example of the cross spectrum amplitude, see Figure 4.3 in Chapter 4.

Lags, computed from the cross-spectrum phase, measure the frequency- and energy-
dependent phase shifts in the variability (Vaughan et al. 1994). Lag-frequency spectra
are measured between a soft and hard light curve. It measures the variability in the
hard light curve that leads or lags the variability in the soft light curve at each Fourier
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frequency. Lag-energy spectra are measured between a ‘reference’ light curve from a
broad energy band and ‘channel of interest’ light curves in many different narrow en-
ergy bands. It measures if the variability in each channel of interest leads or lags the
variability in the reference band, and has a spectral resolution corresponding to the
width of the channels of interest. The lag-energy spectrum gives indications of causal-
ity with respect to the coarse energy information and the amplitude of the time lag.
Non-monotonic structure in the lag-energy spectrum indicates that there is likely in-
teresting spectral-timing behaviour, such as spectral pivoting or phase shifts between
spectral components (as opposed to, e.g., a modulation in the overall flux normaliza-
tion). For example lag-energy spectra, see Figures 2.2, 4.4, and 5.4 in Chapters 2, 4,
and 5, respectively.

The rms spectrum measures the amount of variability in a light curve in narrow
energy bands (Revnivtsev et al. 1999). It indicates at which energies the variability
is strongest, and is best applied to signals that are thought to be from a changing
normalization of a single or unrelated spectral component(s). For examples of rms
spectra applied to low-frequency QPOs, see Sobolewska & Zycki (2006); Axelsson
et al. (2014); Axelsson & Done (2016). The covariance spectrum is the cross-spectral
counterpart to the rms spectrum (Wilkinson & Uttley 2009). It measures the ampli-
tude of correlated variability between a light curve from a narrow energy band with
a light curve from a broad ‘reference’ energy band. We note that the idea to use a
broad reference band for cross-spectra and cross-correlation (as used in Chapters 2, 4,
and 5) was first developed for covariance spectra. Yet more spectral-timing methods
include the Hilbert-Huang Transform to decompose a non-stationary time signal (e.g.,
Su et al. 2015) and spectral decomposition with principle component analysis (e.g.,
Koljonen 2015).

The culmination of spectral-timing analysis for periodic and quasi-periodic signals
is phase-resolved spectroscopy, in which the energy spectrum can be measured and
fitted at multiple phases across one period or cycle of variability. Phase-resolved
spectra can be more straightforward to physically interpret than the rms spectrum
or covariance spectrum, and makes use of both the amplitude and phase information.
For periodic signals coming from pulsars, phase-resolved spectroscopy can be done
by folding light curves on the period of the pulsation to build up an average pulse
shape. Such analyses, when applied to Fermi observations of gamma-ray pulsars,
broke degeneracies between models for pulsar emission and constrained the structure
of the magnetic field (Harding 2013). However, phase-resolved spectroscopy of QPOs
(quasi-periodic signals by definition) had been an unreachable goal, since they are not
coherent enough to phase-fold in the time domain. In Chapter 2, we introduce a new
technique for phase-resolved spectroscopy that we apply to low-frequency and kHz
QPOs in Chapters 2, 4, and 5. Our phase-resolved spectroscopy technique averages
the QPO signals in the cross-spectrum, so that the phases of the signals add while
the phases of the noise cancels. Two other techniques for phase-resolved spectroscopy
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of low-frequency QPOs are from Miller & Homan (2005) and Ingram & van der Klis
(2015). Miller & Homan (2005) combined spectra at the well-defined maxima and
minima of the QPO in the light curve. Ingram & van der Klis (2015) measured the
complex amplitude and phase of the QPO and harmonic in the Fourier transform of
the light curves in each energy channel and used this information to reconstruct the
energy-dependent QPO signal.

1.3 Neutron Stars

Neutron star LMXBs have many types of emission and variability that are similar
to those seen from black holes. However, there is an extra layer of complexity with
neutron stars, in that they have a surface.

Underneath the surface, neutron stars contain the densest form of matter known
to exist. Their average density is that of an atomic nucleus (~2.8 x 10'* gcm=3),
and given that they have a density gradient, their inner cores are up to an order of
magnitude denser than an atomic nucleus (Glendenning 2000; Camenzind 2007; Watts
et al. 2016). The regions inside a neutron star, moving radially inward, are the outer
crust comprised of an iron-rich lattice, an inner crust of neutron-rich atomic nuclei,
and a core likely comprised of superfluid neutrons with some superconducting protons
and relativistic electrons (Figure 1.9; Watts et al. 2016). The inner core composition
is unknown, with theories ranging from quark matter to various particle condensates.
Furthermore, neutron star matter is considered to be cold, since the thermal energy
of the particles is less than the Fermi energy (~ 30 MeV; Glendenning 2000). While
particle physics experiments like ALICE at CERN can probe some regimes of hot
dense matter, the cold supra-nuclear-density conditions inside neutron stars cannot
be re-created on Earth (Watts et al. 2016).

The holy grail of neutron star astrophysics research is to determine the equation
of state of the neutron star inner core. The equation of state of the cold matter in
neutron stars is expressed as a relation of pressure and density. Different neutron
star equations of state are classified as ‘soft’ or ‘stiff’, referring to whether they give
lower or higher pressure at a certain density, which then gives smaller or larger neutron
star masses, respectively, for a given radius. Since the pressure-density relation can be
derived by combining many mass and radius measurements of neutron stars, obtaining
constraints on the masses and radii will place limits on which theoretical equations
of state are plausible (see Lattimer & Prakash 2016 for a recent overview of realistic
neutron star equations of state).

To study the unique phenomena associated with neutron stars, we can analyze
the unique variability in X-ray emission from neutron stars, such as pulsations from
accretion onto the surface at the magnetic poles (see van der Klis 2000 for a review),
thermonuclear burst oscillations from a thermonuclear explosion of accreted material
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1| OUTER CRUST

2| INNER CRUST

Figure 1.9: An artistic illustration of the interior of a neutron star, with the outer crust, inner
crust, and core labelled. Image from Watts et al. (2016).

on the surface (see Galloway et al. 2008 for a review), millihertz QPOs from marginally
stable nuclear burning on the surface (see Bult et al. 2017 for a recent example), and
kilohertz QPOs from the ‘boundary layer’ accretion flow just above the surface or
inhomogeneities in the inner accretion disk (colloquially, ‘hot blobs’) orbiting the
neutron star (e.g., Wijnands et al. 2003).%> Thermonuclear burst oscillations and
kilohertz QPOs are explored in this thesis, and descriptions of each are provided in
the following sections.

1.3.1 Thermonuclear burst oscillations

When a neutron star is actively accreting, matter can accumulate on its surface.
Once the matter reaches a critical temperature and density, thermonuclear burning
(i.e., nuclear fusion) is triggered and the accreted surface layers ignite in an unstable
thermonuclear runaway (see Watts 2012 for a review). The thermonuclear burning
releases a significant burst of X-rays, and this scenario is called a Type I X-ray burst.

Some Type I X-ray bursts show oscillations in the light curve, the frequency of
which strongly corresponds to the known spin frequency of the neutron star, during
the rise and decay of the burst. A common theory (and the one assumed in this thesis)
is that the burst oscillations come from a ‘hotspot’ on the surface of the neutron star

3There are also low-frequency QPOs seen in neutron star LMXBs: horizontal branch oscillations,
normal branch oscillations, and flaring branch oscillations. There are many similarities between these
and black hole low-frequency QPOs; see, e.g., Motta et al. (2017) for a recent comparison.
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(e.g., Artigue et al. 2013). This hotspot is misaligned with the spin axis of the neutron
star, and the observed luminosity changes as the neutron star spins, which gives a
periodic light curve. This ‘lighthouse effect’ is also part of the mechanism behind
accreting X-ray pulsars. Since the X-rays emitted during the thermonuclear burst are
from the surface layers of the neutron star, the geometric parameters of the system,
including the neutron star’s mass and radius, are encoded in the burst photons (Watts
2012).

Burst oscillations can be modelled with ray tracing, in which the path of the
burst photons is computed through the curved spacetime around the neutron star
at sequential phases in the neutron star’s rapid rotation. Due to gravitational light-
bending, an observer at infinity is able to see roughly 3/4 of the neutron star surface
at once, so the hotspot is typically visible for the entire rotation. It is possible to
have an antipodal hotspot in the southern hemisphere of the neutron star, though in
Chapter 3 we only model one hotspot in the northern hemisphere. The shape of the
burst oscillation light curve is referred to as the ‘pulse profile’.

The first ray-tracing formalism for point-like emission from a Schwarzschild-metric
(i.e., non-rotating) neutron star is from Pechenick et al. (1983). This was built upon
by Miller & Lamb (1998) for a Schwarzschild metric with special-relativistic Doppler
effects, which arise from the rapid rotation of these neutron stars. Poutanen & Gier-
linski (2003) then used the ‘Schwarzschild+Doppler’ formalism with the Beloborodov
(2002) approximation for computing the photon trajectory, which improves computa-
tion time, and expanded the algorithm to include non-trivially-sized hotspots. Since
rapidly rotating neutron stars can become oblate in shape due to centrifugal forces,
and the effects of spin frequencies 2 300 Hz are evident in the shape of the pulse pro-
file, Cadeau et al. (2007) and Morsink et al. (2007) explored ray-tracing in an ‘oblate
Schwarzschild+Doppler’ framework. There are also some examples in the literature
of ray-tracing emission from neutron stars in non-Schwarzschild metrics, such as a
Kerr metric (Psaltis & Johannsen 2012) and a Hartle-Thorne metric (Baubdck et al.
2013). For more background on pulse profile simulations, see the introduction of
Stevens (2013). The Schwarzschild+Doppler and oblate Schwarzschild+Doppler ray
tracing formalisms are used in Chapter 3.

1.3.2 Kilohertz QPOs

Kilohertz (kHz) QPOs occur at frequencies ~400-1200 Hz (van der Klis et al. 1996b;
Strohmayer et al. 1996b; for reviews, see van der Klis 1998, 2000, 2006b). These
frequencies are the most rapid type of variability that has been observed in an LMXB.
kHz QPOs are most often seen in the soft and soft-intermediate spectral states (Motta
et al. 2017). In Fourier space, kHz QPOs are often double-peaked (e.g., van der Klis
et al. 1997; Méndez et al. 1998a), with the ‘upper’ and ‘lower’ kHz QPO exhibiting
different spectral-timing properties (e.g., Barret 2013; de Avellar et al. 2013; Peille
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et al. 2015; Cackett 2016). The frequencies of kHz QPOs are consistent with the
Keplerian velocity in the inner part of the accretion disk (Stella & Vietri 1999). This
region may be where the disk meets the neutron star surface in neutron stars with
weaker magnetic fields (< 101 G), or where the magnetic field truncates the accretion
disk in neutron stars with stronger magnetic fields (> 10'° G). As such, kHz QPOs are
a diagnostic tool for dynamical interactions between strong-gravity, strong magnetic
fields, a surface, and accretion flows.

Neutron stars rotate rapidly, but slower than the Keplerian velocity of the inner
disk edge. The boundary layer, where the inner accretion disk may meet the neutron
star surface, then corresponds to the region where matter slows down and hits the
surface of the neutron star. The emission from the boundary layer is spectrally mod-
elled as a thermal Comptonized component with a low-energy cutoff temperature tied
to an accretion-induced hot spot on the neutron star surface (not the temperature of
the inner disk) and a high-energy cutoff temperature at ~3keV (for a recent example,
see Armas Padilla et al. 2017). The lower kHz QPO may originate from the boundary
layer, as explored in Chapter 4.

1.4 X-ray Observatories for Spectral-Timing

The efficacy of the methods we have described to study this plethora of exotic phe-
nomena in black holes and neutron stars is heavily dependent on the quality of the
data. Since these sources are very luminous when in outburst, background emission
(i.e., non-source emission in the field of view) is largely not an issue compared to
other fields in X-ray astronomy like quiescent compact objects or distant galaxies.
However, the more photons detected, the better the statistics are, so the best X-ray
instruments have a large effective area with which to collect photons. In order to
temporally resolve the most rapid variability, very fast time resolution of the detec-
tor is necessary. In terms of spectral range, it is necessary to cover both the soft
blackbody emission and the hard Comptonized emission, preferably with fine-enough
energy resolution around the iron line to characterize the shape of the line profile.
Finally, some outbursting sources get exceptionally bright, so the ideal detector will
be able to accommodate thousands of photons per second without losing spectral or
temporal resolution. In the following sections we highlight the best past mission,
best current mission, and best two future missions for spectral-timing observations of
X-ray binaries.

1.4.1 RXTFE

The Rossi X-ray Timing Explorer (RXTE) was launched by NASA in December 1995
(see Bradt et al. 1993). The most notable instrument for our research is the Propor-
tional Counter Array, or PCA (see Jahoda et al. 1996). The PCA was comprised of
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Figure 1.10: A photograph of the RXTE PCA as it was being assembled. Image from
NASA/GSFC.

five identical proportional counter units (PCUs) that were filled with xenon gas. The
five PCUs are visible in Figure 1.10 as the red vertical strips of instrumentation. The
PCA detected X-rays in the 2-60keV energy range with a best energy resolution of
1.08keV at 6keV. Since it was built as a timing instrument, its best possible time
resolution was 1 us, though the RXTE PCA data used in this thesis has a time reso-
lution of 122 us. The PCA had a total effective area of 0.65 m?, and held the title of
largest effective area in the 2-60 keV bandpass until the launch of AstroSat in Septem-
ber 2015 (for more on AstroSat, see Singh et al. 2014 and Yadav et al. 2016). Since
RXTE was used for spectroscopy as well as precise timing measurements, there were
two types of data mode: binned mode, which was used for spectra (i.e., Standard-2
data) and for timing of some very bright sources, and event mode, which was used
for timing.

RXTE has an extensive legacy in X-ray timing of both black holes and neutron
stars. Among the more than 2,100 papers from RXTE data during its lifetime alone,*
it enabled the discovery of kHz QPOs (van der Klis et al. 1996a; Strohmayer et al.
1996a; van der Klis et al. 1996b; Strohmayer et al. 1996b), accretion-powered millisec-
ond pulsars (Wijnands & van der Klis 1998a; Chakrabarty & Morgan 1998a; Wijnands
& van der Klis 1998b; Chakrabarty & Morgan 1998b), magnetars (highly magnetic
neutron stars; Ibrahim et al. 2002), and many stellar-mass black holes (McClintock
& Remillard 2006). After a very successful 16-year mission lifetime, RXTE was de-

4https://heasarc.gsfc.nasa.gov/docs/xte/whatsnew /xte_refereed _all.html
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Figure 1.11: A picture of NICER in action onboard the International Space Station. Image from
video by NASA /GSFC/K. Gendreau.

commissioned in January 2012. Chapters 2 and 4 use RXTFE PCA data, and Chapter
3 includes simulations that represent RXTFE-like data.

1.4.2 NICER

The Neutron star Interior Composition Explorer (NICER) is a soft X-ray mission
launched by NASA in June 2017, and is attached to an external module on the
International Space Station (see Gendreau et al. 2012, Arzoumanian et al. 2014).
The NICER X-ray Timing Instrument (XTI) has 56 concentrator optics (visible in
Figure 1.11) that direct the incoming X-rays onto the CCD detector. The XTT is
capable of detecting X-rays in the 0.2-12 keV band, with a minimum energy resolution
of 180eV at 6keV and 80eV at 1keV, from the 1,500 separate energy channels of
the CCD detector. The time resolution is an unprecedented 40 ns, and the effective
area is 0.23m? (about the same as two RXTE PCUs) at 2keV. Luckily, telemetry is
not a concern, so there are no separate data modes for the observations; the photon
count event lists have 40 ns time resolution and CCD energy resolution simultaneously.
Furthermore, NICER does not have pile-up issues, so it can observe bright sources,
such as MAXI J1535-571 (see Chapter 5) at 17,000 counts per second (Gendreau
et al. 2017).

NICER is a dedicated mission for studying neutron stars. Omne of its primary
science goals is to precisely measure the pulse profiles of persistent X-ray pulsars,
and use this to constrain the neutron star matter equation of state. This is very
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similar to what was described in Section 1.3.1, except for a difference in emission
mechanism. The other component of the mission, SEXTANT, is devoted to precisely
clocking X-ray pulsars for use in interplanetary navigation. In addition to the primary
science, there is a wide array of observatory science possible with NICER, made
possible by NICER’s energy range sampling the peaks of the accretion disk multi-
colour blackbody, neutron star surface blackbody and boundary layer, fine energy
resolution around the fluorescent iron line, all coupled with its truly remarkable time
resolution. Chapter 5 uses data from NICER taken in the autumn of 2017 to study
a luminous new black hole transient.

1.4.3 Future missions

Continuing with the trend of RXTE and NICER, the instrumentation goal of X-ray
telescopes for spectral-timing analysis is to have a larger effective area and higher
spectral resolution, without losing information due to pile-up distortions or through-
put limitations. One major proposed mission that ultimately did not go forward is
LOFT, the Large Observatory For X-ray Timing, which was an ESA M3 and M4
candidate (Feroci et al. 2012). LOFT brought together the study of neutron star
dense matter and accretion in strong gravity as the two primary science cases for an
8.5-10 m? X-ray observatory. While it did not pass the final down-select, much of the
instrumentation and analysis expertise from LOFT has laid the groundwork for the
currently proposed missions eXTP and STROBE-X. A common feature of eXTP and
STROBE-X are the large-area panels of silicon drift detectors for observing hard X-
rays that were pioneered for astrophysical use by the LOF'T team. Chapter 3 includes
simulations that represent eXTP- or STROBE-X-like hard X-ray data.

eXTP

The Enhanced X-ray Timing Polarimeter (eXTP) is a proposed mission to the Chi-
nese Academy of Sciences (Zhang et al. 2016). It grew out of partnering the previously
proposed Chinese mission XTP with some of the large-area panels and the wide-field
monitor from LOFT. The two instruments ideal for our applications are the Large-
Area Detector (LAD) and the Spectroscopic Focussing Array (SFA). The LAD would
be a hard X-ray detector in the range 2-30keV (possibly up to 80keV for bright tran-
sients) with an energy resolution of 250V at 6keV. It would have an effective area
of 3.4m? at 6keV, and a time resolution of 1 us. The SFA would be a soft X-ray
detector in the range 0.5-20keV, with 180eV energy resolution at 6keV. Its effec-
tive area would be 0.6 m? at 6keV and 0.9m? at 1-2keV, with 10 us time resolution.
Since the instruments would be pointing together, we would get simultaneous coverage
from both instruments for each pointing. The primary science case for eXTP heavily
emphasizes variability from accreting stellar-mass black holes and neutron stars.

In addition, eXTP has the Polarimetry Focusing Array (PFA), a gas pixel-based
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detector for linear polarization in the 2—10keV energy band. The time resolution of
the PFA is 500 us, and the effective area is 0.025m? at 2keV. While the research
in this thesis does not cover X-ray polarization, having spectral-timing-polarization
measurements opens up an entirely new axis of analysis.

STROBE-X

The Spectral- and Time-Resolved Observatory for Broadband Energy X-rays (STROBE-
X) is a proposed mission to NASA (Wilson-Hodge et al. 2017). It is currently un-
dergoing concept study in preparation for the NASA Astro2020 Decadal Survey. The
science case and instrumentation setup for STROBE-X comes from combining hard
X-ray LOFT panels with a ‘super NICER’ soft X-ray detector scheme.

Of the three instruments in the nominal configuration for STROBE-X, the Large-
Area Detector (LAD) and XRCA (X-Ray Concentrator Array) are best suited to
our research. The LAD would have 200-240 eV energy resolution across its 2-30 keV
bandpass. It would have an effective area of 7.6 m? at 10keV, and 10 us time reso-
lution. The XRCA would have an energy range of 0.2-12keV with 85-130¢eV energy
resolution, 100ns time resolution, and 3.4m? of effective area at 1.5keV. As with
eXTP, a large part of STROBE-X’s primary science case focuses on variability from
accreting stellar compact objects.

1.5 Outline of this Thesis

In Chapter Two, we introduce our new technique for phase-resolved spectroscopy of
QPOs and apply it to the Type B low-frequency QPO from the black hole GX 339—4.
This research shows how QPO-phase-resolved spectroscopy can provide a physical
interpretation for previously intriguing but unaccountable spectral-timing behaviour
in a very well-studied source, and start to break degeneracies between physical models
for low-frequency QPOs. The data for this chapter comes from RXTE observations
in 2010.

In Chapter Three, we simulate thermonuclear burst oscillation pulse profiles from
a neutron star and fit them with an evolutionary optimization algorithm for the first
time in the literature. This work shows how new-to-the-field optimization methods
are able to efficiently provide constraints in highly degenerate parameter spaces. The
simulations in this chapter represent LOFT /STROBE-X- and RXTE-quality data.

In Chapter Four, we apply our phase-resolved spectroscopy technique to the lower
kHz QPO in the neutron star 4U 1608-52. This proof-of-principle chapter shows that
kHz QPOs can be easily phase-resolved with our technique from Chapter 2. The data
for this chapter comes from RXTE observations in 1996.

In Chapter Five, we carry out spectral-timing analysis of the Type B low-frequency
QPO in the new transient black hole MAXI J1535-571. With this work, we showcase
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how momentous NICER’s capabilities are for spectral-timing of compact objects. The
data for this chapter comes from NICER observations in 2017.
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Abstract

We present a new spectral-timing technique for phase-resolved spectroscopy and apply
it to the low-frequency Type B quasi-periodic oscillation (QPO) from the black hole
X-ray binary GX 339-4. We show that on the QPO time-scale the spectrum changes
not only in normalisation, but also in spectral shape. Using several different spectral
models which parameterise the blackbody and power-law components seen in the time-
averaged spectrum, we find that both components are required to vary, although the
fractional rms amplitude of blackbody emission is small, ~ 1.4 per cent compared to
~ 25 per cent for the power-law emission. However the blackbody variation leads the
power-law variation by ~ 0.3 in relative phase (~ 110 degrees), giving a significant
break in the Fourier lag-energy spectrum that our phase-resolved spectral models
are able to reproduce. Our results support a geometric interpretation for the QPO
variations where the blackbody variation and its phase relation to the power-law are
explained by quasi-periodic heating of the approaching and receding sides of the disk
by a precessing Comptonising region. The small amplitude of blackbody variations
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suggests that the Comptonising region producing the QPO has a relatively large scale-
height, and may be linked to the base of the jet, as has previously been suggested to
explain the binary orbit inclination-dependence of Type B QPO amplitudes.
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2.1 Introduction

The origin of quasi-periodic oscillations (QPOs) in X-ray binaries is still an enigma.
They appear as Gaussian- or Lorentzian-shaped features in the averaged power spec-
trum of a light curve. QPOs in black hole X-ray binaries have been observed at
0.01 — 450 Hz, and are broadly classified into two types, low-frequency (LF; ~ 0.1 to
tens of Hz) and high-frequency (HF; ~ 100 Hz or more) (van der Klis 2005; Remillard
& McClintock 2006).

Due to the different timescales of variability, it is difficult to define a single mech-
anism responsible for the whole observed frequency range of QPOs. HFQPO frequen-
cies correspond to the dynamical timescale in the inner accretion disk of the X-ray
binary, which suggests that they are related to the Keplerian velocity of the accre-
tion flow (Strohmayer 2001; Kluzniak & Abramowicz 2001). LFQPOs correspond to
longer timescales, and have garnered explanations based on either a varying intrinsic
luminosity or a varying emission geometry. Examples of LFQPO physical models
include seismic oscillations in the accretion disk (Nowak & Wagoner 1991), shocks in
the accretion flow (Chakrabarti 1996), a precessing inner hot accretion flow (Stella
& Vietri 1999; Ingram et al. 2009), nodal modulation of dynamical disk fluctuations
(Psaltis & Norman 2000), gravity waves in the accretion disk (Titarchuk 2003), and
intrinsic variability in the base of a jet (Giannios et al. 2004).

In the past 10 years there has been increasing evidence suggesting that LFQPOs
have a geometric origin. Schnittman et al. (2006) found that for a sample of 10 sources
there is a clear correlation between binary orbit inclination and QPO amplitude, as
predicted by their precessing ring model (which was motivated by the first sub-QPO-
cycle spectroscopy by Miller & Homan 2005). This result was later expanded upon for
a much larger sample of observations by Motta et al. (2015), who determined that the
observed LFQPO amplitude has a statistically significant dependence on the orbital
inclination (see also Heil et al. 2015a).

Studying power spectra alone has not provided the ability to distinguish between
theoretical models. By combining energy spectral and timing information simultane-
ously so that spectroscopy can probe the QPO variability timescale, we are able to
look at the causal relationships between different spectral components and consider
whether the QPO is caused by accretion rate fluctuations or geometric changes. For
example, the precessing inner accretion flow model would give an observable phase re-
lationship between the blackbody and power law emission due to varying illumination
and heating of the accretion disk by the hot inner flow.

Previous spectral-timing methods used to study QPOs such as rms spectra (e.g.,
Sobolewska & Zycki 2006, Gao et al. 2014, Axelsson & Done 2016) found that the
power law component was likely responsible for the QPO emission. These methods
give the amplitude of variability as a function of energy, but do not incorporate
phase information about different energy spectral components. For broadband noise
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components, conventional cross-spectral lag studies are used to determine the phase
relationship as a function of energy and frequency (Uttley et al. 2011). However,
this type of signal is not appropriate for time-domain phase-resolved study, since
broadband noise is not coherent on any timescale. For periodic and quasi-periodic
variability, it is useful to attempt phase-resolved spectroscopy.

In this paper we introduce a novel spectral-timing technique for phase-resolved
spectroscopy of short-timescale variability, specifically applied here to Type B LFQ-
POs from the black hole binary GX 339-4. Type B QPOs are characterised by a low
level of broadband noise (correlated noise in the lowest frequencies of the power spec-
trum), so most of their variability power is contained in the QPO. This makes Type
B QPOs the cleanest QPO signal for our analysis. Our technique uses a combina-
tion of the cross-correlation function, energy spectroscopy, and simulated lag-energy
spectrum to find a model that can explain the data in both the energy and Fourier
domains. In the discussion we interpret our QPO-phase-resolved spectroscopy results
through the lens of a geometric precession LFQPO model, but we emphasise that
this model-independent technique can be used to test any physical model that pre-
dicts spectral changes on the variability timescale. We conclude with a discussion of
the results and their interpretation, with a forward look to how combining our new
technique with data from new missions will be able to further constrain models for
LFQPOs, which can constrain how matter behaves in strong gravitational fields.

2.2 Data and Basic Spectral-Timing Behaviour

GX 3394 is a black hole candidate X-ray binary (Hynes et al. 2003) with a black
hole of lower mass limit ~7 Mg (Munioz-Darias et al. 2008) and which may possess
near-maximal spin (Ludlam et al. 2015). The system also likely has a low binary orbit
inclination (~ 40°; Mufioz-Darias et al. 2013). The source exhibits X-ray variability
on a variety of timescales. In the 2010 outburst (Yamaoka et al. 2010), GX 3394 was
observed for some time in the soft intermediate spectral state, which showed strong
Type B QPOs (Motta et al. 2011).

2.2.1 Data

For this analysis we used data from NASA’s High Energy Astrophysics Science Archive
Research Center (HEASARC) taken with the Proportional Counter Array (PCA)
onboard the Rossi X-ray Timing Explorer (RXTE) in 64-channel event mode with
122 ps time resolution (E_125us_64M_0_1s).

The following filtering criteria were used to obtain Good Time Intervals (GTIs)
for analysis: Proportional Counter Unit (PCU) 2 is on, two or more PCUs are on, ele-
vation angle > 10°, and target offset < 0.02°. Time since the South Atlantic Anomaly
passage was not filtered on. The nine observation IDs with events fitting these criteria
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Figure 2.1: Power spectra in different energy bands, averaged over all available PCUs in the filtered
event-mode data. The energy bands used are 3 — 5keV (rms = 7.7%; mean rate = 1627.4ctss™1),
5 — 10keV (rms = 13.9%; mean rate = 872.3ctss™1), and 10 — 20keV (rms = 23.1%; mean rate
= 183.9ctss™1). The power spectra were geometrically re-binned in frequency with a binning factor
of 1.06. There is a Type B QPO with a centroid frequency veentroid =~ 5.2 Hz and a harmonic just
above 10 Hz. Individual observations have been shifted in frequency to correct for QPO centroid
variations, as explained in the text.

are: 95335-01-01-05, 95335-01-01-07, 95335-01-01-00, 95335-01-01-01, 95409-01-18-00,
95409-01-17-05, 95409-01-18-05, 95409-01-17-06, and 95409-01-15-06.

The data were initially binned to 7.8125ms time resolution (64 x the intrinsic
resolution of the data) and divided into 64s segments, giving 8192 time bins per
segment. After rejecting the segments with a negative integrated noise-subtracted
power (6 segments in total), there were 198 good segments of data over the nine
observations, or an exposure time of 12.672ks. Note that the Type B QPO appears
to sharply switch on and off on timescales of less than a few minutes (e.g., Belloni
et al. 2005 figures A.3 and A.4), so is not expected to always contribute to the light
curve, hence the segments with no detectable signal (and negative integrated power)
are discarded.
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2.2.2 Power spectra

We computed the average power spectrum in three energy bands (Figure 2.1) using
our own code.! The power spectra were geometrically re-binned in frequency with
a binning factor of 1.06. A power-law model of the noise level was fitted to the
higher frequency power of each spectrum (> 25Hz, by a chi-squared minimisation
with a Levenberg-Marquardt algorithm) then subtracted. There is a strong Type B
QPO with a centroid frequency Veentroid = 5.20 Hz (as determined by a chi-squared
minimisation of a Gaussian profile to the average power spectrum over all energy
channels) and a quality factor @ = 6.6 (Q = Veentroia/FWHM), and weak broadband
noise below 1 Hz. In the literature it is common to fit QPOs with a Lorentzian profile,
but since these Type B QPOs have a relatively smooth peak, they are better fit with
a Gaussian.

The QPO centroid frequency shifts slightly between observations (Veentroid ranges
from 4.87 Hz to 5.65 Hz). The frequency shift smears out the QPO signal averaged over
all observations, and thus reduces our signal to noise. To combat this, we artificially
shifted the QPO centroid frequencies obtained from each RXTFE ObsID to line up
at the centroid of the unaltered average power spectrum (5.20 Hz). To line up the
centroid frequencies, we kept 8192 bins for each segment of data but adjusted the
segment lengths, so that the width of the time bins dt changed. The segments were
adjusted by the same amount per observation. After adjusting, the average dt over all
observations is 8.153 ms, which gives a Nyquist frequency of 61.33 Hz and a Fourier-
space frequency resolution of 0.015 Hz, and changes the exposure time to 13.224 ks.
This adjustment has the same effect as the shift-and-add technique commonly used
when averaging multiple power spectra of neutron star kHz QPOs (Méndez et al.
1998a). The adjustment also corrects our phase-resolved analysis (in Section 2.3) to
ensure that we compare relative phases, allowing for more accurate phase-resolved
spectroscopy by forcing the same number of QPO cycles in one segment of data.

2.2.3 Lag-energy spectrum

We also compute a lag-energy spectrum for the QPO (by averaging the cross-spectrum
in the 4—7 Hz range), using our own lag spectrum code * following the outline in Uttley
et al. (2014). Using the same approach described in Section 2.3.2, we measure the
lags for event mode energy channels from PCU2, relative to a reference band which
includes the counts in the 3-20 keV range from all other available PCUs (excluding
PCU2). The lag-energy spectrum is plotted in Figure 2.2. Tt crosses the zero lag mark
(dashed line) at the average energy of the reference band variations. The negative time
lags denote the energy-dependent variations that lead the reference band variations,
and positive time lags denote the variations that lag the reference band.

1See Appendix 2A for URL.
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Figure 2.2: Time lag obtained from the cross-spectrum averaged over 4 — 7Hz, plotted versus
energy. The dashed line indicates no time lag with respect to the variability in the reference band.
Positive lags indicate energies which lag the reference band while negative lags lead the reference
band. There is a clear break in the slope of the lag-energy spectrum at around 6 keV. The PCA has
zero counts in detector channel 11 when in event-mode, hence the gap in the data at ~6.5keV.

A flat or smooth lag-energy spectrum would indicate a simple evolution of the con-
tinuum or one spectral component over the averaged timescale. However, in Figure
2.2 there is a bump or break at ~ 6 keV. This indicates a more complex spectral be-
haviour, such as a causal relationship between separate spectral components (Uttley
et al. 2011). Investigating the cause of this lag behaviour requires a more compre-
hensive analysis of individual energy spectra at different phases of the relative QPO
cycle, or phase-resolved spectroscopy.

2.3 Phase-Resolved Spectroscopy Technique

One of the ways to probe the physics and geometry of black hole binaries is via X-
ray spectroscopy. Traditionally this is done by analysing the mean spectrum of a
source over a set of observations, or per state of a transient outburst. However, even
looking at spectra per observation only shows the overall spectral trends, as these
timescales are much larger than those of the variability processes. A short segment of
data would be too noisy, due to insufficient counts, for drawing detailed conclusions
(see however Skipper & McHardy 2016 for a more general approach using short-
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term spectral variability). The most desirable solution is to carry out sub-variability-
timescale spectroscopy, or effectively phase-resolved spectroscopy for quasi-periodic
signals.

For periodic signals, one can do phase-resolved spectroscopy by phase-folding the
variations to stack the light curves (e.g., Wilkinson et al. 2011). However, this ap-
proach requires exactly periodic signals from sources with known ephemerides, which
is not appropriate for QPOs (quasi-periodic phenomena by definition).

Previous approaches for spectral-timing of QPOs have been carried out in the time
domain. Miller & Homan (2005) used a bright source to extract spectra at maxima
and minima of a QPO waveform in the broadband light curve. Recently, Ingram &
van der Klis (2015) developed a method to reconstruct a QPO waveform for relatively-
high-count-rate light curves per narrow energy band, then selecting different times in a
QPO cycle for all energy bands to create and compare energy spectra. These methods
yielded new discoveries, but are only applicable to bright sources with a well-defined
QPO waveform. Here, we develop a more general approach that gives some of the
benefits of phase-resolved spectroscopy without the requirements of a periodic signal
or high count rate, using the cross-correlation function.

2.3.1 Approximating phase-resolved spectra

Consider correlated light curves defined at every time £ with a sinusoidal modulation
at the same angular frequency w. A narrow energy band light curve z is determined for
every discrete energy E; with an energy-dependent amplitude a(E;) and phase 1 (E;),
while a reference band light curve y for a much broader energy range has amplitude
arer and phase . Both have noise components n(FE;) and nyef, respectively. The
light curves are then expressed as:

2 (Fy) = a(FB;) sin (wtg + ¢ (Ey)) + nk(E;) (2.1)
Yref k. = Qref sin (W tk + wref) + Nref k (22)

At the Fourier frequency corresponding to w, the cross spectrum C' with the reference
band for each energy channel is:

CEVL,FEf = A(El) AFEf €xXp (Z [¢(El) - ¢ref]) + Cnoise (23)

If the absolute rms-squared normalisation is used (e.g. see Uttley et al. 2014) the
Fourier amplitudes A(F;) and A,er scale with the rms values of the sine wave in
the energy channel and reference band. Note that a similar term is produced at the
corresponding negative frequency in the Fourier transform, which must also be kept for
the next step. The noise term is produced by the products of the Fourier transforms
of noise components with each other and with those of the sinusoidal signal.

The cross-spectrum is a Fourier pair with the cross-correlation function, or CCF,
so that if we inverse Fourier transform the cross-spectrum we obtain the CCF per
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time-delay bin 7; for each energy channel FE;:

CCFEi,ref(Tl) :-F_l (CE,i,ref) (24)
= a(E’L) Aref sin (UJ T+ [w(E’L) - 1l)rcf]) (25)
+ OCFnoiSC(Tl) (2.6)

After calculating the CCF, we normalise by the noise-subtracted integrated rms of the
reference band, to divide out the reference band normalisation a,.s. Thus, the CCF
of the signal component is of the same form as the energy-dependent and sinusoidal
original light curve of interest x, but with the phase defined as being relative to the
reference band. In this way, we can recover the phase-resolved energy dependent
signal.

The CCF of the noise component is statistically independent between time seg-
ments used to calculate the CCF, and has a mean of zero. Thus, averaging many
CCFs obtained from identical-length light curve segments can be used to suppress
the noise. However, it is important to bear in mind that the noise in the CCF is not
in general statistically independent between CCF time-delay bins, which complicates
the interpretation of the errors using our approach, as discussed in the next section.

The above demonstration is shown for sinusoidal signals, whereas the Fourier pair
of a QPO signal more closely resembles a damped sinusoid, so some caution needs to
be applied in interpreting the energy-resolved CCF in terms of phase-resolved spectra.
We therefore use this approach mainly as a guide to determine the best way to model
the energy-dependent QPO signal in terms of variable spectral components. However,
in Section 2.4.5 we show that we can independently re-create the conventional lag-
energy spectrum of the data by sinusoidally varying energy spectral parameters as
inferred from our CCF method, which suggests that our approach is valid for deriving
QPO phase-resolved spectra.

2.3.2 Cross correlation

Using the CCF we can isolate the characteristic QPO features in the time domain
by correlating with a higher count-rate light curve from a broad reference energy
band. By comparing different energy channels (“channels of interest”) with the same
reference band, we can connect the QPO’s relative flux changes using energy channel
resolution. The CCF gives the average QPO signal of a channel of interest correlated
with and relative to the reference band.

Central to this method is establishing narrow energy channels of interest and a
broad reference energy band, as outlined for cross-spectral analysis in Uttley et al.
(2014). For our RXTE PCA data, the channels of interest are taken from PCU2,
as it has a well-established calibration and is switched on for the greatest number of
observations. Since the data are filtered to have at least two PCUs on, the broad
reference band comes from any other PCUs that are on (i.e. excluding PCU2, so that
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Figure 2.3: The CCF in four energy channels (corresponding to 3.5, 6, 10.5, and 18 keV), normalised
to have units of count rate. The CCF has a larger amplitude in the lower energy channels, but the
lower energy channels also have higher mean count rates.

the reference band and channel of interest light curves are statistically independent).
The reference band corresponds to the energy range 3 — 20keV (absolute channels
6 — 48, inclusive); this range ensures plenty of photons for optimal signal-to-noise,
and fully covers the energy range used in spectral fitting in Section 2.4.3.

The time binning of the data is first adjusted per observation as explained in
Section 2.2.2, and the cross spectrum is computed per energy channel per segment of
data. Applying an inverse DFT to each cross spectrum yields the CCF in each channel
of interest per segment of data. The CCFs are then averaged together in the time
domain per energy channel over all segments. We then normalise the averaged CCF
by 2/(K oyef), where o.ef is the absolute-normalised integrated rms of the averaged
power spectrum of the reference band, and K is the number of time bins per segment
(as in Uttley et al. 2014). This gives the CCF units of count rate as deviations from
the mean count rate per channel of interest, and corrects for the mixed PCUs in the
reference band. The error is calculated for each time-delay and energy bin from the
standard error on the mean CCF in that bin.

The CCF in four energy channels is shown in Figure 2.3. Since cross-correlation
phase-locks the features of the signal in the channels of interest to the signal in the
reference band, it produces a relatively strong signal modulation, even with a relatively
low count rate in each energy channel.

This CCF phase-resolved spectroscopy technique does not make assumptions about
an underlying QPO waveform, and is applicable independent of the QPO emission
mechanism. Thus it is a powerful method to test physical QPO models that predict
specific spectral-timing behaviour. Since the reference band and channels of interest
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overlap in energy space and are taken simultaneously from independent detectors,
we assume that if a signal is present in the light curves, there will be some degree
of correlation between the channels of interest and the reference band. The Poisson
noise components are uncorrelated, so the resulting CCF contains the (correlated)
QPO signal, with less noise than the input light curves. Our technique yields a count
rate per energy channel in each time-dela