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Abstract
Three papers from different disciplines are analyzed

and a future research direction combining concepts
from these papers is proposed, merging ideas from Bi-
nary Security, Neural Network Security and Philosophy
of Science. 1

1 Summary of paper proposals
Stephens et al. [1] proposed Driller, in the context of

binary security. It is an Automated Binary Vulnerabil-
ity Excavation (ABVE) system, which combines previ-
ous techniques, namely, a genetic input-mutating fuzzer
and a selective concolic execution engine to identify
deep bugs in binaries, while avoiding the limitations of
each technique. It tries to avoid problems related to the
fuzzer’s need for input test cases and concolic execution
engines typically succumbing to path explosion. It can
detect any vulnerability that can lead to a program crash.
Additionally, it supports arbitrary vulnerability specifi-
cations and it does not require any input test cases.

Carlini and Wagner [2] proposed a new way of
evaluating the robustness of Neural Networks (NN) to
adversarial inputs, in the context of NN vulnerabil-
ity research. The authors developed new attacks and
demonstrated that every existing defensively secured
NN model was vulnerable to these new attacks. They
proposed that to evaluate the robustness of a secured
NN to adversarial inputs, designers should check for
two properties. They state that designers should check
whether the secured NN can resist a powerful attack.
Furthermore, they argue that designers should construct
adversarial inputs that break an unsecured model and
should show that these inputs fail to break the secured
model.

Herley and van Oorschot [3] proposed some ideas
to advance security research in a more scientific way.
They argue that many insights and methods from philos-
ophy of science remain largely unexplored in security
research. These include acknowledging the inductive
claim and deductive claim differences and stopping re-
lying on unfalsifiable claims, which are commonly used
to justify many defensive measures, without of evidence
of efficacy. Furthermore, they argue that security re-
search should bring theory into contact with observa-
tion, by performing experiments in the real-world, us-
ing full-stack solutions, as opposed to making claims
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about isolated theoretical components, while disregard-
ing their real-world implementations.

2 Critical examination
Driller [1] was proposed as the combination of two

existing techniques, a genetic input-mutating fuzzer and
a concolic execution engine, to avoid some limitations
with these techniques. Fuzzers typically suffer from the
need of defining input test cases. They can get stuck,
while going through input mutations, without identify-
ing new interesting execution paths. On the other hand,
concolic execution engines make use of program inter-
pretation and constraint solving techniques, for search-
ing an executable’s state space for vulnerabilities, which
does not scale well to large programs, because it leads
to a path explosion. Thus, the combination tries to
avoid the concolic execution succumb to path explo-
sion, while providing the fuzzer automatically with in-
put cases.

Rawat et al. [4] argued that Driller’s approach does
not scale well to large executables, weakening one of
fuzzing’s original strengths, scalability. They proposed
a different feedback loop, based on prioritizing deep ex-
ecution paths, when mutating inputs, avoiding the use of
symbolic execution. ”Model-based whitebox fuzzing”
[5] tries to improve on Driller by using information
about the input file format to guide the input mutations.
”Coverage-based Greybox Fuzzing” (CGF) [6] was pro-
posed as an approach that requires no symbolic execu-
tion, as opposed to Driller, working by random mutation
of inputs and selection of those that exercise interest-
ing paths. Shoshitaishvili et al. [7] proposed an extend-
able framework for systematized binary analysis, im-
plementing and combining several previous approaches,
including Driller’s.

Shoshitaishvili et al. [7] have pointed out that of-
ten the only feasible way to prove properties about the
code that is actually executed is binary analysis. Thus,
Driller could be used to check compliance to externally-
imposed safety regulations, by suitably changing its vul-
nerability definitions. Similarly, it could be used to
automatically check compliance with software quality
properties, in the context of Software Engineering [8].

While NNs have become increasingly effective in
several domains, such as image recognition, they are
still vulnerable to adversarial attacks. A measure
for characterizing how vulnerable a given NN is was
needed. NN robustness is as measure of how easy it is
to find adversarial inputs that are close to their original
input, while producing a different output. Previous mea-
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sures [9] proved not to be effective, as Carlini and Wag-
ner [2] developed new attacks which could break all ex-
isting defensive mechanisms, while suggesting that any
NN robustness measure should include the results of a
powerful attack, to evaluate the robustness of a secured
NN model directly. Furthermore, they argue that a NN
robustness measure should consider whether successful
attacks on an unsecured NN model are successful in the
secured one. Both defensive and offensive new secu-
rity research followed. Feature Squeezing [10] was pro-
posed for image classification, by reducing the color bit
depth of each pixel and by spatial smoothing, as promis-
ing defensive mechanisms for NNs. Region-based clas-
sification was proposed [11] to achieve higher NN ro-
bustness than point-based classification. Results from
Carlini and Wagner [2] were used to show that Google’s
Cloud Vision API is not robust to adversarial noise [12].

A NN robustness measure could be used to check
compliance to safety properties imposed by regulations.
Software Engineering could benefit from the inclusion
of NN robustness testing and measures, as part of devel-
opment processes [8].

A lack of scientific methodology in some security
advices makes them poorly effective [3], as they fre-
quently rely on unfalsifiable claims to justify many de-
fensive measures, without evidence of their efficacy. Se-
curity community members frequently ignore the dis-
tinction between inductive and deductive claims, and
improperly generalize theoretical security guarantees
over isolated components to real-world integrated full-
stack systems. A lack of training in experimental sci-
ence or scientific methods by these members was also
identified as a problem. NIST SP 800-63 [13] is com-
monly cited as the primary recommendation for com-
plex password composition policies, and for password
expiration policies. Science-oriented research has con-
tributed to the 2017 revision [14] of this recommenda-
tion, which withdrew support for both password poli-
cies. By comparing the recommendations with empir-
ical studies of real-world attacks, several researchers
concluded that both password policies did not provide
any real benefit [15, 16, 17].

Security community members would benefit from
more knowledge about the philosophy of science. This
would increase the probability of improving security re-
search outcomes in the real world, by performing em-
pirical studies, while opening the door for feedback and
model correction. Science itself is a real-world en-
deavor, open to attacks [18]. Incorporating a full-stack
of actors in the scientific endeavor models, while deriv-
ing new scientometric indicators from them, could be
an interesting possibility. These could include probabil-
ities of fraud, ghost-writing [19] and censorship. In yet
another field, economics, an empirical study, from as
early as 1956 [20], demonstrated that one of economic
theory’s basic assumptions, human rationality, did not

hold empirically. Feedback and model correction was
lost, as economics courses still assume human rational-
ity to be true [21, 22, 23].

3 Future research direction
Running an ABVE tool like Driller over full-stack

systems containing NN-based classifiers, could be a
promising approach for automatically searching for vul-
nerabilities in such systems, possibly increasing confi-
dence in their safety properties. This approach would
combine ABVE [1], NN robustness evaluation [2] and
full-stack testing [3].

The set of vulnerabilities supported by an ABVE tool
could be extended. New vulnerabilities could be de-
fined using a NN robustness measure, similar to the
one proposed by Carlini and Wagner [2]. Such measure
could be used to extend ABVE to the NN robustness
domain. An ABVE tool would be augmented with a
NN robustness measure (RNN ) calculation function and
its respective lower threshold (LT). These could then
be used to define a new known vulnerability condition,
RNN < LT for a given input. The tool would then
be able to search for such vulnerabilities in a given in-
put binary running a real NN-classifier, by varying the
inputs to this binary. These inputs could include, for
example, two images, which would be mutated by the
tool, until a vulnerability was found, as, for example,
when the images are very similar but produce different
NN-classification results.

Carlini and Wagner [2] define a NN-classifier analyt-
ically, as a mathematical function, and develop attacks
by solving optimization problems over an isolated NN-
classifier component. In a real-world scenario, however,
the NN will usually be just one of the components of a
larger system, running one or more real-world binary
executables. Herley and van Oorschot [3] suggested
that we should also evaluate these security properties
in a real full-stack integrated system. For example, if
we consider a self-driving vehicle [24], we should test
the whole integrated system. Both hardware and soft-
ware components should be included, such as front, rear
and side cameras in the mirrors, other sensors like Radar
and GPS, steering wheel controller, as well as the NN-
based image classification software. However, it is diffi-
cult to use ABVE in a full-stack scenario, because most
devices receive input from the real-world, such as the
cameras. Although we could try simulating the real-
world using additional devices, for example, placing
a screen in the front of the camera and controlling it
from the testing software, this does not seem to work
for ABVE, because there would still be variables out-
side the control of the binaries, such as the propaga-
tion of light between the screen and camera and image
capture inside the camera. An intermediate approach
could be to virtualize some of the vehicle’s hardware
and represent it as software. For example, the vehicle’s
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cameras could be virtualized as software components,
which could then be tested under an ABVE approach.
The ABVE tool could then be used, generating inputs
for the virtual cameras and trying to find NN robustness
measure-related vulnerabilities.

The set of vulnerabilities to be automatically tested
would grow, as new vulnerabilities were found, both
in the real-world and as well as in new theoretical re-
search. Compliance to safety properties imposed by
regulations could also be added. Finally, Software En-
gineering could benefit from considering including au-
tomated NN robustess evaluation as a step of a software
development life cycle [25], both in the context unit test-
ing, as well as in the context of integration testing [8].
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