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Abstract

It is a new theory based on an algorithmic approach. Its only element

is called nokton. These rules are precise. The in�nities are completely

absent whatever the system studied. It is a theory with discrete space

and time. The theory is only at these beginnings.
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1 Introduction

For centuries physicists unsuccessfully seek a theory that works everywhere.
Currently some theories are good candidates to see this search through, but
everyone knows there's still some way to go. As a computer scientist I was
tempted by a di�erent approach stemming my domain. Why not the universe
which we know is only a huge computer which works according to its own rules ?
The current document is an introduction certainly without revolutionary results
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Figure 1: Evolution of the position of a nokton

but at least describes a theory which works everywhere that I baptized nokton
theory.

The nokton theory is inspired by a computer operation where the core is a
simple program based on elements called noktons. At its start, the computer
loads a �nite number of noktons. Each Nokton has an initial state. Then in
every iteration its status evolves according to precise rules. There is a rule that
describes the evolution of the position, a rule that describes the evolution of the
speed ...

To illustrate an example of a evolution rule of the position, we are going
to imagine (in 2D) a nokton initially at a well de�ned position saying (X1, Y1).
In the next step, we assume that the evolution rule of position does not allow
to choose any position but one of the closest positions and equidistant. If
we suppose that the space is discreet with a step equal to 1, then the closest
positions and equidistant are (X1−1, Y1), (X1+1, Y1), (X1, Y1−1) et (X1, Y1+1).
Thus the nokton sees choosing one of the �ve positions (X1, Y1), (X1 − 1, Y1),
(X1 + 1, Y1), (X1, Y1 − 1) or (X1, Y1 + 1). But how choose one among these
positions. We add then a method of random choice. Let us say that this nokton
chooses the position :

(X1 − 1, Y1) with probability p−x

(X1 + 1, Y1) with probability p+x

(X1, Y1 − 1) with probability p−y

(X1, Y1 + 1) with probability p+y

(X1, Y1) with probability p0 = 1− (p−x + p+x + p−y + p+y)
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2 De�nitions and notations

Let be a number between 1 and 3. If this number is rational, then we can present
it accurately using a �nite number of bits (bits of information). If instead it is
irrational as

√
2 then it is impossible to present it with a �nite number of bits.

De�nition 1. A representable is a mathematical object such as exists an algo-
rithm which accurately gives that object in a �nite time.

De�nition 2. We give a list of n sets noted E1, E2...En. We note E the result
set of the Cartesian product of this list. For an element e ∈ E and an integer
1 ≤ i ≤ n, the the function projection γE(i, e) gives the i-th term of e.

De�nition 3. A charge is an element of the set Q = {Q−1, Q0, Q+1} where

• Q−1 is called negative charge.

• Q0 is called null charge.

• Q+1 is called positive charge.

De�nition 4. A nokton is a couple of the set N∗ × Q. The set of noktons is
noted M .

De�nition 5. For N ∈ N∗, a gross universe with width N is N -uplet of set
MN . The set of gross universes with width N is noted U∗N .

De�nition 6. A position is a triplet1 of the set Z3. The set of positions is
noted R.

De�nition 7. A pulse is a 6-tuple of the set Q6 such that the sum of these
terms is ≤ 1. The set of pulses is noted V .

De�nition 8. A status is couple of the set R×V . The set of all status is noted
S.

1The study of random walks shows that in a space of 1 or 2 dimensions, the probability of

return to the origin equal to 1 if the observation time goes to in�nity.
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De�nition 9. For N ∈ N∗, a status with width N is a N -uplet of the set SN .
The set of all status with width N is noted SN .

De�nition 10. For T ∈ N∗ and N ∈ N∗, a status with width (T,N) is a T -uplet
of the set STN . The set of all status with width (T,N) is noted ST,N .

De�nition 11. A unit displacement is a element of the set ∆ = {∆−x,∆+x,∆−y,∆+y,∆−z,∆+z,∆0}
where

• ∆−x is called unit displacement according to the negative X axis.

• ∆+x is called unit displacement according to the positive X axis.

• ∆−y is called unit displacement according to the negative Y axis.

• ∆+y is called unit displacement according to the positive Y axis.

• ∆−z is called unit displacement according to the negative Z axis.

• ∆+z is called unit displacement according to the positive Z axis.

• ∆0 is called null unit displacement.

De�nition 12. For N ∈ N∗, a displacement with width N is a N -uplet of the
set ∆N . The set of displacements with width N is noted ∆N .

De�nition 13. For T ∈ N∗ and N ∈ N∗, a path with width (T,N) is a T -uplet
of the set ∆T

N . The set of paths with width (T,N) is noted ∆T,N .

De�nition 14. For T ∈ N∗ and N ∈ N∗, a universe with width N is couple of
the set U∗N × SN . The set of universes with width N is noted UN .

De�nition 15. For T ∈ N∗ and N ∈ N∗, a window with width (T,N) is a
couple of the set UN × 4T,N . The set of windows with width (T,N) is noted
WT,N .
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3 Image

Given two integers T ∈ N∗ and N ∈ N∗.

De�nition 16. We de�ne the function image f as follows f : WT,N → ST,N .

In the following we give a universe ω = (µ, s) with width N and a window
Γ = (ω,Ω) with width (T,N) and we note :

• λ = f(Γ)

• γU = γUN

• γ4 = γ4N

• ϕ4 = γ4T,N

• γS = γSN

• ϕS = γST,N

3.1 Contributions

De�nition 17. For a charge q ∈ Q, the charge evaluation function c is de�ned
as follows :

c(q) =


−1 if q = Q−1

0 if q = Q0

+1 if q = Q+1

De�nition 18. For a nokton σ = (a, b) ∈ M , the function charge q is de�ned
as follows q(σ) = b.

De�nition 19. For a unit displacement δ ∈ ∆, the displacement function u is
de�ned as follows u(δ) = (ux(δ), uy(δ), uz(δ)) where

ux(δ) =


−1 if δ = 4−x
+1 if δ = 4+x

0 otherwise

uy(δ) =


−1 if δ = 4−y
+1 if δ = 4+y

0 otherwise

uz(δ) =


−1 if δ = 4−z
+1 if δ = 4+z

0 otherwise
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De�nition 20. For a status θ = (a, b) ∈ S, the function position ρ is de�ned
as ρ(θ) = a and the function pulse υ is de�ned as υ(θ) = b.

Given two integers 1 ≤ i ≤ N and 0 ≤ t ≤ T .

De�nition 21. For 1 ≤ t ≤ T , the function unit displacement ψ∆ is de�ned as
follows ψ∆(i, t,Γ) = γ4(i, ϕ4(t,Ω)).

De�nition 22. The function unit status ψS is de�ned as follows :

ψS(i, t,Γ) =

{
γS(i, s) if t = 0

γS(i, ϕS(t, λ)) otherwise

In the case where t = 0 we omit the argument Γ and we note ψS(i, 0,Γ) =
ψS(i, s).

De�nition 23. The function punctual position r is de�ned as follows :

r(i, t,Γ) = (x(i, t,Γ), y(i, t,Γ), z(i, t,Γ)) = ρ(ψS(i, t,Γ)) (1)

In the case where t = 0 we omit the argument Γ and we note r(i, 0,Γ) =
r(i, s).

According to this de�nition, and for 1 ≤ t ≤ T , punctual position can be
calculated as follows :

r(i, t,Γ) = ρ(ψS(i, s)) +

t∑
j=1

u(ψ4(i, j,Γ)) (2)

Given three integers 1 ≤ i ≤ N , 1 ≤ j ≤ N and 0 ≤ t ≤ T .

De�nition 24. The function di�erence d is de�ned as follows :

d(i, j, t,Γ) = (dx(i, j, t,Γ), dy(i, j, t,Γ), dz(i, j, t,Γ)) = r(i, t,Γ)− r(j, t,Γ)

In the case where t = 0 we omit the argument Γ and we note d(i, j, 0,Γ) =
d(i, j, s).

De�nition 25. The function total di�erence D is de�ned as follows :

D(i, j, t,Γ) =

{
1 if dx(i, j, t,Γ) = dy(i, j, t,Γ) = dz(i, j, t,Γ) = 0√
dx(i, j, t,Γ)2 + dy(i, j, t,Γ)2 + dz(i, j, t,Γ)2 otherwise

In the case where t = 0 we omit the argument Γ and we note D(i, j, 0,Γ) =
D(i, j, s).
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De�nition 26. The gravitational coupling functions g−x, g+x, g−y, g+y, g−z
and g+z are de�ned as follows :

g−x(i, j, t,Γ) =

{
1 if dx(i, j, t,Γ) > 0

0 otherwise

g+x(i, j, t,Γ) =

{
1 if dx(i, j, t,Γ) < 0

0 otherwise

g−y(i, j, t,Γ) =

{
1 if dy(i, j, t,Γ) > 0

0 otherwise

g+y(i, j, t,Γ) =

{
1 if dy(i, j, t,Γ) < 0

0 otherwise

g−z(i, j, t,Γ) =

{
1 if dz(i, j, t,Γ) > 0

0 otherwise

g+z(i, j, t,Γ) =

{
1 if dz(i, j, t,Γ) < 0

0 otherwise

In the case where t = 0 we omit the argument Γ and we note g−x(i, j, 0,Γ) =
g−x(i, j, s), g+x(i, j, 0,Γ) = g+x(i, j, s), g−y(i, j, 0,Γ) = g−y(i, j, s), g+y(i, j, 0,Γ) =
g+y(i, j, s), g−z(i, j, 0,Γ) = g−z(i, j, s) and g+z(i, j, 0,Γ) = g+z(i, j, s).

De�nition 27. The electric coupling functions e−x, e+x, e−y, e+y, e−z and
e+z are de�ned as follows :

e−x(i, j, t,Γ) =

{
1 if dx(i, j, t,Γ).c(q(γU (i, µ)))c(q(γU (j, µ))) < 0

0 otherwise

e+x(i, j, t,Γ) =

{
1 if dx(i, j, t,Γ).c(q(γU (i, µ)))c(q(γU (j, µ))) > 0

0 otherwise

e−y(i, j, t,Γ) =

{
1 if dy(i, j, t,Γ).c(q(γU (i, µ)))c(q(γU (j, µ))) < 0

0 otherwise

e+y(i, j, t,Γ) =

{
1 if dy(i, j, t,Γ).c(q(γU (i, µ)))c(q(γU (j, µ))) > 0

0 otherwise
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e−z(i, j, t,Γ) =

{
1 if dz(i, j, t,Γ).c(q(γU (i, µ)))c(q(γU (j, µ))) < 0

0 otherwise

e+z(i, j, t,Γ) =

{
1 si dz(i, j, t,Γ).c(q(γU (i, µ)))c(q(γU (j, µ))) > 0

0 otherwise

In the case where t = 0 we omit the argument Γ and we note e−x(i, j, 0,Γ) =
e−x(i, j, ω), e+x(i, j, 0,Γ) = e+x(i, j, ω), e−y(i, j, 0,Γ) = e−y(i, j, ω), e+y(i, j, 0,Γ) =
e+y(i, j, ω), e−z(i, j, 0,Γ) = e−z(i, j, ω) and e+z(i, j, 0,Γ) = e+z(i, j, ω).

Given three constants H ∈ Q, Hg ∈ Q and He ∈ Q where H is the constant
of contribution, Hg is the constant of gravitational coupling and He is the
constant of electric coupling.

De�nition 28. The functions partial contributions k−x, k+x,k−y, k+y,k−z and
k+z are de�ned as follows :

k−x(i, t,Γ) = H.

n∑
j=1

(Hg.g−x(i, j, t,Γ) +He.e−x(i, j, t,Γ)).dx(i, j, t,Γ)2/D(i, j, t,Γ)4

k+x(i, t,Γ) = H.

n∑
j=1

(Hg.g+x(i, j, t,Γ) +He.e+x(i, j, t,Γ)).dx(i, j, t,Γ)2/D(i, j, t,Γ)4

k−y(i, t,Γ) = H.

n∑
j=1

(Hg.g−y(i, j, t,Γ) +He.e−y(i, j, t,Γ)).dy(i, j, t,Γ)2/D(i, j, t,Γ)4

k+y(i, t,Γ) = H.

n∑
j=1

(Hg.g+y(i, j, t,Γ) +He.e+y(i, j, t,Γ)).dy(i, j, t,Γ)2/D(i, j, t,Γ)4

k−z(i, t,Γ) = H.

n∑
j=1

(Hg.g−z(i, j, t,Γ) +He.e−z(i, j, t,Γ)).dz(i, j, t,Γ)2/D(i, j, t,Γ)4

k+z(i, t,Γ) = H.

n∑
j=1

(Hg.g+z(i, j, t,Γ) +He.e+z(i, j, t,Γ)).dz(i, j, t,Γ)2/D(i, j, t,Γ)4

In the case where t = 0 we omit the argument Γ and we note k−x(i, 0,Γ) =
k−x(i, ω), k+x(i, 0,Γ) = k+x(i, ω), k−y(i, 0,Γ) = k−y(i, ω), k+y(i, 0,Γ) = k+y(i, ω),
k−z(i, 0,Γ) = k−z(i, ω) and k+z(i, 0,Γ) = k+z(i, ω).

De�nition 29. The function of total contribution k is de�ned as sum of the
partial contribution functions :

k(i, t,Γ) = k−x(i, t,Γ)+k+x(i, t,Γ)+k−y(i, t,Γ)+k+y(i, t,Γ)+k−z(i, t,Γ)+k+z(i, t,Γ)
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In the case where t = 0 we omit the argument Γ and we note k(i, 0,Γ) =
k(i, ω).

De�nition 30. The contribution function K is de�ned as follows :

K(i, t,Γ) = (k−x(i, t,Γ), k+x(i, t,Γ), k−y(i, t,Γ), k+y(i, t,Γ), k−z(i, t,Γ), k+z(i, t,Γ))

In the case where t = 0 we omit the argument Γ and we note K(i, 0,Γ) =
K(i, ω).

De�nition 31. The function partial pulses x−1, x+1, y−1, y+1, z−1, z+1 and
w0 are de�ned as follows :

x−1(i, t,Γ) = γV (1, υ(ψS(i, t,Γ)))

x+1(i, t,Γ) = γV (2, υ(ψS(i, t,Γ)))

y−1(i, t,Γ) = γV (3, υ(ψS(i, t,Γ)))

y+1(i, t,Γ) = γV (4, υ(ψS(i, t,Γ)))

z−1(i, t,Γ) = γV (5, υ(ψS(i, t,Γ)))

z+1(i, t,Γ) = γV (6, υ(ψS(i, t,Γ)))

w0(i, t,Γ) = 1−(x−1(i, t,Γ)+x+1(i, t,Γ)+y−1(i, t,Γ)+y+1(i, t,Γ)+z−1(i, t,Γ)+z+1(i, t,Γ))

In the case where t = 0 we omit the argument Γ and we note x−1(i, 0,Γ) =
x−1(i, ω), x+x(i, 0,Γ) = x+1(i, ω), y−1(i, 0,Γ) = y−1(i, ω), y+1(i, 0,Γ) = y+1(i, ω),
z−1(i, 0,Γ) = z−1(i, ω), z+1(i, 0,Γ) = z+1(i, ω) and w0(i, 0,Γ) = w0(i, ω).

De�nition 32. For 1 ≤ t ≤ T , the pulses images of a nokton are calculated
recursively as follows :

v(ψS(i, t,Γ)) =
v(ψS(i, t− 1,Γ)) +K(i, t− 1,Γ)

1 + k(i, t− 1,Γ)

Proposition 1. x−1(i, t,Γ)+x+1(i, t,Γ)+y−1(i, t,Γ)+y+1(i, t,Γ)+z−1(i, t,Γ)+
z+1(i, t,Γ) ≤ 1.
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Proof. We shall try to show by recurrence on t this proposal.
For t = 0, by de�nition x−1(i, 0,Γ)+x+1(i, 0,Γ)+y−1(i, 0,Γ)+y+1(i, 0,Γ)+

z−1(i, 0,Γ) + z+1(i, 0,Γ) ≤ 1.
For t ≥ 0,

x−1(i, t+ 1,Γ) + x+1(i, t+ 1,Γ) + y−1(i, t+ 1,Γ) + y+1(i, t+ 1,Γ) + z−1(i, t+ 1,Γ) + z+1(i, t+ 1,Γ) =

(x−1(i, t,Γ) + k−x(i, t,Γ))/(1 + k(i, t,Γ))+

(x+1(i, t,Γ) + k+x(i, t,Γ))/(1 + k(i, t,Γ))

(y−1(i, t,Γ) + k−y(i, t,Γ))/(1 + k(i, t,Γ))

(y+1(i, t,Γ) + k+y(i, t,Γ))/(1 + k(i, t,Γ))

(z−1(i, t,Γ) + k−z(i, t,Γ))/(1 + k(i, t,Γ))

(z+1(i, t,Γ) + k+z(i, t,Γ))/(1 + k(i, t,Γ)) =

(x−1(i, t,Γ) + x+1(i, t,Γ) + y−1(i, t,Γ) + y+1(i, t,Γ) + z−1(i, t,Γ) + z+1(i, t,Γ)+

k−x(i, t,Γ) + k+x(i, t,Γ) + k−y(i, t,Γ) + k+y(i, t,Γ) + k−z(i, t,Γ) + k+z(i, t,Γ))/(1 + k(i, t,Γ)) =

(x−1(i, t,Γ) + x+1(i, t,Γ) + y−1(i, t,Γ) + y+1(i, t,Γ) + z−1(i, t,Γ) + z+1(i, t,Γ) + k(i, t,Γ))/(1 + k(i, t,Γ))

However

x−1(i, t,Γ)+x+1(i, t,Γ)+y−1(i, t,Γ)+y+1(i, t,Γ)+z−1(i, t,Γ)+z+1(i, t,Γ) ≤ 1

Thus

x−1(i, t,Γ)+x+1(i, t,Γ)+y−1(i, t,Γ)+y+1(i, t,Γ)+z−1(i, t,Γ)+z+1(i, t,Γ)+k(i, t,Γ) ≤ 1+k(i, t,Γ)⇒

(x−1(i, t,Γ)+x+1(i, t,Γ)+y−1(i, t,Γ)+y+1(i, t,Γ)+z−1(i, t,Γ)+z+1(i, t,Γ)+k(i, t,Γ))/(1+k(i, t,Γ)) ≤ 1⇒

x−1(i, t+1,Γ)+x+1(i, t+1,Γ)+y−1(i, t+1,Γ)+y+1(i, t+1,Γ)+z−1(i, t+1,Γ)+z+1(i, t+1,Γ) ≤ 1

Proposition 2. For 1 ≤ t ≤ T , w0(i, t,Γ) = w0(i, t− 1,Γ)/(1 + k(i, t− 1,Γ)).
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Proof.

w0(i, t,Γ) = 1− (x−1(i, t,Γ) + x+1(i, t,Γ) + y−1(i, t,Γ) + y+1(i, t,Γ) + z−1(i, t,Γ) + z+1(i, t,Γ))

= 1− ((x−1(i, t− 1,Γ) + k−x(i, t− 1,Γ))/(1 + k(i, t− 1,Γ)) +

(x+1(i, t− 1,Γ) + k+x(i, t− 1,Γ))/(1 + k(i, t− 1,Γ)) +

(y−1(i, t− 1,Γ) + k−y(i, t− 1,Γ))/(1 + k(i, t− 1,Γ)) +

(y+1(i, t− 1,Γ) + k+y(i, t− 1,Γ))/(1 + k(i, t− 1,Γ)) +

(z−1(i, t− 1,Γ) + k−z(i, t− 1,Γ))/(1 + k(i, t− 1,Γ)) +

(z+1(i, t− 1,Γ) + k+z(i, t− 1,Γ))/(1 + k(i, t− 1,Γ)))

= 1− (x−1(i, t− 1,Γ) + x+1(i, t− 1,Γ) + y−1(i, t− 1,Γ) + y+1(i, t− 1,Γ) +

z−1(i, t− 1,Γ) + z+1(i, t− 1,Γ) +

k−x(i, t− 1,Γ) + k+x(i, t− 1,Γ) + k−y(i, t− 1,Γ) + k+y(i, t− 1,Γ) +

k−z(i, t− 1,Γ) + k+z(i, t− 1,Γ))/(1 + k(i, t− 1,Γ))

= 1− (1− w0(i, t− 1,Γ) + k(i, t− 1,Γ))/(1 + k(i, t− 1,Γ))

= w0(i, t− 1,Γ)/(1 + k(i, t− 1,Γ))

Proposition 3. For 1 ≤ t ≤ T , w0(i, ω) = 0⇔ w0(i, t,Γ) = 0.

Proof. Proof by recurrence for w0(i, ω) = 0 ⇒ w0(i, t,Γ) = 0. ∀ 1 ≤ t ≤ T
w0(i, t,Γ) = 0 ⇒ w0(i, 1,Γ) = 0 = w0(i, 0,Γ)/(1 + k(i, 0,Γ)), so w0(i, 0,Γ) =
0 = w0(i, ω).

Corollary 1. For 1 ≤ t ≤ T if w0(i, ω) 6= 0 then w0(i, t,Γ) 6= 0.

Proposition 4. For 1 ≤ t ≤ T if w0(i, ω) 6= 0 then w0(i, t,Γ) is decreasing.

Proof. For 1 ≤ t ≤ T , w0(i, t,Γ) = w0(i, t−1,Γ)/(1+k(i, t−1,Γ))⇒w0(i, t,Γ)/w0(i, t−
1,Γ) = 1/(1+k(i, t−1,Γ)) however k(i, t−1,Γ) ≥ 0 then 1/(1+k(i, t−1,Γ)) ≤ 1,
we deduct that w0(i, t,Γ) ≤ w0(i, t− 1,Γ).

De�nition 33. The mobility Θ is de�ned as follows Θ(i, t,Γ) = 1−w0(i, t,Γ).
In the case where t = 0 we omit the argument Γ and we note Θ(i, 0,Γ) =

Θ(i, ω).

Proposition 5. The mobility is increasing2.

Proof. Using the fact that w0 is decreasing we prove that Θ is increasing.

2The increasing of the mobility can be the key to the explanation for the accelerated

expansion of the universe.
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3.2 Probabilities

Given two integers 1 ≤ i ≤ N and 1 ≤ t ≤ T .

De�nition 34. The probability of displacement p∆ is de�ned as follows :

p∆(i, t,Γ) =



x−1(i, t− 1,Γ) if ψ4(i, t,Γ) = ∆−x

x+1(i, t− 1,Γ) if ψ4(i, t,Γ) = ∆+x

y−1(i, t− 1,Γ) if ψ4(i, t,Γ) = ∆−y

y+1(i, t− 1,Γ) if ψ4(i, t,Γ) = ∆+y

y−1(i, t− 1,Γ) if ψ4(i, t,Γ) = ∆−z

y+1(i, t− 1,Γ) if ψ4(i, t,Γ) = ∆+z

w0(i, t− 1,Γ) otherwise

De�nition 35. The window probability pλ is de�ned as follows pλ(Γ) =
∏N
i=1

∏T
t=1 p4(i, t,Γ).

Lemma 1. Given an integer n ≥ 1, E is �nite set and (pi)1≤i≤n is family of
functions from E to Q such ∀ 1 ≤ i ≤ n

∑
e∈E pi(e) = 1 then

∑
x∈En

n∏
i=1

pi(γEn(i, x)) = 1 (3)

Proof. We shall try to show by recurrence on n this lemma.
For n = 1

∑
x∈E

1∏
i=1

pi(γE(i, x)) =
∑
x∈E

p1(γE(1, x))

=
∑
e∈E

p1(γE(1, e))

=
∑
e∈E

p1(e)

= 1

For n ≥ 1, we de�ne the operator | which for an element y ∈ En and z ∈ E
gives the element x ∈ En+1 result of the concatenation to the right of the

12



elements y and z.

∑
x∈En+1

n+1∏
i=1

pi(γEn+1(i, x)) =
∑

y|z∈En+1

n+1∏
i=1

pi(γEn+1(i, y|z))

=
∑
y∈En

∑
z∈E

n+1∏
i=1

pi(γEn+1(i, y|z))

=
∑
z∈E

∑
y∈En

n+1∏
i=1

pi(γEn+1(i, y|z))

=
∑
z∈E

∑
y∈En

pn+1(γEn+1(n+ 1, y|z))
n∏
i=1

pi(γEn+1(i, y|z))

=
∑
z∈E

∑
y∈En

pn+1(γE(1, z))

n∏
i=1

pi(γEn(i, y))

=
∑
z∈E

pn+1(γE(1, z))
∑
y∈En

n∏
i=1

pi(γEn(i, y))

=
∑
z∈E

pn+1(γE(1, z))

= 1

Corollary 2.
∑

Ω∈∆T,N
pλ((ω,Ω)) = 1.

Proof. By using the lemma 3, by posing E = 4, n = N.T and we de�ne the
family of functions piT+j as follows :

piT+t(∆−x) = x−1(i, t− 1,Γ)
piT+t(∆+x) = x+1(i, t− 1,Γ)
piT+t(∆−y) = y−1(i, t− 1,Γ)
piT+t(∆+y) = y+1(i, t− 1,Γ)
piT+t(∆−z) = y−1(i, t− 1,Γ)
piT+t(∆+z) = y+1(i, t− 1,Γ)
piT+t(∆0) = w0(i, t− 1,Γ)

and the fact that p4(i, t,Γ) = piT+t(ψ4(i, t,Γ)), we prove the corollary.

4 Symmetries

Given two integers T ∈ N∗ and N ∈ N∗.

De�nition 36. A transformationζ is bijective function on the set WT,N .

ζ : WT,N →WT,N

13



De�nition 37. A transformation ζ is symmetric if and only if ∀ Γ ∈ WT,N

pλ(Γ) = pλ(ζ(Γ)).

De�nition 38. Given Γ a window with width (T,N ). A transformation ζ is
strongly symmetric if and only if ∀ 1 ≤ i ≤ N , ∀ 0 ≤ t ≤ T and ∀ Γ ∈WT,N we
have v(ψS(i, t,Γ)) = v(ψS(i, t, ζ(Γ)).

De�nition 39. A weakly symmetric transformation is a symmetric transfor-
mation which is not strongly symmetric.

Proposition 6. Given Γ = (ω,Ω) a window with width (T,N) and ζ a trans-
formation. We note ζ(Γ) = Γ

′
= (ω

′
,Ω

′
). If ∀ 1 ≤ i ≤ N , ∀ 0 ≤ t ≤ T we

have v(ψS(i, ω)) = v(ψS(i, ω
′
)) and K(i, t,Γ) = K(i, t,Γ

′
) , then ζ is strongly

symmetric transformation.

Proof. For t = 0, by hypothesis v(ψS(i, 0, (ω,Ω))) = v(ψS(i, ω)) = v(ψS(i, ω
′
)) =

v(ψS(i, 0, (ω
′
,Ω))) = v(ψS(i, 0, (ω

′
,Ω

′
))) = v(ψS(i, 0, ζ((ω,Ω)))).

For t ≥ 1, if K(i, t,Γ) = K(i, t,Γ
′
) then k(i, t,Γ) = k(i, t,Γ

′
). We have

v(ψS(i, t,Γ)) = v(ψS(i,t−1,Γ))+K(i,t−1,Γ)
1+k(i,t−1,Γ) = v(ψS(i,t−1,Γ

′
))+K(i,t−1,Γ

′
)

1+k(i,t−1,Γ′ )
= v(ψS(i, t,Γ

′
)) =

v(ψS(i, t, ζ(Γ))).

5 Observables

5.1 De�nition

According to the de�nition 35 a probability is associated with a window. By
consequence the terms of the image of a window are observed with a probability
equal to that of their window.

Given two integers T ∈ N∗ and N ∈ N∗.

De�nition 40. Given E and A two non empty sets. An observable ÂT,N is a
function from the set E ×WT,N to the set A :

ÂT,N : E ×WT,N → A

A is called the set of observable values.

For an observable value we can only calculate its probability. Given ω a
universe with width N and e an element of E, the function PÂ,T,N which gives
the probability of an observable value a is calculated as follows :
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PÂ,T,N (e, a) =
∑

Ω∈∆T,N

UE(ÂT,N (e, (ω,Ω)), a).pλ((ω,Ω)) (4)

where

UA : A×A → {0, 1}

(a1, a2) →

{
1 if a1 = a2

0 otherwise

If the set E contains only a single element then we omit to specify this
element. In this case the observable becomes a function from WT,N to A and
PÂ,T,N takes only a single argument.

Proposition 7.
∑
a∈A PÂ,T,N (e, a) = 1.

Proof. If we pose a′ = ÂT,N (e, (ω,Ω)) then
∑
a∈A UA(ÂT,N (e, (ω,Ω)), a) =∑

a∈A UA(a′, a) = 1. According to the de�nition 4 :∑
a∈A

PÂ,T,N (e, a) =
∑
a∈A

∑
Ω∈∆T,N

UA(ÂT,N (e, (ω,Ω)), a).pλ((ω,Ω))

=
∑

Ω∈∆T,N

∑
a∈A

UA(ÂT,N (e, (ω,Ω)), a).pλ((ω,Ω))

=
∑

Ω∈∆T,N

pλ((ω,Ω)).
∑
a∈A

UA(ÂT,N (e, (ω,Ω)), a)

=
∑

Ω∈∆T,N

pλ((ω,Ω))

Yet according to the corollary 2,
∑

Ω∈∆T,N
pλ((ω,Ω)) = 1, we deduce that from

it
∑
a∈A PÂ,T,N (e, a) = 1.

5.2 Classical observables

Given two integers T ∈ N∗ and N ∈ N∗, and a universe ω = (µ, s) with width
N. We give D and T two real constants and we note c = D/T . We also note :

• T̃ = {t ∈ N∗|1 ≤ t ≤ T}, Ñ = {i ∈ N∗|1 ≤ i ≤ N} and Ψ = Ñ × T̃ .

• ϑ = R3, ϑN = ϑN and ϑT,N = ϑTN .

• ϑ̄ = R, ϑ̄N = ϑN and ϑ̄T,N = ϑTN .

5.2.1 Observable position

De�nition 41. The observable position noted R̂T,N is de�ned as follows :
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R̂T,N : Ψ×WT,N → ϑT,N

((i, t),Γ) → R̂T,N ((i, t),Γ) = α

where γϑN
(i, γϑT,N

(t, α)) = r(i, t,Γ)D. We note r̂(i, t,Γ) = γϑN
(i, γϑT,N

(t, α)).
For �xed i and t we de�ne the observable punctual position noted r̂t,i as follows
:

r̂t,i : WT,N → ϑ

Γ → r̂t,i(Γ) = r̂(i, t,Γ)

5.2.2 Observable speed

De�nition 42. The observable speed noted V̂T,N is de�ned as follows :

V̂T,N : Ψ×WT,N → ϑT,N

((i, t),Γ) → V̂T,N ((i, t),Γ) = α

where γϑN
(i, γϑT,N

(t, α)) = r̂(i,t,Γ)−r̂(i,ω)

tT
. We note v̂(i, t,Γ) = γϑN

(i, γϑT,N
(t, α)).

It is easy to demonstrate that v̂(i, t,Γ) = r(i,t,Γ)−r(i,ω)
t c. For �xed i and t we

de�ne the observable punctual speed noted v̂t,i as follows :

v̂t,i : WT,N → ϑ

Γ → v̂t,i(Γ) = v̂(i, t,Γ)

If ϑ has the Euclidean norm. We de�ne the observable normalized speed
V̄T,N as follows :

V̄T,N : Ψ×WT,N → R
((i, t),Γ) → V̄T,N ((i, t),Γ) = α

where γϑ̄N
(i, γϑ̄T,N

(t, α)) = ‖v̂(i, t,Γ)‖. We note v̄(i, t,Γ) = γϑ̄N
(i, γϑ̄T,N

(t, α)).
For �xed i and t we de�ne the observable punctual normalized speed noted v̄t,i
as follows :

v̄t,i : WT,N → R

Γ → v̄t,i(Γ) = v̄(i, t,Γ)

Proposition 8. v̄t,i(Γ) ≤ c.
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Proof. We pose Γ = (ω,Ω). According to 1, r(i, ω) = ρ(ψS(i, s)), and according
to 2, r(i, t,Γ) = ρ(ψS(i, s)) +

∑t
j=1 u(ψ4(i, j,Γ)).

Thus v̂(i, t,Γ) = c
t

∑t
j=1 u(ψ4(i, j,Γ))⇒ ‖v̂(i, t,Γ)‖ = c

t‖
∑t
j=1 u(ψ4(i, j,Γ))‖.

Yet ‖
∑t
j=1 u(ψ4(i, j,Γ))‖ ≤

∑t
j=1 ‖u(ψ4(i, j,Γ))‖ and ∀j ‖u(ψ4(i, j,Γ))‖ ≤

1
then ‖v̂(i, t,Γ)‖ ≤ c

t .t⇒ ‖v̂(i, t,Γ)‖ ≤ c. Thus v̄t,i(Γ) ≤ c.

5.3 Observable particles

De�nition 43. A region Λ is a function from the set R3 to the set {0, 1}. The
set of regions is noted Λ̃.

Given two integers T ∈ N∗ and N ∈ N∗. We note T̃ = {t ∈ N∗|1 ≤ t ≤ T}
and Ψ = Λ̃× T̃ .

De�nition 44. We de�ne the observable negative particles P̂−T,N as follows :

P̂−T,N : Ψ×WT,N → N

((Λ, t), ((µ, s),Ω)) → P̂−T,N ((Λ, t), ((µ, s),Ω)) =

N∑
i=1

Λ(r̂t,i(((µ, s),Ω))).UQ(q(γU (i, µ)), Q−1)

De�nition 45. We de�ne the observable null particles P̂ 0
T,N as follows :

P̂ 0
T,N : Ψ×WT,N → N

((Λ, t), ((µ, s),Ω)) → P̂ 0
T,N ((Λ, t), ((µ, s),Ω)) =

N∑
i=1

Λ(r̂t,i(((µ, s),Ω))).UQ(q(γU (i, µ)), Q0)

De�nition 46. We de�ne the observable positive particles P̂+
T,N as follows :

P̂+
T,N : Ψ×WT,N → N

((Λ, t), ((µ, s),Ω)) → P̂+
T,N ((Λ, t), ((µ, s),Ω)) =

N∑
i=1

Λ(r̂t,i(((µ, s),Ω))).UQ(q(γU (i, µ)), Q+1)

6 Conclusion

The theory of the nokton is a new theory based on an algorithmic approach. We
gave de�nitions which seem to be important for pursuing this way of uni�cation
of the theoretical physics. The results were not numerous but if the approach
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is good, they should not delay. It is important to determine the three constants
H, Hg et He. In this case it is possible to compare this theory with the existing
theories and the experimental facts.

Can be the quest of the physicists will come to an end.
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