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Abstract—The focus of research into 5G networks to date
has been largely on the required advances in network archi-
tectures, technologies, and infrastructures. Less effort has been
put on the applications and services that will make use of and
exploit the flexibility of 5G networks built upon the concept of
software-defined networking (SDN) and network function vir-
tualization (NFV). Media-based applications are amongst the
most demanding services, requiring large bandwidths for high
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audio–visual quality, low-latency for interactivity, and sufficient
infrastructure resources to deliver the computational power for
running the media applications in the networked cloud. This
paper presents a novel service virtualization platform (SVP),
called 5G-MEDIA SVP, which leverages the principles of NFV
and SDN to facilitate the development, deployment, and opera-
tion of media services on 5G networks. The platform offers an
advanced cognitive management environment for the provision-
ing of network services (NSs) and media-related applications,
which directly link their lifecycle management with user experi-
ence as well as optimization of infrastructure resource utilization.
Another innovation of 5G-MEDIA SVP is the integration of
serverless computing with media intensive applications in 5G
networks, increasing cost effectiveness of operation and simpli-
fying development and deployment time. The proposed SVP is
being validated against three media use cases: 1) immersive vir-
tual reality 3-D gaming application; 2) remote production of
broadcast content incorporating user generated contents; and
3) dynamically adaptive content distribution networks for the
intelligent distribution of ultrahigh definition content. The pre-
liminary results of the 5G-MEDIA SVP platform evaluation are
compared against current practice and show that the proposed
platform provides enhanced functionality for the operators and
infrastructure owners, while ensuring better NS performance to
service providers and end users.

Index Terms—5G networks, network functions virtualiza-
tion, serverless computing, immersive media, remote production,
content delivery networks.

I. INTRODUCTION

AGREAT deal of work is currently underway to orga-
nize 5G technologies in supporting ultra-high-quality

streaming media and entertainment applications. In this direc-
tion, virtualization and flexible scaling of cloud resources and
Network Services (NSs), at both the network core and edge,
will be the key elements to reduce superfluous operational
expenses (OPEX) and lead to shorter time-to-market while
also lowering capital expenditures (CAPEX).

According to Cisco Visual Networking Index [1] by 2020,
over 75% of global mobile data traffic will be video content,
growing from 55% in 2015, and 7 trillion video clips will
be uploaded in 2020, translated into 2.5 daily video clips for
every person. In other words, media services require a high
consumption of computing and network resources due to strin-
gent Quality of Service (QoS) demands, imposing challenging
management scenarios of these resources.
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However, emerging issues for media services and applica-
tions are beyond capacity, latency and data rate, especially in
mobile environments. As representative examples the number
and diverse capabilities of end-user devices, the requirements
for anywhere and anytime availability and interaction between
users, focusing on gaming and immersive media applica-
tions, the development and deployment complexities related to
software and hardware heterogeneity, as well as the required
Quality of Experience (QoE) maintenance across the network,
are posing great challenges to delivering multimedia applica-
tions and services over 5G networks, as revealed by the EU
5G PPP Association [2].

Within the 3GPP RAN architecture, there is in 5G the
progress towards a Next Generation Core (NGC) [3]. Our
solution, is in the line of a further evolution required for true
flexibility in the 5G Core, and this is achieved by the adoption
of Software Defined Networking (SDN), Network Function
Virtualization (NFV), Network Slicing, and Cloud RAN.

Future 5G systems are intended to step beyond traditional
connectivity, orchestration and provisioning paradigms and
allow for the management of distributed networking, compute
and storage resources beyond proprietary equipment. Such
resources will be delivered on top of convergent technolo-
gies, exposing them on demand to third party application
developers and service providers, towards offering Anything
as a Service (XaaS). In this way, unique capabilities will
be unleashed to transmit high-quality video anywhere, store
content one-hop away from the (mobile) user to be con-
sumed anytime and use the computing capabilities of the
devices or cloud services to transcode contents (even real
time) and adapt them to the quality/size of the screen of any
device.

This paper presents and deals with the implementation
and tests of a novel Service Virtualization Platform (SVP)
architecture based on NFV and SDN to facilitate the devel-
opment, deployment and operation of media services on 5G
networks [4]. The main advancement from the architecture
perspective is the offer of an advanced cognitive manage-
ment environment catering for the automated provisioning of
NSs and media-related applications, and directly linking to
the lifecycle management with user experience as well as
optimization of infrastructure resource utilization. In addition,
the preliminary testing done presented in Section V validates
the advantages presented.

Another innovation offered by 5G-MEDIA SVP is the inte-
gration of serverless computing to media intensive applications
in 5G networks. The serverless approach increases cost effec-
tiveness of operation and greatly simplifies development and
deployment time for application developers.

Furthermore, the 5G-MEDIA network control solution
spans across the edge and core data centres of a 5G oper-
ator network, to allow the distribution of media content from
central production centres to end users and vice versa. The
media and network functions used in the implementation of the
various services elastically cross various anchor points to per-
sonal devices, both fixed (in the home) and mobile (while the
user is on the move in the 5G network). In addition, the plat-
form provides mechanisms to flexibly adapt service operations

to dynamic conditions and react upon events, for example to
transparently accommodate the automated scaling of service-
level resources, such as caches, transcoders and personalisation
servers, enable dynamic Virtualized Network Function (VNF)
placement to match migrating users and changing demand
patterns, etc.

The reminder of the paper is organized as follows. Section II
presents the related work, the architecture is presented in
Section III, in Section IV the application scenarios are
depicted, tests and results are shown in Section V and
Section VI concludes the paper.

II. RELATED WORK

There is a number of projects implementing and
evaluating aspects of the ETSI NFV Management and
Orchestration (MANO) [5] architecture and tools, mostly
based on the MANO framework for NFV proposed by ETSI
SONATA [6] and 5Gex [7] are developing MANO tools for
5G networks, extending ETSI MANO entities to accom-
plish their goals. CloudNFV [8] is an open platform for
implementing NFV based on cloud computing and SDN
and managing service-chaining structures based on network
resources and characteristics. OpenMANO [9] is providing
tools to interact with the compute and storage nodes in
the NFV Infrastructure (NFVI) to manage VNF functions
based on their performance and portability characteristics.
OPNFV [10] is another open source project, aiming to val-
idate multi-vendor, inter-operable NFV solutions. OPNFV
is an open source approach of the NFVI and Virtualized
Infrastructure Manager (VIM) components of the ETSI archi-
tecture, supported by many large companies worldwide. But
the orientation to media optimal delivery in flexible networks,
towards obtaining the best QoE in 5G networks, has not been
fully achieved. One of the problems in media, is the optimal
NFV placement.

Optimal placement of virtual functions in cloud computing
environments is a complex decision related to the bin-packing
problem which is known to be Nondeterministic Polynomial
hard (NP-hard) [11]. Many heuristics have been proposed and
most of them are based on greedy algorithms using simple
rules [12], [13]. More complex heuristics consider grouping
Virtual Machines (VMs) based on the complementarity of their
workload [14], [15]. More recently, sets of VMs are scheduled
on the infrastructure together, inducing additional constraints
to their placement. Examples of such VM set scheduling sit-
uations are described in [16], [17]. An additional degree of
freedom is introduced by VM live migration [18]. [19] pro-
poses a set of techniques for VM rescaling, replication and
live migration. Researchers have observed [20], [21] that VM
performance depends on the underlying hardware and this
must be accounted for an optimal placement. In literature,
isolated investigations have been performed towards situations
related to live migration, such as migration sequence planning
and bandwidth considerations [22]. In addition, many exist-
ing studies in service deployment and selection domains have
considered the trade-off between performance and deploy-
ment/transit costs [23]–[26].
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Fig. 1. High-level architecture.

III. ARCHITECTURE OVERVIEW AND COMPONENTS

5G-MEDIA
architecture is applying SDN and NFV concepts to

media applications to flexibly and dynamically embed them
as virtual network functions (VFNs) within the 5G networks
and cloud infrastructures. To ensure high performance lev-
els in terms of high bandwidth and low latency, the
media application functions are deployed close to traffic
sources and sinks, and the 5G-MEDIA MANO function
deploys smart algorithms for configuring network paths and
virtual slices to deliver the required network capacity and
performance levels at the network edge.
5G-MEDIA

architecture is delivering a SVP to orchestrate the deploy-
ment and scaling of the media applications, interacting auto-
matically with the underlying network for the dynamic control
of the network paths and forwarding graphs by applying
Machine Learning (ML) driven optimization techniques.

VNF are software implementations of network functions
that can be deployed on a NFVI. On the other hand, phys-
ical network functions (PNFs) are hardware boxes providing
specific functionality, such as a broadcaster’s transmission
equipment. While PNFs used to be the de-facto standard for
many decades, 5G networks bring VNFs as a means of flex-
ible deployment and upgradability of network functionality
compared to PNFs.

The high-level architecture description of the 5G-MEDIA
platform is shown in Fig. 1.

In a top-down perspective, the architecture defines three
layers of operations:

1. The development and service preparation and evaluation
layer, including the Service Development SDK, which
provides the means to service/apps developers and rest
stakeholders to develop, emulate and deploy VNFs/NSs
and access every exposed service by the SVP. The SDK
provides the set of open source tools for supporting the
rapid development of network applications (even on top
of already existing VNFs, stored in the 5G-MEDIA VNF
Repository) throughout the application/service lifecycle.
It consists of proofing and packaging tools as well as
emulator mechanisms to accelerate application develop-
ment and provides a testing environment to be utilized
prior to service deployment in the SVP cloud resources.
In the 5G-MEDIA architecture, one of the major project
innovations is the integration of the serverless comput-
ing approach, leveraging open source projects such as
OpenWhisk [27] (while also introducing enhancements
required to be the strict requirements of media appli-
cations). The main benefit from the integration of this
paradigm is that developers do not need to care about the
low-level details related to the infrastructure and opera-
tion specificities, thus drastically reducing development
time and maintenance effort. Similarly, another innova-
tion is the integration of unikernel packaging based on
Mikelangelo EU project [28], [29], resulting in smaller
footprint and safer VNFs compared to plain ISO, easily
managed by the developers thanks to DevOps.

2. The SVP layer that hosts the components related to
the Open Source MANO (OSM)-based MANO frame-
work (service and resource orchestrator, Infrastructure
Manager(s), Repositories, etc.), as well as com-
ponents of specific purposes, i.e., the 5G-MEDIA
Catalogue, the Media Service Monitor Analyse Plan
and Execute (MAPE) component and the 5G-MEDIA
AAA mechanism. The core component of 5G-MEDIA
SVP is the MANO framework. Adopting the archi-
tectural principles of OSM, MANO functionalities are
assigned over two main subcomponents in 5G-MEDIA
SVP, i.e., the NFV MANO Service Orchestration (SO)
and NFV MANO Resource Orchestration (RO). The
SO sub-component undertakes responsibilities of NFV
Orchestrator (NFVO) and VNF Manager (VNFM),
while also the control of the VNF/NS Repository &
Catalogue. The RO sub-component introduces a mod-
ular, customizable, and easily extensible plugin-based
architectural model able to interact with multiple Wide
Area Network (WAN) Infrastructure Managers (WIMs),
SDNs and VIMs, including those enabling Function as
a Service (FaaS) capabilities.

The 5G-MEDIA Catalogue, formally 5G Apps and Services
Catalogue, is a new functional element which is designed to be
NFV MANO platform-agnostic in terms of formats and syn-
tax for NS descriptors and VNF Package information model.
This catalogue uses a novel generalized and extendible format
for representing NSs and VNFs, and it is capable to onboard
NFV service elements from federated MANO systems (e.g.,
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to complement a domain’s catalogue of NSs and VNFs with
items made available by other federated domains), as well
as Mobile Edge Cloud (MEC) media applications and ser-
vices and other virtual applications such as SDN applications,
and functions implementing the FaaS paradigm (described in
Section III-A and III-D).

A major innovation is the development of the Media Service
MAPE component, which is composed of the Cognitive
Network Optimizer (CNO), the Monitoring service, the
Planning and the Execution services. The CNO Engine is
taking advantage of the cognitive control principles to estab-
lish a ML-enabled optimization environment that dynam-
ically establishes and updates the live VNF Forwarding
Graphs (VNFFGs). To achieve this, it is driven by the monitor-
ing service which aggregates various metric values of interest
from every running application NS and integrated infrastruc-
ture (e.g., NFVIs). Apart from the CNO engine, these values
are directly accessed through an open brokering system by the
visualization tools of the SDK, as well as every internal ser-
vice of SVP that may be interested in. The Planning service
consists of different optimization models and caching strate-
gies, linked with applications and tenants, supporting media
and entertainment applications and their proper placement in
NFVIs. Last, the Execution service triggers execution mech-
anisms according to the capabilities provided by OSM (i.e.,
scaling groups in NSDs) to enforce commands of the CNO
over the integrated NFVIs and live VNFFGs.

3. The physical layer which is composed of every cloud
computing, virtualization and other type of infrastruc-
ture is used to host instantiated VNFs/NSs and deliver
5G-MEDIA application services to the end users. The
purpose of the Core Network and the Edge environment
is three-fold: i) it provides sufficient resources to instan-
tiate VNFs (or part of them in the microservice-based
approach) that are used by multiple tenants or appli-
cations (e.g., virtual firewall), as well as application-
specific helper functions/components (such as rendering
and/or augmented reality servers), ii) it can be utilized to
allocate resources following the network slicing concept
in order to satisfy specific QoS/QoE requirements of
an application or security/privacy concerns of a service
provider, and iii) can be used to facilitate the deploy-
ment of legacy components and services especially those
instantiated on physical/specialized hardware (that is
indeed a reality in media and entertainment applications
development world). Several cloud-based edge networks
and cloud environments are connected to the SVP as
NFVIs allowing for the instantiation of network appli-
cations closer to the user (edge computing paradigm).

In the following subsections, the role and the
main (sub)components and services of 5G-MEDIA software
architecture are presented in more detail.

A. MANO Framework

As already mentioned, the 5G-MEDIA architecture lever-
ages on OSM [5] to meet the requirements of NFV/SDN
network, aligned with ETSI NFV model. Thus, the two main

subcomponents of MANO framework, shown in Fig. 1, are
the SO and RO, respectively. Besides those, 5G-MEDIA SVP
also introduces three other components, i.e., the 5G-MEDIA
Catalogue, the MEDIA AAA and the Media Service
MAPE. This paper focuses on the workflow and responsi-
bilities of the Catalogue and MAPE component, which play
a critical role in the SVP and are presented in the following
subsections, along with the integration of FaaS framework.

FaaS is a new form of container-based Platform as
a Service (PaaS) that is rapidly gaining momentum. Among
the main advantages of FaaS are a higher level of abstraction
offered to the application developers, significant cloud opera-
tional cost reduction thanks to a finer granularity of resource
allocation, instantaneous elasticity and a finer granularity of
billing.

FaaS paradigm is a compelling cost-efficient approach in
use cases when workloads exhibit high peak/average resources
consumption ratio and are inconsistent in the sense of compris-
ing unscheduled/unpredictable events requiring instantaneous
event handling.

The reason for that is that FaaS transfers the burden of
capacity planning for these types of workloads, which is a very
challenging task due to their volatility, from the application
owner to the FaaS cloud platform provider. The latter can han-
dle capacity planning task for FaaS more efficiently thanks
to statistical multiplexing naturally occurring on the shared
platform.

The SO sub-component performs all aspects of SO, includ-
ing VNF/NS lifecycle management and end-to-end, resource-
coordinated services execution in an otherwise dispersed NFV
environment. In particular, the SO is responsible for con-
structing a service chain based on the information included
in the corresponding NS Descriptor (NSD), such as the VNFs
and PNFs composing the media service and the Virtual Links
Descriptors (VLDs) which describe the resource requirements
needed for links between VNFs, PNFs and the endpoints of
the NS. In this line, the SO module supports the following
operations:

1. NS/VNF instantiation: deployment of NS/VNF
instances, according to the lifecycle events defined in
the corresponding NSDs/VNFDs.

2. NS/VNF configuration: modifications in the configura-
tion of NSs/VNFs through their descriptors. This can be
done either prior to the instantiation of a NS/VNF or as
an active process while the NS/VNF is running.

3. NS/VNF performance monitoring: Several different
performance’s metrics from the computing instances and
the network/virtual links (e.g., bandwidth, latency etc.),
as they are collected by the SVP monitoring module,
are provided to the SO to track critical Key Performance
Indicators (KPIs) and trigger corrective actions.

4. NS/VNF scaling: increase/decrease of the NSs/VNFs
instances according to the scaling policies defined
per NSDs and VNFDs. This may result to cre-
ation/termination of VNF instances or updating the
virtual links over them.

5. VNFFG updates: update VNFFGs based on
VNFFGDs and also recommendations provided by
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the Media Service MAPE CNO engine. This may result
to re-ordering VNF list and modifying traffic routes
over it.

The RO is responsible for managing and coordinating
resource allocations across multiple geo-distributed VIMs and
multiple SDN controllers. It exposes a northbound API to
communicate with the SO sub-component and provide a num-
ber of utilities for internal consumption. In line with the
specifications of OSM, the Resource Orchestrator adopts a plu-
gin programming model, which allows to add functionality
without modifying or having access to its source code. Each
plugin is responsible to connect the interface of the corre-
sponding entity with the RO. The four types of plugins that
are supported are:

1. VIM plugins: Each integrated VIM is responsible to
control and manage the compute, storage, and network
resources within one operator’s infrastructure sub-
domain. In 5G-MEDIA SVP, there may be multiple
VIMs where each one manages an individual infras-
tructure domain. Under this scope, each VIM interacts
directly with the corresponding NFVI domain to deploy
NSs therein and manage the available resources. Thus,
every VIM implementation should be able to maintain
an inventory of the physical resources and also keep
track of their utilization and their map to virtualization
resources. Apart from OpenStack and VMWare plug-
ins, which are already provided by OSM release 3 and
beyond, the 5G-MEDIA SVP can also interact with other
VIMs.

2. FaaS VIM plugins: FaaS VIM plugin is a specialized
VIM plugin that integrates serverless computing capa-
bilities into the 5G-MEDIA platform. In the platform
a a plugin to integrate FaaS model implemented by
OpenWhisk into the SVP is available.

3. SDN plugins: Each integrated SDN controller under-
takes the traffic/flow control throughout the underlying
network elements to enable intelligent and efficient
networking. 5G-MEDIA leverages on OpenDaylight,
ONOS and Floodlight plugins which are available by
the OSM stack [30].

4. WIM plugins: Each WIM plugin abstracts the interac-
tions between multiple WANs over which the VNFs/NS
may be instantiated. In particular, a WIM should imple-
ment the following functionalities related with the NFVI
connectivity services: i) Path computation according to
QoS input parameters; ii) Connectivity establishing over
the physical network; iii) North Bound APIs to be
used by the NFVO; iv) South Bound APIs/Drivers to
SDN Controllers in order to configure the underlying
network.

B. 5G-MEDIA Catalogue

The rational in introducing a novel 5G Apps and Services
Catalogue resides in the limitations that to date we can face
in operating on top of several State-of-the-Art NFVO cata-
logues: the high fragmentation in VNF Packages and NSDs
formats and contents as well as the poor support for package

Fig. 2. 5G Apps and Services Catalogue.

versioning affects, from the DevOps perspective, the possibil-
ity of realizing a cross-platform/cross-NFVO portable offer of
applications and services. At the same time, we can notice
a limited support for application specific configuration and
monitoring parameters, while preserving standards compliance
for NSD and VNFD. Different mechanisms and procedures
exist for the onboarding and management of descriptors and
images for VNFs (standard and FaaS), SDN Apps, MEC Apps,
etc. The catalogue brings a key set of features for suppling to
above reported limitations in state of the art:

• A standard, unified and extendable format for descriptors
and packages: VNF packages and VNFDs based on ETSI
GS NFV IFA 011 [31], ETSI GS SOL 004 [32], and
ETSI GS SOL OO1 draft [33]. MEC apps based on ETSI
GS MEC 010-2 [34] and NSDs based on ETSI GS NFV
IFA 014 [35] and ETSI GS SOL OO1 draft. The SDN
Apps modelling leverages on the outcomes from 5G-PPP
SELFNET phase 1 project [36].

• A standard aligned North-Bound Interface for NSD and
VNF Package Management (e.g., upload, fetch, update,
delete and query) based on ETSI GS SOL 005 (Os-Ma-
Nfvo reference point) [37].

• A set of MANO domain-specific translators from com-
mon to specific descriptors.

• Mechanisms for application/function images uploading
with reference to different targeted VIMs.

• A Notification Engine for discovering, advertising, pub-
lishing, and validating descriptors across catalogues from
different providers.

The high-level design of the 5G Apps and Services
Catalogue is depicted in Fig. 2. In particular, this modular
design enables a customizable deployment of the application
in terms of plugins instantiation and run time plugins config-
uration. In fact, the southbound interface of the Catalogue is
composed of different plugins capable of handling the trans-
lation of the generalized package/descriptor into the specific
format expected at the underlying orchestrator (both NFV
and SDN orchestrators could be supported) and actuating
onboarding/management operations on the target virtualization
platform. In particular, each MANO plugin includes:
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• a translation module responsible for translating the
generic descriptor in the format expected at the under-
lying MANO Service Orchestrator (e.g., packages com-
patible with the OSM information model specification),

• a set of VIM plugins (e.g., OpenStack plugin, OpenWhisk
plugin etc.), one for each VIM in the NFVI administrated
by the target MANO stack, for uploading images in the
VIM images’ storage,

• a MANO agent for collecting feedbacks about onboard-
ing and instantiation operations as well as for notification
about, for instance, new VIM instances or new capabili-
ties supported by the MANO framework.

The 5G App and Service Catalogue design foresees also
the implementation of a Notification Dispatch Interface for
sending service and application specific notifications to a set
of consumers listening on a notification bus. In 5G-MEDIA,
a specific consumer on the message bus is the MAPE
component, which retrieves application specific monitoring
parameters used to initiate monitoring jobs once the ser-
vice/application is instantiated through the MANO stack.

C. Cognitive Networking: Media Service MAPE

The MEDIA service MAPE (Monitoring, Analysis,
Planning and Execution [38] component has been designed to
deliver QoS-based control and management functionality for
5G media services. This goes beyond the orchestration logic
expected of standard MANO components and aims to provide
a set of tools and algorithms for the automated optimization of
network and computational resources, provisioning of dynamic
VNFFG adaptation, NS monitoring and QoS/QoE guarantees.
The main objectives of the Media Service MAPE are:

• To collect and store metrics about the status of infras-
tructure resources and the performance and behaviour of
NSs and media applications.

• To organize and harmonize collected metrics under
a common data model.

• To integrate ML and resource planning algorithms to
predict state and thus optimize the media applications and
the NFVI resources.

• To implement deployment and scaling directives to
MANO components to optimize resource management,
network performance and enforce QoE guarantees.

The reference control model for resource optimization and
dynamic VNFFG adaptation in 5G-MEDIA is shown in Fig. 3
and is based on the following five steps.

1. Monitoring and data collection: Information from run-
ning VNFs, the NFVI and networking environment is
gathered by the data collector.

2. Analysis and prediction: Monitored data is processed
by the ML engine to predict/forecast future trends in
user demand, network conditions and resource availabil-
ity. The intelligent forecasts become the input for the
policy/optimization component.

3. Resource allocation/planning: By deploying a range of
optimization techniques from traditional optimization
approaches based on linear programming or heuristics to
deep learning Artificial Intelligence (AI) algorithms, this

Fig. 3. Cognitive Network Optimization workflow in the Media Services
MAPE component.

component is responsible for devising a plan, based on
policies, to efficiently use resources in order to achieve
system goals. The 5G-MEDIA SVP implementation
foresees four different cases for optimization algorithms
with different targets:

a. Service placement optimization to determine which
NFVI instance/edge node should house each VNF
for a NS by trading-off cost with performance of
the network and computational infrastructure. This
can run at various timescales, including initial NS
deployment and ongoing reconfiguration to migrate
existing VNFs, instantiate new VNFs, undertake
service scaling as demand patterns change.

b. VNFFG optimization to determine which instances
of VNFs should be interconnected to meet
performance and cost objectives for specific user
session requests. This can be undertaken at initial
session establishment as well as for the optimization
of already running sessions/VNFFG instances.

c. Infrastructure adaptation to overcome streaming
difficulties, e.g., to reserve network capacity, allo-
cate greater computational capacity for stream
processing, establish expedited paths or reroute
flows to avoid congested parts of the network.

d. Application-specific adaptation and intelligent
network-wide congestion avoidance, for exam-
ple to configure the capturing or transcoding of
3D models to defined quality levels to match
dynamically varying network throughput capa-
bilities and available processing capacity along
the NFVI nodes and clusters implementing the
VNFFG instance.

4. Execution: The MANO SO components send instruc-
tions to the RO components to instantiate and configure
the VNFs.

5. The VNFs in the underlying NFVIs meet the new
optimization objectives determined by the steps 3 and 4.

One of the main components of the CNO is the
Policy/Optimization component, shown in Fig. 4. A range of
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Fig. 4. Policy/optimization component.

options exist for implementing the optimization algorithms.
For instance, Integer Linear Programs can be used for small
input datasets in which an optimal solution can be obtained
within an acceptable time. Alternatively, suitable heuristic
algorithms can be used to find close-to-optimal solutions
for larger input datasets. A third option is to implement
the optimization decisions using machine/deep/reinforcement
learning techniques rather than using ML solely as a means
to forecast demand, which is then input into traditional
optimization functions. The optimization model is pro-
grammable to follow policies defined by the service provider.
For example, the service provider can determine the weight
that the optimization algorithm gives to reducing costs versus
improving performance, or it may define the maximum cost
budget for any particular solution, or the maximum latency
acceptable for its users.

It should be noted that the results presented in Section V-C
on ML for anomaly detection are related to the traffic
prediction part of the CNO. Results on the optimization of
service placement and resource allocation in the context of
the wider 5G-MEDIA platform will be reported in future
publications.

D. FaaS Framework

In this paper we propose using FaaS to orches-
trate media VNFs. This approach is well aligned with
the on-going cloud-native transformation in NFV, which
is powered by advances in container and microservices
technologies [39], [40]. In [29] FaaS has been proposed to be
part of MEC in the context of massive Internet of Things (IoT)
applications. To the best of our knowledge, FaaS was not
previously proposed as a mechanism for VNF orchestration
either for general network VNFs or media specific ones.

FaaS model elevates the level of abstraction for the VNF
developer. While, at run time, serverless functions execute as
containers, developers can abstract away the details of con-
tainers preparation and management and focus only on the
VNF code.

Fig. 5 depicts a software architecture for reference imple-
mentation of integration of FaaS in 5G-MEDIA SVP.

The architecture is comprised of three main building
blocks: (a) FaaS Plugin, (b) FaaS Framework, (c) Container
Orchestration Engine, and (d) Infrastructure as a Service (IaaS)
layer.

The requirements underpinning the FaaS framework inte-
gration with the 5G-MEDIA platform can be summarized as
follows.

• FaaS VNF lifecycle management (on-boarding, instanti-
ation, monitoring, and deletion) should be fully aligned

Fig. 5. Integration between OSM and OpenWhisk.

with that of the non-FaaS VNFs and facilitated through
the same MANO stack;

• Since FaaS frameworks rapidly proliferate, the architec-
ture should provide for extensibility, i.e., it should be easy
to incorporate new FaaS frameworks;

• FaaS VNFs should be: discoverable and accessible over
the public network similarly to non-FaaS VNFs; able to
access services over the public network (including other
VNFs); and FaaS and non-FaaS VNFs can be chained
(both in a single DC and across DCs);

• FaaS VNFs should be able to exploit special hardware,
such as GPUs;

• It should be possible to influence FaaS placement through
collocation and anti-collocation constraints;

• FaaS framework deployment and operation should be
independent of the underlying cloud virtualization tech-
nology

• Minimal changes to the ETSI MANO workflows.
The specific choice of open source technologies for imple-

menting this approach is made based on their maturity and
popularity in the industry.
5G-MEDIA

SVP implements a new plugin for Apache OpenWhisk,
which allows to instantiate functions that implement VNFs,
in response to requests by OSM. The VNFs are defined as
OpenWhisk actions prior to management flows of OSM can
be enacted. This is similar to pre-population of other types of
VIMs, e.g., Open Stack, with the VNF VM images. In case
of OpenWhisk, the image is a combination of the code and
the metadata describing it, which is stored in the OpenWhisk
database.

When an OpenWhisk action is being invoked, the action
code is being automatically injected into a container that corre-
sponds to the language environment. The container is executed
on top of a container orchestrator. In our reference imple-
mentation, Kubernetes (also referred to as K8s) is used as
container orchestrator. K8s executes containers within pods.
Using K8s abstraction of a Service, OpenWhisk actions exe-
cuting in 5G-MEDIA can be discovered by other actions and
they can communicate via the network (a requirement which
is unique for the media functions) using out of the box K8s
Flannel networking.
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Also, K8s allows to influence placement of pods on server in
K8s node via scheduling policies that can be specified for the
pods. We use this functionality of K8s to allow proper usage
of GPUs by media intensive VNFs (this is another requirement
pertinent to many media intensive VNFs).

K8s can run either on bare metal server or on VMs. In
5G-MEDIA reference implementation, Open Stack is used as
the IaaS layer.

IV. APPLICATION SCENARIOS: MODULES

AND FUNCTIONALITIES

A. Use Case 1: Tele-Immersive Media Application Scenario

With 5G set to enable new forms of immer-
sive media, the first scenario implemented under the
proposed platform’s architecture is a tele-immersive (TI)
media application [41], [42]. In this context, two users are
remotely interacting in a gaming context with each other
via their real-time 3D reconstructed replicas which are trans-
ferred as 3D multimedia streams over the network, allowing
for unrestricted free viewpoint rendering. In addition, their
interactive session can be spectated by an arbitrary group of
users. However, since novel applications are usually volatile
in terms of traffic, a traditional service design and deployment
model would severely lack OPEX efficiency. This scenario is
thus, an ideal candidate for applying the serverless approach.
We design a micro-service oriented real-time transcoding
service where a virtual 3D media transcoder VNF (vT3D)
is placed on the most proximal edge to each user. These
vT3D VNFs are responsible to encode incoming traffic in
multiple qualities which can then be requested by both types
of remote users (interacting users and spectators) according
to their adaptation logics.

Each TI session is deployed on demand using OSM, and
therefore we require a light-weight virtualization technology
– i.e., containers – to accommodate for the fast deployment
times required to keep session instantiation response time low,
and thus, increase QoE. At the same time, in this way we can
utilize the wider availability of resources to deploy VNFs at
the appropriate edges to minimize core traffic and improve
latency.

The FaaS plugin spawns the micro-service components
(vT3D) upon each session’s instantiation. Therefore, the
volatility of the sessions’ uptime is perfectly matched by the
flexibility and elasticity offered by the SVP through its plugged
in serverless framework. Given that our TI media application is
interactive, it can further utilize FaaS by exploiting specific in-
game interactions to trigger appropriate media functions. In
this way, our scenario foresees the automatic generation of
replay clips at certain game events. These would be initiated
through OSM and deployed via the FaaS plugin to the core
cloud. A diagram depicting this scenario is presented in Fig. 6.

B. Use Case 2: Remote and Smart Production in
Broadcasting Scenario

This use case aims to demonstrate the benefits that the
advancements in 5G technology, bring to professional remote

Fig. 6. The tele-immersive game media service architecture.

Fig. 7. Remote Production NS topology.

broadcast productions [43]. In this domain, when the pro-
duction of a live event needs to be done, a gateway (GW)
is set up in order to convert the video signal from Serial
Digital Interface (SDI) to IP. After that, the broadcaster uses
the 5G-MEDIA platform to connect a virtual Media Process
Engine (MPE) serving as video switcher, virtual Compression
Engines (vCE) serving as encoders and a Speech-to-Text
Engine (S2T). All these VNFs are onboarded through the
5G-MEDIA Apps and Service Catalogue where the VNFFG
is defined in order to compose the NS that allows the broad-
caster to perform the remote production, saving personal and
technical costs for the broadcaster. This NS is presented in
Fig. 7.

Once this NS is defined, it is instantiated by using the NFVO
and VIMs of the 5G-MEDIA SVP. Finally, since the end user
in this use case is the broadcaster, an optimal QoE needs to
be assured. For that reason, the platform uses the 5G-MEDIA
MAPE, in order to monitor and optimize the NS, aiming to
that QoE optimization.

C. Use Case 3: Ultra-High Definition (UHD) Over Content
Distribution Networks (CDN)

This use cases targets the UHD media delivery over virtu-
alized content distribution networks [44]. Leveraging on 5G
technologies, we aim to develop a virtual CDN (vCDN)
solution capable of meeting the needs of the increasing
media industry, where there’s a high demand for services
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Fig. 8. vCDN NS topology.

capable of distributing different types of media contents, with
a high volume of data depending on the media quality, to an
heterogenous set of end-devices (e.g., phones, pads and TV
screens) connected to the network. The simplified version for
the vCDN NS topology is depicted in Fig. 8.

The vCDN NS is composed by a vCache hierarchy bind
to two external networks, one (on the left) interconnecting the
first level of vCaches with the UHD-capable Origin Streaming
Server and the other one (on the right) that allows the
end-users to access the service through a load balancing mech-
anism. The first implementation of Use Case 3 (UC3) targets
the scenario “My screen follows me” [45], where we envision
the daily life of a typical family (example): Diego, the father,
is a business man, Mariana, the mother is a musician and
their child Daniel is a student. For instance, Mariana would
like to stream the opera she is working on while traveling
from home to the Opera House, then switching the stream-
ing of the media content of her personal library from the
TV to her phone and continue listening to it while mov-
ing in urban environment. For offering a proper QoE to the
end-user, with a zero-perceived interruption of the streaming
service, the instantiated vCDN must adapt its vCaches hierar-
chy. The adaptation of the streaming hierarchy is performed
by the 5G-MEDIA MAPE and could be triggered by sev-
eral events that even potentially could affect the streaming
quality [46]. An initial evaluation of ML-based traffic fore-
casting and anomaly detection algorithms used to trigger scale
out actions on the vCache hierarchy is in Section V-C. The
components from the SVP involved in the vCDN SO are:

• 5G Apps & Services Catalogue, for NSD and VNF
Packages onboarding along with Monitoring Descriptors.

• NFVO (OpenSource MANO) + VIMs, for the ser-
vice instantiation and service lifecycle management
operations.

• 5G-MEDIA MAPE, for NFVI and application level
monitoring. The CNO module is responsible for
data analysis and processing in order to adapt and
optimize the vCDN service.

V. TESTING AND RESULTS

A. FaaS Performance Evaluation

In this subsection, we describe our preliminary evaluation
of the FaaS integration architecture. The application used in
our evaluation is depicted in Fig. 6. The testbed comprises
a five node K8s cluster. Three nodes are VMs deployed on
Open Stack Queens release. The VMs run Ubuntu 16.06 with
2 vCPUs, 4GB of main memory and 40GB of hard disk. One

TABLE I
INVOCATION LATENCY OF THE OPENWHISK

PLUGING VS DIRECT K8S INVOCATION

of the VMs hosts K8s Master, another VM hosts an all-in-one
OpenWhisk installation, and the third VM executes addi-
tional supporting services, such as a service that offloads an
OpenWhisk action to K8s. The other two nodes are Desktops
with NVIDIA GPU cards, one Intel Core i7, 32GB RAM, and
2TB HDD. The nodes run Ubuntu 16.06.

The goal of our preliminary evaluation study was to quantify
the performance cost of a higher abstraction offered by FaaS
vs directly using containers on top of container orchestrator.

To that end, we are interested in measuring the latency
of VNF instantiation (we used the vT3DTranscoder VNF
of UC1 for our experiments) via our OpenWhisk plugin as
opposed to direct instantiation on K8s.

We perform 30 experiments of each of the two types. In
each experiment, we instantiate a VNF and measure the time
that elapses between the invocation request and pod ready state
reported by K8s Master in response to a state polling request
that we run every 0.2 seconds against the K8s Master. The
results are summarized in Table I.

As expected, OpenWhisk introduces some overhead on
top of K8s. While performance degradation of instantiation
amounts to 10% on average, the absolute difference is less
than one second, which makes it virtually non-observable to
the human participating in the gaming session. It should be
noted that the gaming session itself goes on for a few minutes.
Hence, a sub-second delay during instantiation is negligible.
During the session, there is no overhead added by OpenWhisk
plugin as compared to raw K8s. The measurements behave
well, with low sample variance, moderate skewness, and the
low value of kurtosis indicates low propensity for tail outliers.
This preliminary result is encouraging, because it means that
advantages of FaaS programming model for VNF orchestra-
tion can be leveraged with very low performance overhead for
media intensive applications.

B. Media-Based QoE for Service Re-Configuration.
Preliminary Results

5G advances in terms of content distribution have led to
an increase of the need of integrating media quality assess-
ment as a primary feedback for video services evaluation. At
the same time, quality considerations have become a lot more
challenging as more complexity both for content and networks.
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Fig. 9. Example aggregate traffic trace used for ML training.

Opposite to classic QoS systems that are based on network
assessment, media-based QoE takes into account not only
system performance parameters but content objective quality.

5G-Media QoE probe has proved itself valuable to pro-
vide with no-reference quality measures of video services as
offered in the proposed use cases. Image artefacts, content
complexity, parametric coding information, and other intrinsic
data extracted directly from the content are gathered to provide
a Mean Opinion Score (MOS)-style score regarding the qual-
ity of the video service [47]. This information was previously
completely blind for the network management system. Thus,
bad quality content services could be offered without any evi-
dence for the system, unable to detect and correct this problem
of great impact on the user. The reaction time can be set below
15 s, with a complete reconfiguration of the SVP, maximising
the QoE, in 20-40s.

By exploring the accuracy requirements of potential uses as
well as evaluation criteria, the probe sets the stage to make
substantial future improvements to the challenging problem
of No-Reference (NR) quality estimation for upcoming 5G
content service deployments [48], [49].

C. ML Approach to Anomaly Detection in the MAPE Loop

The CDN NS depicted in Fig. 8 was used as the basis
for the evaluation of the CNO’s ML algorithms for anomaly
detection and traffic forecasting. The scenario is one where
anomalous traffic, a flash-crowd event, for example, causes
congestion on the network between vCaches and the users,
which may cause performance degradation for the delivered
video, reducing QoE for the users. The solution to which is the
triggering of a scale-out operation by the MAPE component
to deploy additional vCaches available over non-congested
network segments.

Two sources of real traffic datasets were selected for the
initial training and testing of the ML algorithms: from transit
links maintained by the MAWI Working Group of the WIDE
Project [50], and from backbone links by CAIDA [51].

For controlled testing and tuning of the algorithms we used
synthetically generated traces for the anomalous traffic, emu-
lating flash crowd events. The real background traces were
aggregated with the synthetic anomalies to create the train-
ing and testing data of the algorithm. An example trace of
10000 data points for offered load is show in Fig. 9, where
it can be seen that there are some periods where the total
offered load is greater than the link capacity of 100Mbit/s. In
our model we defined congestion as five or more continuous

Fig. 10. Prediction accuracy versus look-ahead window.

data points greater than 100 Mbit/s (this value is a parameter
of the ML algorithm and can be set at run time).

We designed a ML algorithm with the objective of
predicting when congestion will happen in the near future in
order to trigger the scale-out of the vCaches. We used a fully
connected neural network with one hidden layer of ten nodes,
implemented with TensorFlow [52] and Keras [53]. We use
Adam as an optimization algorithm to update network weights
iteratively based on training data and ReLU (Rectified Linear
Unit) as the activation function.

The model was trained using the aggregate traffic trace
shown in Fig. 9. We tested the model using a traffic trace
generated from a separate 10000 data point sample from the
real traffic traces aggregated with synthetic anomalous load
spikes. The inputs to the ML model was a moving window of
ten data points: the current measured load and the prior nine
measurements.

Each training input consisted of the moving window of load
values plus a label of whether there was a congestion event
within a defined look-ahead window immediately following
the current time. The purpose was to train the ML algorithm
to identify early characteristics of the traffic anomalies and
to identify whether the link would be congested within the
look-ahead period.

We found that this type of training data contained redun-
dant information concerning the average load values, which
prevented the ML model from identifying the key character-
istics of the anomaly traffic and giving accurate predictions
within a reasonable period of training. The test set accuracy
we measured was between 75% and 79%. For this reason, we
decided to use training data with delta values with the first
input being the initial absolute traffic volume value and the
following nine inputs being delta values of offered load. The
insight being that the ML algorithm may be better at identify-
ing the characteristics of anomaly traffic patterns when explicit
delta values between data points are presented as input. The
results with this training data over the same training period
were significantly improved, giving a test set accuracy of 93%.

The graph in Fig. 10 shows how the prediction accuracy of
the ML algorithm varies with the length of the look-ahead
period. In terms of system performance, when running on
a standard laptop the training period took around 8 minutes for
201 epochs. Prediction time once the model has been trained
is virtually instantaneous.

The results so far have been limited in scope to detecting
anomalies on a single link. Extensions currently under study



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ALVAREZ et al.: EDGE-TO-CLOUD VIRTUALIZED MULTIMEDIA SERVICE PLATFORM FOR 5G NETWORKS 11

will make use of metrics from multiple network links as well
as the computational load on the vCaches. Inputs from a wider
variety of data sources will allow ML algorithms to detect con-
ditions that arise through a combination of load and utilisation
metrics collected from a distributed set of resources. Although
this will enable more general forecasts to be made, this will
be at the expense of longer and more complex training phases.
The use of reinforcement learning and unsupervised learning
will be further explored for such cases.

VI. CONCLUSION

This paper presents how an ETSI NFV compliant architec-
ture enables new possibilities to facilitate the development,
deployment and operation of media services on top of the
upcoming 5G networks, leveraging cutting-edge technologies
and computing paradigm like: i) FaaS as a new form of con-
tainer based PaaS able to provide significant cloud operational
cost reduction thanks to a finer granularity of resource alloca-
tion, instantaneous elasticity and a finer granularity of billing;
ii) ML-driven optimization techniques for the optimal allo-
cation and operation of media NSs and iii) a catalogue as
a functional element designed to be NFV MANO platform-
agnostic in terms of formats and syntax for NS descriptors
and VNF Package information model. The proposed archi-
tecture is being validated against three media use cases: an
immersive Virtual Reality 3D gaming application, the remote
production of broadcast content incorporating user generated
contents, and dynamically adaptive CDNs for the intelligent
distribution of UHD content and first results have been pro-
vided in this paper. Extensions to the three use cases will be
implemented and validated till 2019-Q4, spanning the appli-
cations to include support to mobility, higher data rates and
instantiation of the needed NSs across different domains
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