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WHY DO WE EVEN NEED COMMON FILE FORMATS?
➤ Encourage re-use of existing data to promote science 

➤ Make it trivial for my students to check an old result with a different code 

➤ Facilitate high-throughput usage of multiple programs 

➤ Improve reproducibility 

➤ Exact coordinates of starting/intermediate/final conformations 

➤ Exact specifications of algorithms and settings (including workflows) 

➤ Exact specifications/logs of program settings 

➤ Well-defined & interoperable are important goals - but is “formal standard” one? 

➤ File formats might help (mildly) enforcing users to store important metadata



TRAJECTORY DATA NEEDS
➤ Provenance records 

➤ What program/user/run generated the data, and what was the previous step? 

➤ Highly efficient storage 

➤ Compressed, and allow future even better compression algorithms 

➤ Lossy & lossless options 

➤ Efficient parallel IO 

➤ Hashes & digital signatures for data integrity 

➤ We need both single frame (“conformation”) and trajectory options 

➤ Balance between convenience and efficiency/space for single frame storage



FORCE FIELDS, OPTIONS & METADATA
➤ Verbatim and detailed formats (units, all choices documented, etc.) 

➤ Easy for users to read (and write) without lots of open/close tags 

➤ Make it possible to specify a full simulation/whatever from a single file where 
options, parameters and coordinates are stored in a single file 

➤ VERY high performance text IO required for this to be realistic 

➤ Extremely portable & completely free (BSD/PD) implementations required 

➤ Balance: 

➤ Core set of truly common options that we all agree on 

➤ Need a path for group(s) to expand with their own features/algorithms



TRAJECTORY DATA THOUGHTS
➤ Think MKV / QuickTime / AVI 

➤ Containers with high-level properties & APIs - low-level formats that can evolve 

➤ Needs C, C++, Fortran and Python APIs 

➤ Endian, precision, and IEEE-format portability 

➤ Enable temporal/multi-frame compress (I/B frames) 

➤ Fast (instant) random access to frames 

➤ Focus on “state”, i.e. properties that cannot be re-computed from trajectory 

➤ Some examples from a semi-recent GROMACS project: TNG







PARAMETER DATA THOUGHTS
➤ Stick to simple Key-Value Trees 

➤ Formats evolve, but this should be easy to implement in any new format 

➤ Proposed current language to focus our efforts on: JSON (subset of YAML) 

➤ Meta-metadata for everything would be great (list of molecules in simulation?) 

➤ … but starting with something is more important 

➤ Reasonable goal: Have single JSON file contain entire simulation starting state? 

➤ How do we handle 
an ensemble of 
10,000 runs? JSON

XML





THE SHARING STRATEGY
➤ File formats is only a beginning 

➤ Arguably more important: We need to have a clear high-level standard for how 
sharing itself happens, rather than worrying about the lowest-level formats 

➤ Can we design a standard for commands/specifications that allow me to archive 
my data, and for me to access data for https://doi.org/10.1109/5.771073? 

➤ If we “control” and work through the large codes, research groups and MolSSI/
BioExcel, we might be able to push this in the community as a de-facto standard 

➤ Requirements: 

➤ Extremely resilient, distributed 

➤ Initial store only metadata, and track the raw trajectories stored elsewhere

https://doi.org/10.1109/5.771073?




SHOULD WE THINK OF OUR (LARGE OBJECT) DATA SHARING IN THESE TERMS INSTEAD?  

➤ “Torrent” metadata file describing the object 

➤ Download from multiple sources 

➤ The more popular data is, the more available it will be (and with higher bandwidth) 

➤ When you have downloaded a while, you would help “seed” the object 

➤ Multi-level approach that might be easier to achieve: 

➤ Initially, we would only need the equivalent of a metadata tracker (EBI, PDB?) 

➤ Small groups can store their data on Zenodo/OSF/Google/Amazon 

➤ Larger groups can use their local center or their own storage 

➤ The group’s own data repository could also be the sharing repository 

➤ Ping-back to track the current number of copies of the data world-wide



SOME THOUGHTS TO KICK OFF THE DISCUSSION
➤ No community standard ever emerged from a single group/lab 

➤ We need buy-in from several labs, representing many different codes 

➤ Doing it together is a natural way of kick-starting a pseudo-standard 

➤ What can we concretely contribute (BSD/PD codebases)? 

➤ What would we be willing to help implement? 

➤ Maybe less noble, but important to keep it going longer term: 
What direct scientific impact do we hope to achieve? Funding? Student work? 

➤ Where / how can be compromise to make this feasible? 

➤ Don’t repeat the mistake of coming up with ideas for perfect file formats at this 
meeting, and then it is too complex for anybody to implement quickly afterwards…


