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Major changes

* MPI parallelism included necessary for coupling
with Climber-2

« Advantage:
— Automatic distribution of data

— Easy handling, only one restart file and output file for
each variable created.

« Disadvantage:

— Load imbalance (improved by random shuffling of
data, not possible in case of river routing)

« configure. sh script is modified to check for
parallel environment (AlX, Linux, Mac OS X)



Minor changes

Two versions of iterateyear:

Without river routing loop over one year is done for each
grid cell separately. Improves data locality

Reproduction and turnover function merged

Datatype Harvest and Wateruse included

Try to minimize function parameters

Datatype Config contains now Pftpar and Soilpar
Often used expressions put in Pftpar

Output is buffered in memory (-DBUFFER)

Climate data is stored in memory for spinup phase
More variables written in restart file including crops



Directory structure
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Virtual PFT functions




Compiling the code

 Run
— ./configure.sh (on AlX/Linux/Mac OS X)

— configure.bat (on Windows)

« Software needed for Windows (available from
http://www.microsoft.com):

— Microsoft C++ Compiler

* Run make to create executable. Executable will
be put in the bin directory.



Adding new PFT classes

 New PFT design template is built by invoking the

newpft.sh script:
% bin/newpft.sh S$Spft

* Directory src/Spft Is created including

Makefile and function templates for all virtual
PFT functions, e.g. fire S$pft.c

 Header file Spft.his created in include

* Initialization function fscanpft $pft.cis
defined



Utilities

Utility programs can be created by make utils

Filename Description

catlpj concatenates LPJ restart files

printlpj | prints content of restart file to stdout

shuffle shuffles input data randomly to improve efficiency of parallel
code. River routing must be disabled.

cruz2clm converts CRU data into file format suitable for LPJ

txt2clm Converts CRU data files into LPJ climate data files CRU data
files have to be in the format specified in
http://www.cru.uea.ac.uk/~timm/grid/CRU_TS 2 1.html




Running LPJmL

Invoke
$ bin/lpjml lpjml.conf

where Ipjml.conf is the (default) configuration file
lpjml.conf and all other input files are piped thru
the cpp preprocessor

If Ipjml is executed outside the root directory of LPJ

the environment variable LPJROOT has to be set:
% export LPJROOT=<Ipj root dir>

Then path to include files is added.

Macros for preprocessing the configuration file can

be defined on the command line:
% bin/lpjml -DFROM RESTART lpjml.conf



LPJ configuration file




LPJ configuration file cont'd




Input file configuration




Sample output




Parallel version

 Parallel version is enabled via
-DUSE MPI flag. The message-passing libary

(MPI) has to be installed on the computer
(checked by configure. sh)

« Communication in the river-routing version is
performed with the help of the Pnet library.

 LoadLeveler job control files (*.jcf) are
provided for the PIK Linux and AlX cluster.



Efficiency with river routing

100yr LPJ run (0.5°x0.59)
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Run time on a 3 GHz Xeon Intel cluster with Infiniband network.



