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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
White regions are ionized and black regions are neutral. At x̄Hi ⇡ 0.7, the NoSNeFB, NoFB, CSHR, CSHR.Mcut.9 and CSHR.Mcut.10
models result in regions that are ⇡ 19 per cent smaller, 18 per cent smaller, 22 per cent smaller, 17 per cent smaller and 19 per cent
larger than those in the fiducial model, respectively. The far-right panel shows the di↵erence between the ionization field of each model
with respect to that of the fiducial model. All panels are 100 Mpc on a side and 0.4 Mpc deep.
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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
White regions are ionized and black regions are neutral. At x̄Hi ⇡ 0.7, the NoSNeFB, NoFB, CSHR, CSHR.Mcut.9 and CSHR.Mcut.10
models result in regions that are ⇡ 19 per cent smaller, 18 per cent smaller, 22 per cent smaller, 17 per cent smaller and 19 per cent
larger than those in the fiducial model, respectively. The far-right panel shows the di↵erence between the ionization field of each model
with respect to that of the fiducial model. All panels are 100 Mpc on a side and 0.4 Mpc deep.
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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
White regions are ionized and black regions are neutral. At x̄Hi ⇡ 0.7, the NoSNeFB, NoFB, CSHR, CSHR.Mcut.9 and CSHR.Mcut.10
models result in regions that are ⇡ 19 per cent smaller, 18 per cent smaller, 22 per cent smaller, 17 per cent smaller and 19 per cent
larger than those in the fiducial model, respectively. The far-right panel shows the di↵erence between the ionization field of each model
with respect to that of the fiducial model. All panels are 100 Mpc on a side and 0.4 Mpc deep.
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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
White regions are ionized and black regions are neutral. At x̄Hi ⇡ 0.7, the NoSNeFB, NoFB, CSHR, CSHR.Mcut.9 and CSHR.Mcut.10
models result in regions that are ⇡ 19 per cent smaller, 18 per cent smaller, 22 per cent smaller, 17 per cent smaller and 19 per cent
larger than those in the fiducial model, respectively. The far-right panel shows the di↵erence between the ionization field of each model
with respect to that of the fiducial model. All panels are 100 Mpc on a side and 0.4 Mpc deep.
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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
White regions are ionized and black regions are neutral. At x̄Hi ⇡ 0.7, the NoSNeFB, NoFB, CSHR, CSHR.Mcut.9 and CSHR.Mcut.10
models result in regions that are ⇡ 19 per cent smaller, 18 per cent smaller, 22 per cent smaller, 17 per cent smaller and 19 per cent
larger than those in the fiducial model, respectively. The far-right panel shows the di↵erence between the ionization field of each model
with respect to that of the fiducial model. All panels are 100 Mpc on a side and 0.4 Mpc deep.
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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
White regions are ionized and black regions are neutral. At x̄Hi ⇡ 0.7, the NoSNeFB, NoFB, CSHR, CSHR.Mcut.9 and CSHR.Mcut.10
models result in regions that are ⇡ 19 per cent smaller, 18 per cent smaller, 22 per cent smaller, 17 per cent smaller and 19 per cent
larger than those in the fiducial model, respectively. The far-right panel shows the di↵erence between the ionization field of each model
with respect to that of the fiducial model. All panels are 100 Mpc on a side and 0.4 Mpc deep.
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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
White regions are ionized and black regions are neutral. At x̄Hi ⇡ 0.7, the NoSNeFB, NoFB, CSHR, CSHR.Mcut.9 and CSHR.Mcut.10
models result in regions that are ⇡ 19 per cent smaller, 18 per cent smaller, 22 per cent smaller, 17 per cent smaller and 19 per cent
larger than those in the fiducial model, respectively. The far-right panel shows the di↵erence between the ionization field of each model
with respect to that of the fiducial model. All panels are 100 Mpc on a side and 0.4 Mpc deep.
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Figure 3. Ionization field of our models (rows) at three di↵erent global neutral fractions (x̄Hi ⇡ 0.7, 0.5 and 0.3, left to right respectively).
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•SMF (z=0.6—8) 
[Mutch+ (2016), Qin+ (2017)] 

•BH—M⭑ relation (z=0.6) 
[Qin+ (2017), Marshall+ (in prep)] 

•QSO UV LFs (z>1) 
[Qin+ (2017)] 

•Ionizing emissivity (z>2) 
[Mutch+ (2016), Davies+ (in prep)] 

•Galaxy UV LF (z>5) 
[Liu+ (2016), Park+ (2017)] 

•Thompson scattering optical 
depth (z>6) [Mutch+ (2016), Geil+ (2016)] 

•Galaxy size evolution (z>5) 
[Liu+ (2017), Marshall+ (in prep)] 

•  LBG correlation functions (z>4) 
[Park+ (2017), Qiu+ (2018)]

REPRODUCING KEY OBSERVABLES
2000 J. Park et al.

Figure 3. The predicted rest-frame UV luminosity functions with the observed luminosity functions from Bouwens et al. (2015). Thick grey lines represent
the predicted luminosity function using all galaxies in the snapshot at z = 5.9, 6.8 and 7.9, respectively, which are mean redshifts for LBGs in z ∼ 6, z ∼ 7 and
z ∼ 8 samples from Bouwens et al. (2015). Solid lines represent the predicted luminosity functions of selected LBGs in the redshift ranges 5.0 ! z ! 7.5, 5.5
! z ! 8.5 and 6.0 ! z ! 9.5, respectively.

density does not rapidly vary with redshift and that the small angle
approximation, this equation is a good approximation of the ACF. To
compute the angular correlation function using snapshots generated
at discrete redshifts, we use Limber’s equation (Limber 1954),

w(θ ) =
2

∫ ∞
0 [N (z)]2 /RH(z)

(∫ 2r

0 du ξ (r12, z)
)

dz

[∫ ∞
0 N (z)dz

]2 , (18)

where N(z) is the redshift distribution of galaxies, RH(z) is the
Hubble radius and ξ (r12, z) is the two-point correlation function.
Using the small angle approximation, we denote r12 =

√
u2 + r2θ2,

where u = r1 − r2 and r = (r1 + r2)/2 for comoving distances r1

and r2 to a pair of galaxies.
Before computing Limber’s equation, we first compute the two-

point correlation function in each snapshot involved in the redshift
distribution. The two-point correlation function is calculated using
the excess probability of finding a pair of galaxies at separation r to
r + δr compared to a random distribution,

1 + ξ (r) = DD

n̄2

1
V dV

, (19)

where DD is the number of galaxy pairs, n̄ is the mean galaxy
number density, V is the simulation volume and dV is the differential
volume between r and r + δr. When integrating the two-point
correlation function in equation (18) at scales beyond which the
model cannot predict due to the finite simulation volume, we use a
scaled dark matter two-point correlation function. On these scales
the two-point correlation function is ξ (r, z) = b(z)2 ξDM(r, z), where
b is the linear galaxy bias and ξDM(r, z) is calculated by the linear
initial dark matter power spectrum. To find the linear galaxy bias
we use a mean bias over the range 5 Mpc ≤ r ≤ 10 Mpc (see e.g.
Orsi et al. 2008). In this study, we use the predicted two-point
correlation function from simulations on scales up to 10 comoving
Mpc, corresponding to ∼230 arcsec at z ∼ 7. This length scale is

sufficiently large to compare the model predictions with current
observations.

4 C OMPARISON W ITH O BSERVATIONS

In this section we show the predicted angular clustering and galaxy
bias, and compare the resulting clustering properties with observa-
tions.

4.1 ACF

Barone-Nugent et al. (2014) measured the ACF of LBGs at z ∼ 4–
7.2 using the samples of Bouwens et al. (2015). They measured
ACFs in eight and six individual survey fields for LBGs at z ∼ 6
and z ∼ 7.2, respectively. For the ACFs at z ∼ 7.2, Barone-Nugent
et al. combined the z ∼ 7 and z ∼ 8 samples together to measure
the ACFs. The redshift of 7.2 is the mean redshift estimated from
the redshift distribution. In this paper, we do not reproduce the
ACFs at z ∼ 7.2, using combined samples at z ∼ 7 and 8. Instead,
we predict the ACF at z ∼ 7 and 8 separately and investigate the
clustering properties at each redshift. Barone-Nugent et al. (2014)
also calculated a combined ACF from the ACFs measured using the
individual survey fields (see Barone-Nugent et al. 2014 for more
details). We do not reproduce the combined ACF in this study, but
we show the combined measurement as a reference.

Fig. 4 shows the predicted ACF of LBGs at z ∼ 6 selected from
the model together with the measured ACFs and the combined ACF
from observations. We show the ACFs on a logarithmic scale to ac-
curately depict the clustering on large scales. The predicted ACFs
for each individual field are consistent to within ∼2.5σ of the ob-
served ACFs except GS-Deep field on large scale. On large scales
it appears as if the model may overpredict the amplitude by up to
an order of magnitude. However, we find that there are noticeable

MNRAS 472, 1995–2008 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/472/2/1995/4107112
by The University of Melbourne user
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Figure 6. The cumulative fraction of 1600Å UV flux from the model galaxies brighter the luminosity limit M1600 based on Tiamat
(left panel) and Tiny Tiamat (right panel) N -body simulations.

Figure 6 shows the emissivity from galaxies brighter
than the limit MUV as a fraction of the total emissivity from
all galaxies:

✏(6MUV)

✏total
=

RMUV

�1 �(M)L(M)dM
R +1
�1 �(M)L(M)dM

. (25)

Here we assume fesc is a constant for all galaxies, although it
likely scales with halo mass, possibly compensating for the
relative ine�ciency in star formation of the faint galaxies
(e.g. Paardekooper et al. 2015). We calculate ✏/✏total quan-
tity for both simulations based on Tiamat and Tiny Tiamat.
Tiny Tiamat misses the brightest galaxies due to the lim-
ited volume, and so presents conservatively low limits on the
total fraction of observed flux. However, we find good agree-
ment between estimates of faint galaxy flux levels among
the simulations indicating that our model based on Tiamat
is not missing significant luminosity.

The luminosity contributions from galaxies brighter
than M1600=�17, �13 and �10 are shown in Table 1. Under
the assumption of an escape fraction of ionizing radiation
that does not depend on mass or redshift, this fraction of

Table 1. The fraction of UV flux at 1600Å above the luminosity

limits.

z M16006�17 M16006�13 M16006�10

Tiamat

5 0.580 0.916 0.994

6 0.478 0.884 0.995

7 0.348 0.866 0.996

8 0.280 0.845 0.996

9 0.202 0.850 0.997

10 0.167 0.840 0.997

Tiny
Tiamat

5 - - -

6 0.537 0.861 0.985

7 0.437 0.821 0.986

8 0.277 0.756 0.986

9 0.230 0.729 0.988

10 0.177 0.725 0.990

total luminosity equals the fraction of ionizing photons. We
find that for galaxies brighter than the limitM1600=�17, the
fraction evolves continuously from 17 per cent at z⇠10 to 58

c� 2014 RAS, MNRAS 000, 1–15
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Tiny Tiamat misses the brightest galaxies due to the lim-
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total fraction of observed flux. However, we find good agree-
ment between estimates of faint galaxy flux levels among
the simulations indicating that our model based on Tiamat
is not missing significant luminosity.

The luminosity contributions from galaxies brighter
than M1600=�17, �13 and �10 are shown in Table 1. Under
the assumption of an escape fraction of ionizing radiation
that does not depend on mass or redshift, this fraction of

Table 1. The fraction of UV flux at 1600Å above the luminosity
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5 0.580 0.916 0.994
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Figure 6. The cumulative fraction of 1600Å UV flux from the model galaxies brighter the luminosity limit M1600 based on Tiamat
(left panel) and Tiny Tiamat (right panel) N -body simulations.

Figure 6 shows the emissivity from galaxies brighter
than the limit MUV as a fraction of the total emissivity from
all galaxies:

✏(6MUV)

✏total
=

RMUV

�1 �(M)L(M)dM
R +1
�1 �(M)L(M)dM

. (25)

Here we assume fesc is a constant for all galaxies, although it
likely scales with halo mass, possibly compensating for the
relative ine�ciency in star formation of the faint galaxies
(e.g. Paardekooper et al. 2015). We calculate ✏/✏total quan-
tity for both simulations based on Tiamat and Tiny Tiamat.
Tiny Tiamat misses the brightest galaxies due to the lim-
ited volume, and so presents conservatively low limits on the
total fraction of observed flux. However, we find good agree-
ment between estimates of faint galaxy flux levels among
the simulations indicating that our model based on Tiamat
is not missing significant luminosity.

The luminosity contributions from galaxies brighter
than M1600=�17, �13 and �10 are shown in Table 1. Under
the assumption of an escape fraction of ionizing radiation
that does not depend on mass or redshift, this fraction of

Table 1. The fraction of UV flux at 1600Å above the luminosity

limits.
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Meraxes allows us to investigate how the 
properties of galaxies drives the number, size 
distribution, and redshift evolution of ionised 

bubbles.
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Figure 4. Top panel: Median fraction of mass in the form of
stars at z ⇡ 8.4 as a function of FoF virial mass, weighted by
the escape fraction of each model. This is used as a proxy for
the average ionizing luminosity of sources in our models. Shaded
regions indicate the 68 per cent confidence range (not shown for
the NoFB model due to its similarity to the NoSNeFB model).
Bottom panel: Probability distributions of the integrated ionizing
photon contribution up to z ⇡ 8.4 as a function of FoF virial mass
for each model. The vertical dashed lines show the atomic cooling
mass threshold at this redshift, below which no stars form. As
a result of mass stripping upon merger infall and the presence
of galaxies that have formed at earlier times (when the atomic
cooling mass threshold was lower), a relatively small number of
galaxies reside in haloes below this threshold.
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shown is the corresponding mean of each distribution, R̄. The
same line styles as given in Table 1 have been used.

3.3 Cosmic 21cm signal

3.3.1 21-cm di↵erential brightness temperature

We calculate the spatially-dependent 21-cm di↵erential brightness
temperature, �Tb, between hydrogen gas and the CMB along the
line of sight (for a detailed discussion of the fundamental physics
of the 21-cm line, see, e.g., Furlanetto et al. 2006). For z � 1, the
evolution of �Tb can be written as

�Tb ⇡ 27xHi(1 + �)

✓
1 + z

10

0.15

⌦mh2

◆
1/2 ✓⌦bh2

0.023

◆
mK, (9)

where � = �(x, z) ⌘ ⇢(x, z)/⇢̄(z) � 1 is the local dark matter
overdensity and xHi = xHi(x, z) is the local neutral fraction of
the gas at position x and redshift z. By using this formulation
we ignore redshift-space distortions and assume the spin temper-
ature of the cosmic gas, Ts, to be much higher than the CMB
temperature, T� . As a result, this signal is seen in emission. The
latter assumption is valid in the post-heating regime where X-ray
heating and the Lyman-↵ background act to decouple the 21-cm
transition from the CMB (see, e.g., the discussion by Furlanetto
et al. 2006). Caution must be taken, however, if claiming the spin
temperature can be neglected during the early stages of reioniza-
tion since the e↵ect of X-rays on the 21-cm signal depends on the
timing of the X-ray heating epoch. As discussed in Mesinger et al.
(2013), an overlap of these epochs can lead to 10–100 times more
power at k ⇡ 0.1 Mpc�1 at x̄Hi >⇠ 0.9 than predicted assuming
Ts � T� . At x̄Hi ⇡ 0.7, this assumption is found to overpredict
21-cm power by a factor of 1–2. Therefore, while we show results
for z <⇠ 15 only in this work, these e↵ects must be kept in mind.
They should, however, not a↵ect our model-relative results as we
compare the power spectra of our models in terms of their power
ratio at the single global neutral fraction x̄Hi ⇡ 0.68.

3.3.2 21cm power spectra

The spherically-averaged dimensionless 21-cm power spectrum
is a measure of the relative power of fluctuations in the 21-cm
brightness temperature field as a function of scale:

�2

21(k, z) =
k3

2⇡2V
h|�̂21(k, z)|2ik. (10)

c� 2014 RAS, MNRAS 000, 1–??
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Figure 8. Top panel: Dimensional 21-cm power spectra at
(z, x̄Hi) ⇡ (8.4, 0.68). Bottom panel: Ratio of the above power
spectra with respect to that of the fiducial model. The vertical
dashed lines mark the wavenumber interval where we have com-
pared our models. The shaded regions correpond to the Poisson
error for the fiducial model. The shaded region at k > 0.7kNy

shows the wavenumbers above which the power spectra are unre-
liable due to aliasing e↵ects in our simulation.

ization, ionized regions form around these ‘low-mass sources’ in
the CSHR model, reducing 21-cm power on scales comparable
to the source separation. This leads to persistant minima for
k <⇠ 1 Mpc�1. However, when only ‘high-mass sources’ are in-
cluded in the CSHR.Mcut.10 mass-cut model, ionized regions only
form about the most clustered, highly biased haloes, leaving 21-
cm power on other scales. This leads to the absence of a local
minimum in the power spectrum evolution for this model. This
behaviour has been investigated previously (see, e.g., McQuinn
et al. 2007; Lidz et al. 2008) using models that assume ionizing
source luminosities that are proportional to their host halo mass
and implementing di↵erent source-luminosity relationships. How-
ever, these models do not capture the complex interplay between
galaxies and the ionization state of the IGM through the e↵ects of
feedback (see the discussion in Section 4). We find that on smaller
scales, semi-analytic modelling of galaxies and feedback reduces
the signature of the equilibration phase that is seen in constant
stellar-to-halo mass ratio models.

In addition to the 21-cm power spectrum amplitude, the
evolutionary behaviour of its slope also serves as a diagnostic of
reionization. Since the global neutral fraction is not directly mea-
surable, we follow the work of Lidz et al. (2008) and Kim et al.
(2013a,b) by exploring the joint evolution of the 21-cm power
spectrum amplitude and its slope at selected scales. Figure 10
shows loci of the power spectrum gradient versus amplitude for
our models. As was shown in Figure 9 for the amplitude, we find
that the models exhibit similar evolutionary behaviour during
the first half of the reionization process. As before, the main ex-
ception is the CSHR.Mcut.10 model. We find a smaller level of
di↵erence between models with and without supernova feedback
than described in Kim et al. (2013a,b). This is most likely due to
the high temporal resolution of our simulation as mentioned in
Section 3.2.

4 DISCUSSION

As mentioned in Section 3.2, there is a remarkable similarity be-
tween the ionization fields of the no-feedback and CSHR mod-
els despite the relatively large di↵erence in the host halo mass
scale of sources which dominate their reionization. This motivated
the implementation of the CSHR mass-cut models, of which,
CSHR.Mcut.9 is the most similar to the no-feedback models. As
explained, this follows from the fact that their dominant ionizing
sources are hosted by haloes in the same mass range. This is in
contrast to the CSHR.Mcut.10 model which has a significantly
di↵erent ionization field owing to the bias of its ionizing sources.
While this may not be surprising, since none of these models in-
clude feedback e↵ects, what is surprising is the similarity between
either the CSHR or CSHR.Mcut.9 model and the fiducial model
(which does include feedback e↵ects). This suggests the existance
of a mass cut for the CSHR model which best replicates the mor-
phology and 21-cm power spectra results of the fiducial model.

Considering the added complexity of implementing a SAM-
based prescription to simulate reionization, such ‘simple’ semi-
numerical prescriptions have their utility. While reionization mor-
phology at fixed neutral fraction is not very sensitive to the de-
tails of galaxy formation (as shown in Sections 3.2 and 3.3.2),
it is sensitive to the mass of the haloes which host the bulk of
the ionizing sources. Simple EoR parametrizations may therefore
be used to predict reionization morphology, and from that infer
the dominant ionizing source population. This utility, however,
has its limitations. By not including realistic galaxy-formation
physics in their formultion, these models cannot be used to inves-
tigate the e↵ect of reionization on galaxy formation. Therefore,
unlocking the details of galaxy formation requires interpretation
with SAMs, in combination with other observations.

5 SUMMARY AND CONCLUSIONS

This work has investigated the dependence of the morphology
and statistics of H ii regions on galaxy-formation physics dur-
ing the Epoch of Reioinization using the Dark-ages, Reioniza-
tion And Galaxy-formation Observables from Numerical Simu-
lations (DRAGONS). DRAGONS includes the galaxy properties
modelled by the semi-analytic model Meraxes and includes cal-
culation of the inhomogeneous ionizing UV background using
the 21cmfast algorithm, providing a self-consistant realization
of reionization. This allows us to explore the e↵ect of environ-
ment on galaxy formation, subsequent reionization of the IGM,
and its observable signatures. We use this coupled model to make
updated cosmic 21-cm signal simulations, and predictions for low-
frequency 21-cm experiments.

We have presented results for a range of models that capture
important physical mechanisms such as reionization and super-
nova feedback. We have demonstrated that the morphology and
statistics of reionization are sensitive to both the ionizing source
population and to feedback e↵ects. We have shown how galaxy
formation can modify the observable morphology of reionization
by looking at the sizes of ionized regions and 21-cm power spec-
tra. Of the galaxy physics we have investigated, we find that su-
pernova feedback plays the most important role in reionzation,
and that in the absence of this feedback, H ii regions are up to
⇡ 20 per cent smaller, while the fractional di↵erence in amplitude
of power spectra is up to ⇡ 17 per cent at fixed ionized fraction.
We have compared our SAM-based reionization models with past
calculations that assume constant halo mass-to-luminosity ratios.
We find that the correct choice of minimum halo mass in these
models leads to a reionization morphology that mimics that of
a realistic galaxy-formation model. Therefore, reionization mor-
phology at fixed neutral fraction is not uniquely predicted by
the details of galaxy-formation physics. However, morphology is
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sensitive to the mass of the haloes which host the bulk of the
reionizing sources. Simple EoR parametrizations therefore have
utility for predicting the cosmic 21-cm signal, however, a bet-
ter understanding of galaxy-formation physics using future 21-cm
observations requires interpretation including a model of galaxy
formation, in combination with other observations.

In future work we will include a number of improvements to
our modelling, including mass dependency and anisotropy in the
escape fraction of ionizing photons, the e↵ect of X-rays, a Markov
chain Monte Carlo exploration of the model parameter space, and
inhomogenous recombinations.
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sensitive to the mass of the haloes which host the bulk of the
reionizing sources. Simple EoR parametrizations therefore have
utility for predicting the cosmic 21-cm signal, however, a bet-
ter understanding of galaxy-formation physics using future 21-cm
observations requires interpretation including a model of galaxy
formation, in combination with other observations.

In future work we will include a number of improvements to
our modelling, including mass dependency and anisotropy in the
escape fraction of ionizing photons, the e↵ect of X-rays, a Markov
chain Monte Carlo exploration of the model parameter space, and
inhomogenous recombinations.
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Figure 4. Top panel: Median fraction of mass in the form of
stars at z ⇡ 8.4 as a function of FoF virial mass, weighted by
the escape fraction of each model. This is used as a proxy for
the average ionizing luminosity of sources in our models. Shaded
regions indicate the 68 per cent confidence range (not shown for
the NoFB model due to its similarity to the NoSNeFB model).
Bottom panel: Probability distributions of the integrated ionizing
photon contribution up to z ⇡ 8.4 as a function of FoF virial mass
for each model. The vertical dashed lines show the atomic cooling
mass threshold at this redshift, below which no stars form. As
a result of mass stripping upon merger infall and the presence
of galaxies that have formed at earlier times (when the atomic
cooling mass threshold was lower), a relatively small number of
galaxies reside in haloes below this threshold.

100

101

102

R̄
[M

p
c]

F

NoSNeFB

NoFB

CSHR

CSHR.Mcut 9

CSHR.Mcut 10

0.20.30.40.50.60.70.80.91
x̄HI

0.7

1.0

1.3

R
at

io

Figure 5. Top panel: Mean size of ionized regions, R̄, as a func-
tion of global neutral fraction, x̄Hi. Bottom panel: Ratio of each
model’s mean size of ionized regions to that of the fiducial model
(results have been interpolated in log x̄Hi space). The vertical
dashed line shows the global neutral fraction at which the models
have been matched.

1 10 100

R [Mpc]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

d
p/

d
lo

g
R

R̄

z ⇡ 8.40
x̄HI ⇡ 0.68

Figure 6. Probability distribution of ionized region size for our
models at a globally-averaged neutral fraction of x̄Hi ⇡ 0.68. Also
shown is the corresponding mean of each distribution, R̄. The
same line styles as given in Table 1 have been used.

3.3 Cosmic 21cm signal

3.3.1 21-cm di↵erential brightness temperature

We calculate the spatially-dependent 21-cm di↵erential brightness
temperature, �Tb, between hydrogen gas and the CMB along the
line of sight (for a detailed discussion of the fundamental physics
of the 21-cm line, see, e.g., Furlanetto et al. 2006). For z � 1, the
evolution of �Tb can be written as

�Tb ⇡ 27xHi(1 + �)

✓
1 + z

10

0.15

⌦mh2

◆
1/2 ✓⌦bh2

0.023

◆
mK, (9)

where � = �(x, z) ⌘ ⇢(x, z)/⇢̄(z) � 1 is the local dark matter
overdensity and xHi = xHi(x, z) is the local neutral fraction of
the gas at position x and redshift z. By using this formulation
we ignore redshift-space distortions and assume the spin temper-
ature of the cosmic gas, Ts, to be much higher than the CMB
temperature, T� . As a result, this signal is seen in emission. The
latter assumption is valid in the post-heating regime where X-ray
heating and the Lyman-↵ background act to decouple the 21-cm
transition from the CMB (see, e.g., the discussion by Furlanetto
et al. 2006). Caution must be taken, however, if claiming the spin
temperature can be neglected during the early stages of reioniza-
tion since the e↵ect of X-rays on the 21-cm signal depends on the
timing of the X-ray heating epoch. As discussed in Mesinger et al.
(2013), an overlap of these epochs can lead to 10–100 times more
power at k ⇡ 0.1 Mpc�1 at x̄Hi >⇠ 0.9 than predicted assuming
Ts � T� . At x̄Hi ⇡ 0.7, this assumption is found to overpredict
21-cm power by a factor of 1–2. Therefore, while we show results
for z <⇠ 15 only in this work, these e↵ects must be kept in mind.
They should, however, not a↵ect our model-relative results as we
compare the power spectra of our models in terms of their power
ratio at the single global neutral fraction x̄Hi ⇡ 0.68.

3.3.2 21cm power spectra

The spherically-averaged dimensionless 21-cm power spectrum
is a measure of the relative power of fluctuations in the 21-cm
brightness temperature field as a function of scale:

�2

21(k, z) =
k3

2⇡2V
h|�̂21(k, z)|2ik. (10)
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Figure 4. Top panel: Median fraction of mass in the form of
stars at z ⇡ 8.4 as a function of FoF virial mass, weighted by
the escape fraction of each model. This is used as a proxy for
the average ionizing luminosity of sources in our models. Shaded
regions indicate the 68 per cent confidence range (not shown for
the NoFB model due to its similarity to the NoSNeFB model).
Bottom panel: Probability distributions of the integrated ionizing
photon contribution up to z ⇡ 8.4 as a function of FoF virial mass
for each model. The vertical dashed lines show the atomic cooling
mass threshold at this redshift, below which no stars form. As
a result of mass stripping upon merger infall and the presence
of galaxies that have formed at earlier times (when the atomic
cooling mass threshold was lower), a relatively small number of
galaxies reside in haloes below this threshold.
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Figure 6. Probability distribution of ionized region size for our
models at a globally-averaged neutral fraction of x̄Hi ⇡ 0.68. Also
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same line styles as given in Table 1 have been used.

3.3 Cosmic 21cm signal

3.3.1 21-cm di↵erential brightness temperature

We calculate the spatially-dependent 21-cm di↵erential brightness
temperature, �Tb, between hydrogen gas and the CMB along the
line of sight (for a detailed discussion of the fundamental physics
of the 21-cm line, see, e.g., Furlanetto et al. 2006). For z � 1, the
evolution of �Tb can be written as

�Tb ⇡ 27xHi(1 + �)
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where � = �(x, z) ⌘ ⇢(x, z)/⇢̄(z) � 1 is the local dark matter
overdensity and xHi = xHi(x, z) is the local neutral fraction of
the gas at position x and redshift z. By using this formulation
we ignore redshift-space distortions and assume the spin temper-
ature of the cosmic gas, Ts, to be much higher than the CMB
temperature, T� . As a result, this signal is seen in emission. The
latter assumption is valid in the post-heating regime where X-ray
heating and the Lyman-↵ background act to decouple the 21-cm
transition from the CMB (see, e.g., the discussion by Furlanetto
et al. 2006). Caution must be taken, however, if claiming the spin
temperature can be neglected during the early stages of reioniza-
tion since the e↵ect of X-rays on the 21-cm signal depends on the
timing of the X-ray heating epoch. As discussed in Mesinger et al.
(2013), an overlap of these epochs can lead to 10–100 times more
power at k ⇡ 0.1 Mpc�1 at x̄Hi >⇠ 0.9 than predicted assuming
Ts � T� . At x̄Hi ⇡ 0.7, this assumption is found to overpredict
21-cm power by a factor of 1–2. Therefore, while we show results
for z <⇠ 15 only in this work, these e↵ects must be kept in mind.
They should, however, not a↵ect our model-relative results as we
compare the power spectra of our models in terms of their power
ratio at the single global neutral fraction x̄Hi ⇡ 0.68.

3.3.2 21cm power spectra

The spherically-averaged dimensionless 21-cm power spectrum
is a measure of the relative power of fluctuations in the 21-cm
brightness temperature field as a function of scale:
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k3

2⇡2V
h|�̂21(k, z)|2ik. (10)

c� 2014 RAS, MNRAS 000, 1–??

No SN feedback
Also no reion feedback

DRAGONS: Morphology and statistics of reionization 9

10�4

10�3

10�2

f e
sc

f M
⇤/

M
F
o
F

v
ir

z ⇡ 8.4

7 8 9 10 11 12
log (MFoF

vir /M�)

0.0

0.5

1.0

1.5

2.0

N
�

1
io

n
d
N

io
n
/d

lo
g

M
F
oF

v
ir

z ⇡ 8.4

Figure 4. Top panel: Median fraction of mass in the form of
stars at z ⇡ 8.4 as a function of FoF virial mass, weighted by
the escape fraction of each model. This is used as a proxy for
the average ionizing luminosity of sources in our models. Shaded
regions indicate the 68 per cent confidence range (not shown for
the NoFB model due to its similarity to the NoSNeFB model).
Bottom panel: Probability distributions of the integrated ionizing
photon contribution up to z ⇡ 8.4 as a function of FoF virial mass
for each model. The vertical dashed lines show the atomic cooling
mass threshold at this redshift, below which no stars form. As
a result of mass stripping upon merger infall and the presence
of galaxies that have formed at earlier times (when the atomic
cooling mass threshold was lower), a relatively small number of
galaxies reside in haloes below this threshold.
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models at a globally-averaged neutral fraction of x̄Hi ⇡ 0.68. Also
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same line styles as given in Table 1 have been used.

3.3 Cosmic 21cm signal

3.3.1 21-cm di↵erential brightness temperature

We calculate the spatially-dependent 21-cm di↵erential brightness
temperature, �Tb, between hydrogen gas and the CMB along the
line of sight (for a detailed discussion of the fundamental physics
of the 21-cm line, see, e.g., Furlanetto et al. 2006). For z � 1, the
evolution of �Tb can be written as

�Tb ⇡ 27xHi(1 + �)
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where � = �(x, z) ⌘ ⇢(x, z)/⇢̄(z) � 1 is the local dark matter
overdensity and xHi = xHi(x, z) is the local neutral fraction of
the gas at position x and redshift z. By using this formulation
we ignore redshift-space distortions and assume the spin temper-
ature of the cosmic gas, Ts, to be much higher than the CMB
temperature, T� . As a result, this signal is seen in emission. The
latter assumption is valid in the post-heating regime where X-ray
heating and the Lyman-↵ background act to decouple the 21-cm
transition from the CMB (see, e.g., the discussion by Furlanetto
et al. 2006). Caution must be taken, however, if claiming the spin
temperature can be neglected during the early stages of reioniza-
tion since the e↵ect of X-rays on the 21-cm signal depends on the
timing of the X-ray heating epoch. As discussed in Mesinger et al.
(2013), an overlap of these epochs can lead to 10–100 times more
power at k ⇡ 0.1 Mpc�1 at x̄Hi >⇠ 0.9 than predicted assuming
Ts � T� . At x̄Hi ⇡ 0.7, this assumption is found to overpredict
21-cm power by a factor of 1–2. Therefore, while we show results
for z <⇠ 15 only in this work, these e↵ects must be kept in mind.
They should, however, not a↵ect our model-relative results as we
compare the power spectra of our models in terms of their power
ratio at the single global neutral fraction x̄Hi ⇡ 0.68.

3.3.2 21cm power spectra

The spherically-averaged dimensionless 21-cm power spectrum
is a measure of the relative power of fluctuations in the 21-cm
brightness temperature field as a function of scale:

�2

21(k, z) =
k3

2⇡2V
h|�̂21(k, z)|2ik. (10)
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Figure 3. Slices through the ionization fields of the first 40 (unique) bubbles surrounding the brightest galaxies at z = 11.1. The projected
positions of galaxies within the average radius of the bubble (shown by the red circle) are indictated by the filled circles (the brightest
in green). Each slice is 1.5Mpc deep and has been centred on the centre of luminosity of the galaxies the bubble contains.

(as this break is by far the strongest feature in the spec-
tra). The presence of emission lines would likely improve red-
shift determination considering the high spectral resolution
of WFIRST’s grism (R = 600; Spergel et al. 2013). At the
redshifts investigated in this work, it is reasonable to expect
that most of the detectable galaxies will exhibit a Lyman
break due to the low ionization fraction of the intervening
IGM. We also note that spectroscopic follow-up could also
be performed using other instruments, e.g. JWST. These
sky position, redshift and UV magnitude data are then used
to stack-average the line-of-sight redshifted 21-cm spectra
centred on each target galaxy. Ideally, this would overlay
the bubbles’ spectral profiles on top of each other, however,
since the redshift upon which each spectrum is centred will
be subject to an uncertainty due to the uncertainty in the
grism-determined redshift of the target galaxy (which we
denote by �z), the bubbles will be scattered along the line-
of-sight axis. For the case of GN-z11, Oesch et al. (2016)
used HST-WFC3 grism spectroscopy in combination with
photometric data from the Cosmic Assembly Near-infrared
Deep Extragalactic Legacy Survey (CANDELS) to place this
object at z = 11.09

+0.08

�0.12
. Even at half this uncertainty the

spatial equivalent of this redshift error at this redshift is ap-
proximately twice the size of the bubble surrounding DR-1.
Given the design specifications based on the slitless spectro-
scopic survey capability requirements, Spergel et al. (2013)
report that WFIRST should be able to determine redshift

within �z  0.001(1 + z). We make a conservative assump-
tion in this work by first setting our fiducial redshift error
to �z = 0.05 for all redshifts investigated, but utilise more
optimistic values in Section 5 where we explore a method to
measure properties of the high-redshift IGM.

4.3.2 Mock observation sets

We simulate the expected redshifted 21-cm stacked spec-
trum using the WFIRST -HLS galaxy survey as follows.
First, we only stack redshifted 21-cm spectra corresponding
to galaxies brighter than some UV magnitude cuto↵, M

cut

UV
,

and which have a redshift that falls within some range, �z,
centred on zc. Next, we calculate the number of such galax-
ies in a single SKA1-LOW field using the predicted intrinsic
UVLFs provided by Waters et al. (2016) based on the Blue-
Tides simulation13 (see Appendix C). We find this number
to be > 300 for the redshifts of interest in this work (see
the dashed contour lines in the left-hand and central panels
of Figure 7). We randomly sample these UVLFs to obtain
a redshift and magnitude for each galaxy. Then, using our

13 We use the results from the BlueTides simulation since its
(400 h�1 Mpc)3 volume includes more rarer bright galaxies than
Tiamat, giving more appropriate UVLF fits.
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Figure 8. Demonstration measuring the average IGM brightness
temperature (assumed to be saturated) and bubble size for a mock
set of (100) galaxies brighter than Mcut

UV
= �21.66 at z = 9.5± 0.25.

A grism-determined redshift error of �z = 0.01 and a 1000 hr
SKA integration have been used. The upper panel shows the in-
dependent signal components and analytic approximation to the
expected stacked cosmic signal (‘A’, dotted line). The total signal
is shown in the middle panel together with the best-fitting ana-
lytic model (‘BF’, dotted line) and WFIRST’s grism redshift error
distribution (dashed line). The lower panel shows the di↵erence
between the best-fitting model and the analytic model.

7 SUMMARY AND CONCLUSIONS

We have investigated the feasibility of directly detecting re-
gions of ionized hydrogen surrounding galaxies by stacking
redshifted 21-cm observations around optically-identified lu-
minous galaxies during early stages of the EoR. In partic-
ular, we look at utilising low-frequency observations by the
SKA and near infra-red survey data of WFIRST in order to
image bubbles surrounding massive galaxies at z >⇠ 9.5.

Our main results can be summarised as follows. We find
that:

(i) Our modelling, using the DRAGONS simulation suite,
predicts a linear relationship between the size of ionized
bubbles and the luminosity of the brighest galaxy within
them (in terms of intrinsic absolute UV magnitude, for
MUV  �17.25) which evolves with redshift. We provide a
fit for this relation and its scatter as a function of redshift.

(ii) Individual bubbles will not be detected with SKA1-
LOW. However, by stacking 100 or more redshifted 21-cm
spectra it is possible to detect the EoR directly with a sig-
nificance of at least 5� at z ⇠ 9–12.

(iii) Both the spin temperature of the IGM and the accu-
racy of the grism-determined redshifts of the galaxies have
a significant impact on the detectibility of reionization.

(iv) It is possible to place qualitative constraints on the
evolution of the spin temperature of the IGM at z >⇠ 9 and
it may be possible to quantitatively measure the redshift at
which it is equal to the CMB temperature.

(v) Measuring the average size of bubbles and globally-
averaged neutral fraction of the IGM is a di�cult task due
to the degeneracy of these properties’ contribution to the
cosmic signal. However, if the IGM can be assumed to be

fully heated (such that the 21-cm signal is saturated) and the
accuracy of the grism-determined redshifts of the galaxies is
su�ciently high (compared to the average bubble size of the
stack) then this degeneracy may be broken and both the
average bubble size and neutral fraction can be accurately
determined.

We conclude that imaging 21-cm emission around sam-
ples of luminous galaxies from the EoR will provide an ad-
ditional and complementary probe of cosmic reionization.

ACKNOWLEDGMENTS

This work was supported by the Victorian Life Sciences
Computation Initiative (VLSCI), grant reference UOM0005,
on its Peak Computing Facility hosted at The University of
Melbourne, an initiative of the Victorian Government. Part
of this work was performed on the gSTAR national facility
at Swinburne University of Technology. gSTAR is funded
by Swinburne University of Technology and the Australian
Governments Education Investment Fund. AM acknowl-
edges support from the European Research Council (ERC)
under the European Unions Horizon 2020 research and in-
novation program (grant agreement No 638809 AIDA). This
research was funded by the Australian Research Coun-
cil through the ARC Laureate Fellowship FL110100072
awarded to JSBW. Parts of this research were conducted
by the Australian Research Council Centre of Excellence for
All-sky Astrophysics (CAASTRO), through project number
CE110001020 (PMG). Finally, we would like to thank the
anonymous referee for their constructive comments which
helped to improve this paper.

REFERENCES

Alonso D., Bull P., Ferreira P. G., Santos M. G., 2015, MNRAS,
447, 400

Bowler R. A. A., et al., 2014, MNRAS, 440, 2810
Bowman J. D., Rogers A. E. E., Hewitt J. N., 2008, ApJ, 676, 1
Burns J. O., et al., 2012, Advances in Space Research, 49, 433
Cen R., Haiman Z., 2000, ApJL, 542, L75
Datta K. K., Bharadwaj S., Choudhury T. R., 2007, MNRAS,

382, 809
Datta K. K., Friedrich M. M., Mellema G., Iliev I. T., Shapiro

P. R., 2012, MNRAS, 424, 762
Fan X., Carilli C. L., Keating B., 2006, ARA&A, 44, 415
Furlanetto S. R., Oh S. P., Briggs F. H., 2006, Physics Reports,

433, 181
Geil P. M., Wyithe J. S. B., 2008, MNRAS, 386, 1683
Geil P. M., Wyithe J. S. B., Petrovic N., Oh S. P., 2008, MNRAS,

390, 1496
Geil P. M., Mutch S. J., Poole G. B., Angel P. W., Du↵y A. R.,

Mesinger A., Wyithe J. S. B., 2016, MNRAS, 462, 804
Ghara R., Choudhury T. R., Datta K. K., 2016, MNRAS, 460,

827
Ghara R., Choudhury T. R., Datta K. K., Choudhuri S., 2017,

MNRAS, 464, 2234
Greig B., Mesinger A., Haiman Z., Simcoe R. A., 2016, MNRAS,

In press
Kohler K., Gnedin N. Y., Miralda-Escudé J., Shaver P. A., 2005,
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Figure 8. Demonstration measuring the average IGM bright-
ness temperature (assumed to be saturated) and bubble size for
a mock set of (100) galaxies brighter than MUV = �21.66 at
z = 9.5 ± 0.25, A grism-determined redshift error of �z = 0.01
and a 1000 hr integration have been used. The upper panel shows
the independent signal components and analytic approximation
to the expected stacked cosmic signal (‘A’, dotted line). The total
signal is shown in the middle panel together with the best-fitting
analytic model (‘BF’, dotted line) and WFIRST’s grism redshift
error distribution (dashed line). The lower panel shows the dif-
ference between the best-fitting model and the analytic model.

Foregrounds were anticipated and have proven to be
a significant challenge to detecting the cosmic signal due
to their brightness and the chromatic response of the new
generation of low-frequency interferometers (see, e.g., Pober
et al. 2016). In this work, we have assumed anthropogenic
RFI and both Galactic and extragalactic point sources have
been removed from the observation data leaving no resid-
ual. We have also assumed there are no contamination or
removal e↵ects of di↵use Galactic foregrounds (synchrotron
emission), apart from the mean removal for each line-of-
sight spectra as discussed in Section 4.3.3. Previous work
has shown that, due to its spectral smoothness, it is possi-
ble to subtract this foreground in the imaging regime using
a polynomial fitting-based method along each line of sight
(see, e.g., McQuinn et al. 2006; Wang et al. 2006; Geil et al.
2008; Petrovic & Oh 2011; Alonso et al. 2015). Since the
spectral features we stack in this work are narrow in com-
parision with the frequency bands over which foreground fit-
ting and subtraction is performed, we expect these cosmic
signatures will not be removed.

7 SUMMARY AND CONCLUSIONS

We have presented and investigated the feasibility of a tech-
nique to directly detect regions of ionized hydrogen during
the early stages of the EoR. Our strategy utilises a bubble
size-galaxy luminosity-redshift relation established using the
results of our DRAGONS simulation suite. The technique
synergises low-frequency observations by the SKA and near
infra-red survey data of WFIRST and involves imaging bub-
bles surrounding the first galaxies (z >⇠ 9.5) utilising the
redshifted 21-cm line.

Our main results can be summarised as follows. We find
that:

(i) A simple, utilitarian linear relationship between the
size of ionized bubbles and the luminosity of the brighest
galaxy within them (in terms of absolute UV magnitude)
can be established as a function of redshift.

(ii) It is possible to overcome instrumental limitations by
stacking 100 or more redshifted 21-cm spectra to detect the
EoR with a significance of at least 5� at z ⇠ 9–12.

(iii) Both the spin temperature of the IGM and the accu-
racy of the grism-determined redshifts of the galaxies have
a significant impact on the detectibility of reionization.

(iv) It is possible to place qualitative constraints on the
evolution of the spin temperature of the IGM at z >⇠ 9 and
it may be possible to quantitatively measure the redshift at
which it is equal to the CMB temperature.

(v) Measuring the average size of bubbles and globally-
averaged neutral fraction of the IGM is a di�cult task due
to the degeneracy of these properties’ contribution to the
cosmic signal. However, if the IGM can be safely assumed
to be fully heated (so the 21-cm signal is saturated) and the
accuracy of the grism-determined redshifts of the galaxies is
su�ciently high (in comparison the to the average bubble
size of the stack) then this degeneracy can be broken and
both the average bubble size and neutral fraction can be
accurately determined.

ACKNOWLEDGMENTS

This work was supported by the Victorian Life Sciences
Computation Initiative (VLSCI), grant reference UOM0005,
on its Peak Computing Facility hosted at The University
of Melbourne, an initiative of the Victorian Government.
Part of this work was performed on the gSTAR national
facility at Swinburne University of Technology. gSTAR is
funded by Swinburne University of Technology and the
Australian Governments Education Investment Fund. AM
acknowledges support from the European Research Coun-
cil (ERC) under the European Unions Horizon 2020 re-
search and innovation program (grant agreement No 638809
AIDA). This research program is funded by the Australian
Research Council through the ARC Laureate Fellowship
FL110100072 awarded to JSBW. Parts of this research were
conducted by the Australian Research Council Centre of
Excellence for All-sky Astrophysics (CAASTRO), through
project number CE110001020 (PMG).

REFERENCES

Alonso D., Bull P., Ferreira P. G., Santos M. G., 2015,
MNRAS, 447, 400

Bowler R. A. A., et al., 2014, MNRAS, 440, 2810
Bowman J. D., Rogers A. E. E., Hewitt J. N., 2008, ApJ,
676, 1

Datta K. K., Bharadwaj S., Choudhury T. R., 2007, MN-
RAS, 382, 809

Datta K. K., Friedrich M. M., Mellema G., Iliev I. T.,
Shapiro P. R., 2012, MNRAS, 424, 762

Fan X., Carilli C. L., Keating B., 2006, ARA&A, 44, 415
Furlanetto S. R., Oh S. P., 2005, MNRAS, 363, 1031

c� 2014 RAS, MNRAS 000, 1–??

10 P. M. Geil et al.

�40 �20 0 20 40
z [Mpc]

0.2

Figure 8. Demonstration measuring the average IGM bright-
ness temperature (assumed to be saturated) and bubble size for
a mock set of (100) galaxies brighter than MUV = �21.66 at
z = 9.5 ± 0.25, A grism-determined redshift error of �z = 0.01
and a 1000 hr integration have been used. The upper panel shows
the independent signal components and analytic approximation
to the expected stacked cosmic signal (‘A’, dotted line). The total
signal is shown in the middle panel together with the best-fitting
analytic model (‘BF’, dotted line) and WFIRST’s grism redshift
error distribution (dashed line). The lower panel shows the dif-
ference between the best-fitting model and the analytic model.
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to their brightness and the chromatic response of the new
generation of low-frequency interferometers (see, e.g., Pober
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RFI and both Galactic and extragalactic point sources have
been removed from the observation data leaving no resid-
ual. We have also assumed there are no contamination or
removal e↵ects of di↵use Galactic foregrounds (synchrotron
emission), apart from the mean removal for each line-of-
sight spectra as discussed in Section 4.3.3. Previous work
has shown that, due to its spectral smoothness, it is possi-
ble to subtract this foreground in the imaging regime using
a polynomial fitting-based method along each line of sight
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parision with the frequency bands over which foreground fit-
ting and subtraction is performed, we expect these cosmic
signatures will not be removed.
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results of our DRAGONS simulation suite. The technique
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By stacking SKA spectra along LoS to 
bright galaxies we should be able to 

directly detect reionization.
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The EoR is an important phase in the 
evolution of the Universe. 

We need to be able to self-consistently 
model galaxy growth & the EoR if we want 

to learn the most we can from future 
observations.


